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Abstract

The laser technology development in the last years enabled to generate ultra-intense and
ultra-short laser pulses with intensity easily exceeding 1019 W/cm2; the interaction of these
last with matter produces almost instantly a plasma and a wide range of non-linear phenom-
ena. Among all the possible laser-plasma interaction scenarios, laser-driven ion acceleration,
consisting in the production of high energy ions (MeV s/nucleon) when the laser is focused
onto a thin solid target (< 100 µm), is increasingly attracting interest from the scientific
community.

Indeed, the compact size of the accelerator and the peculiar properties of the accelerated
particles (e.g. high ion density per bunch, ultrafast duration) could be exploited in the next
future for appealing applications, for example in the nuclear science (e.g. bright neutron
sources, fast ignition inertial fusion), in the material science (e.g. Ion Beam Analysis) and in
the medical field (e.g. radioisotopes generation, hadron-therapy).

Nevertheless, laser-driven ion acceleration schemes generally exhibit low laser conversion
efficiency into energetic particles. A viable route to overcome this limitation is to use a
Double-Layer Target (DLT) with a near-critical front layer, made of an extremely low density
solid material (about one thousandth of the solid density); both theoretical and experimental
works proved the effectiveness of this solution for the increasing of the proton energy and
the total particles number, but the full potential of this solution is still not achieved.

Therefore, this thesis work aims at investigating and optimizing the near-critical DLT
through an integrated experimental-theoretical approach: the target parameters which im-
prove at most the acceleration efficiency are theoretically found, then proper targets are pro-
duced and characterized with peculiar material science techniques and finally the latter are
tested in an international laser acceleration experiment.
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Introduction

The advent in the 1960 of the laser technology enabled to produce monochromatic and coher-
ent electromagnetic waves opening new physics and engineering branches. In the following
years, the development of the Q-switch and the Mode-Locking, capable to generate short
pulses with exponentially increasingly power (up to GWs), allowed discovering non-linear
effects of the laser-matter interaction, now widely used in several fields. In the mid-1980s
Donna Strickland and Gérard Mourou proposed the Chirped Pulse Amplification (CPA) tech-
nology, for which they received the Nobel prize in Physics in 2018: a breakthrough technol-
ogy with the capability of generating ultra-short pulses (< 1 ps) and high power (to date
up to tens of PWs) which enables to reach intensities, when they are focused to few µm2,
easily exceeding 1019 W/cm2.

In the ultra-intense laser-matter interaction, the electromagnetic fields are much greater
than the typical atomic fields, resulting in a prompt ionization of matter which transforms
it into a plasma. In addition, the fields push the plasma electron to high velocities within
a single wave cycle and the interaction is dominated by highly non-linear and relativistic
phenomena.

Besides the novelty and interest of this regime which is still largely unexplored, the laser-
plasma interaction is an appealing branch of physics because of the possible useful applica-
tions; indeed, great longitudinal electric fields are generated, which are capable to accelerate
charged particles to high energies in very compact length scales compared to conventional
accelerators.

In the last decades, electron bunches were accelerated up to 4 GeV energy with a plasma
length less than 10 cm; also burst of radiation secondary sources, X and γ rays, has been
realised with compact scales.

In 2000 three independent works reported the acceleration high energy protons (up to
tens of MeV ) produced by the interaction of ultra-intense pulses with solid thin films (<
100 µm); the protons bunch was featured by a very short duration (< 1 ps), a broad thermal-
like spectrum with a cut-off at high energy, and emission at the normal of the solid foil target
with an ultra-low emittance.

These peculiar properties could be exploited in a number of appealing applications, such
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Chapter 0. Introduction

as in the material science, for the Ion Beam Analysis, in the nuclear science, for the pro-
duction of secondary sources with unique properties of brightness and for the fast ignition
inertial fusion and also in the medical field, since hadronteraphy or radioisotopes production
could be achieved.

The new physical mechanism, known as laser-driven ion acceleration, was then deeply
studied in following years by a growing community of theoretical and experimental scien-
tists and large number of results have been achieved. Most of them have been interpreted
within the generally accepted Target Normal Sheath Acceleration model (TNSA). The latter
explains the ions acceleration phenomenon with a series of consequent events: the interac-
tion of high intensity electromagnetic fields with the front side of the foil, which is a high
density plasma, generates relativistic electrons which are injected inside the target; when the
hot electrons reach the rear interface they form strong longitudinal electric fields due to the
charge separation (in the order of TV/m), capable of accelerating, perpendicularly to the
interface, high energy light ions (e.g. Hydrogen, Carbon), present as impurities.

Despite the attractive features of the laser-driven ions, the control over the process is still
not completely fulfilled, because large part of the involved pulse energy is not converted into
plasma particles: for example, a consistent fraction of the laser pulse is reflected by the solid
target and also a big quantity of high energy photons, both X and γ, are produced. In fact,
the total TNSA ions total energy hardly exceed the one percent of the pulse one.

One way to overcome this limitation is to increase the intensity of the laser source in order
to enhance the hot electrons production; nevertheless, the CPA state of the art requires great
costs and large scale laser sources to overcome the PW peak power, and hence reduces the
appealing features of compactness and cheapness of the laser-driven accelerator. In addition
PW -class facilities can rarely operate at high repetition rate (RR), > 1 Hz, which is an
essential element to be addressed for future applications.

Another way to enhance the acceleration process, keeping at the same time the compact
source (100s TW lasers) and the high repetition rate (10Hz − 1 kHz), is to exploit advanced
target configurations, featured by an increased conversion efficiency. A consistent part of the
scientific community dealt with this topic in the last decade and numerous solutions have
been proposed as well.

In this framework targets from all the aggregation states have realized: gas, liquid, cryo-
genic and nanostructured solid targets demonstrated to have both their peculiar advantages
and disadvantages. Just to mention a few, the gas, liquid and cryogenic ones are in principle
capable to reach higher repetition rates (up to 1 kHz), nonetheless they require complex
experimental apparatus and in general give rise to lower ions energy with respect to solid tar-
gets; while the latter show their limitations in the reduced theoretical RR (10 Hz at the state
of the art) and in the production of fast solid/liquid debris, dangerous for the laser optics, and
electromagnetic pulses, detrimental for the electronic devices.

Among the advanced solid targets, one promising solution is to use a Double-Layer Target
(DLT) composed by a thin solid foil substrate and a near-critical density layer, where the
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critical density marks the threshold of transparency for an electromagnetic wave propagating
inside a plasma. In this regime the laser pulse coupling with matter is increased and the result
is a more energetic and dense ion bunch; this point has been proved experimentally many
times with a proton energy enhance (with respect to standard target) up to three-fold. For this
reason DLTs could represent a way to deal with the above-mentioned efficiency issue and
also with the repetition rate problem, because the solid substrate provides the mechanical
robustness necessary for an ion beam realization.

Nevertheless the critical density corresponds, for the widely used Ti:Sapphire lasers, to
about one thousandth of the solid bulk density and therefore highly porous materials must
be used for this purpose; many issues are related to this point, since not only the near-critical
layer must be proper produced with advanced material science techniques, but it has also to
be accurately characterized with unconventional measurements.

In addition, all the near-critical layer parameters, as the thickness, mean density, unifor-
mity grade, are essential in the interaction and they must be finely chosen to optimize the
DLT performances; since with the laser acceleration experiments only few parameters can
be tested at time, to achieve the best DLT properties a theoretical approach which guides the
target production is of great utility. In this framework, numerical tools play an important
role in the experiments realization and interpretation: in particular, Particle-In-Cell (PIC)
simulations can solve the Maxwell-Vlasov equations and for this reason are largely used to
help the experimental and theoretical work.

Motivations and aims of the thesis

The main aim of this thesis work is to investigate the near-critical DLT solution for laser-
driven ion acceleration, through an approach which integrates the theoretical description of
the acceleration phenomenon with the advanced target, the production and characterization
of optimized DLTs and their test in a dedicated experiment, carried out in collaboration with
an international facility.

The theoretical description of the laser-DLT interaction is based on the analysis of PIC
simulations and in the formulation of a proper model which takes into account the essential
aspects of the involved physical mechanisms; the latter is used to obtain the DLT density and
thickness values which maximize the performances for the specific laser source.

The technique for the nanostructured near-critical material production is then investigated
with the aim of increasing the control over the material properties; in addition, also an un-
conventional characterization technique is developed, to assure a better feedback over the
production activity.

Finally DLTs with proper parameters are produced and tested in an acceleration experi-
ment in collaboration with an international facility; the results are analysed in order to verify
the effectiveness of the used targets and they are interpreted at the light of the gained insight
about the interaction.

This thesis was founded by the European Research Council (ERC) project ENSURE
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(Exploring the New Science and engineering unveiled by Ultraintense ultrashort Radiation
interaction with mattEr, https://www.ensure.polimi.it/).

Structure of the thesis

The PhD thesis is organized as follows:

Part I: In the first part an introduction to laser-driven ion acceleration is provided, starting
from a brief overview of the ultra-intense laser technology and the physical mechanism
which are involved in the laser-plasma interaction. Some crucial advanced target strate-
gies are then presented, with a particular emphasis on the near-critical Double-Layer
Target solution. In particular, it is also given an introduction on the production and
characterization of Carbon nanofoams, which are used in this field as a near-critical
material.

Part II: The second part is dedicated to the theoretical investigation, carried out with Particle-
In-Cell simulations and analytical methods, on the ultra-intense laser interaction with
near-critical plasmas and the subsequent ion acceleration in the double layer case. The
aim of this part is to shed a light on the interaction process and to extract informations
which can guide the experimental activities. A first analysis is given onto idealized
uniform plasmas in order to determine the optimal parameters of the DLT in a simpli-
fied condition; while secondly, the focus is shifted to the simulation of more realistic
nanostructured plasmas and their effect in the ions acceleration compared to the ideal
uniform ones.

Part III: The third part deals with the experimental investigation on the production and char-
acterization of nanofoams which are used as near-critical layers in DLTs. Firstly the ad-
vancements on the density/uniformity characterization method are presented; therefore,
the nanofoam growth process is investigated and a new aggregation model is proposed
and experimentally demonstrated, with the final aim of better controlling the materials
properties. Finally, a first investigation on nanofoams produced by Pulsed Femtosecond
Laser Deposition are shown.

Part IV: This part describes the experimental investigation on nanofoam-based Double-
Layer Targets for the enhanced laser-driven ion acceleration. The production of DLTs
and the related issues are firstly presented, therefore the results of a laser-acceleration
campaign (carried out at the Helmholtz-Zentrum Dresden-Rossendorf) are reported; the
enhancement in the laser absorption and ion acceleration is interpreted on the basis of
the theoretical insights gained in Part II.

Part V: Finally, the last part draws the conclusion of this PhD work and the future perspec-
tives for future research.

VIII
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Laser-driven ion acceleration basic
concepts and state of the art
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CHAPTER 1

Introduction to laser-driven ion acceleration

This chapter offers an overview on the ultra-intense laser-matter interaction phenomena and
the laser-driven ion acceleration basic concepts. At this purpose Section 1.1 overlooks the
evolution of the laser technology over the years which enabled to generate ultra-intense laser
pulse; consequently the principal mechanisms of interaction between matter and these kind
of lasers is illustrated in Section 1.2. Finally, 1.3 gives an introduction to laser-driven ion
acceleration (within the Target Normal Sheath Acceleration framework), with a particular
emphasis on the experimental observations and the theoretical models developed to described
the phenomenon.

1.1 Ultra-intense laser pulse technology

The advent of the first laser, theorized by Albert Einstein in 1917 [1] and realized in 1960
[2], gave birth to new branches of physics which exploited the appealing properties of this
particular light source: the temporal and spatial coherence and the monochromaticity. In the
following years (see Figure 1.1), the development of the laser technology enabled to generate
pulses with short duration, with the Q-switching first (∼ ns) [3] and the Mode-Locking later
(∼ fs) [4], which were characterized by high electromagnetic fields, with intensity above
1010 W/cm2. This capability allowed the discovery of several highly important light-matter
interaction phenomena; to mention a few, the second harmonic generation was discoverd
in 1961 thanks to the high intensity of a ruby laser focused onto a quartz crystal [5] and
the branch of non-linear optics became widespread since the laser electric field reached the
values in the order of the atomic electric fields, in the order of 108 V/m.

The Q-switch technology is based on a controllable attenuator inside the laser resonant
cavity which enables to variate the quality factor Q. When the round-trip losses are increased
(low Q) the gain medium is pumped till a strong population inversion is reached. The losses
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Chapter 1. Introduction to laser-driven ion acceleration

Figure 1.1: Evolution of the highest focused intensities over the years. CPA and solid-state laser technology
have pushed the present peak intensity to the range of 1022 W/cm2. The European ELI project will scale
this up more than one order of magnitude in the near future. The three horizontal lines show the intensity
for the ponderomotive (quiver) energy Up of an electron in the focus of an 800nm (Ti:Sapphire) laser to
be equal to one atomic unit; or for Up to be equal to the electron rest mass; or for the Schwinger intensity
Y = 1 where the vacuum becomes unstable and light is directly converted to matter.

are then promptly reduced and the energy accumulated in the lasing medium is emitted in a
strong and short pulse.

On the other hand, Mode-Locking exploits a fixed phase relation in the longitudinal cavity
modes to construct an interference which generates a train of ultra-short pulses with tempo-
ral temporal duration down to few fs, which is inversely proportional to the gain medium
bandwidth. Very common mode-locked oscillators are the Ti:Sapphire lasers, emitting in the
infrared (λ ∼ 800 nm) high intensity pulses with duration higher than 5 fs, repetition rate
above ten MHz and mean power up to the W level.

The pulses intensity can be further increased by other amplification stages, consisting a
in pumped gain medium which gives more energy to the ultra-short pulse with the stimu-
lated emission mechanism. Nevertheless, the amplification through multiple stages can be
repeated only to a limiting threshold given by the non-linear effects, which degrade the beam
properties, and the damaging threshold of the solid active medium (∼ GW/cm2).

This limit in the maximum laser power remained a major problem from the 70’ for over
a decade (see Figure 1.1), since in the mid 80’ Donna Strickland and Gèrard Mourou pro-
posed a breakthrough technology, the Chirped Pulsed Amplification (CPA) [6], for which
they received the Nobel prize in Physics in 2018.

The CPA mechanism, depicted in Figure 1.2, consists in the stretching of an ultra-short
pulse (< ps) to nanoseconds through a grating, which induces a high dispersion of the laser
frequencies into a chirped pulse. The lower intensity allows enhancing the beam energy with
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1.2. Ultrahigh intensity laser-matter interaction

Figure 1.2: Scheme of the Chirped Pulse Amplification technology.

multiple amplification stages, preventing at the same time the damaging of the active media.
Finally, the pulse is compressed again with another grating with reversed dispersion to have a
high energy and ultra-short pulse. Thanks to this technology the nowadays ultra-intense laser
pulses can reach peak power above the petawatts and intensities above 1022 W/cm2 [7, 8],
which is roughly equivalent to focusing all the sunlight power that hits the Earth onto a single
grain of sand, for a duration of few femtoseconds.

In the world (see Figure 1.3a) the number of the laser facilities capable to exceed the
PW peak power are not numerous; among them the European Extreme Light Infrastructure
project (ELI), implemented in four sites of the continent, should be mentioned since it is
rapidly approaching the full operation capabilities, spread in different branches of the ultra-
intense laser field, with the foreseen highest intensity of 1023−24 W/cm2.

On the other hand, several and continuously-growing ultra-intense laser facilities (I >
1019 W/cm2) are present to date in the world (see Figure 1.3b). Their technology could be
divided in two main categories: fs and ps ultra-intense laser pulses.

The first are typically based on Ti:Sapphire oscillators and CPA stages which generate
15 − 100 fs pulses with energy in the order of Joules; the repetition rate can be relatively
high, since up to 1 kHz frequency can be achieved. On the other hand ’long’ ps pulses
are generally generated by Nd:YAG-based active media and very energetic pulses, easily
exceeding 100 J ; since the pumping procedure requires longer times, the repetition rate can
be very low, from 0.1 Hz till one shot per-day.

1.2 Ultrahigh intensity laser-matter interaction

The fast development in the last decades of ultrahigh intensity laser facilities in the world en-
abled to study the matter-interaction mechanisms in highly nonlinear and relativistic regimes.
The physical phenomena induced in this interaction are extremely rich and far beyond the
aims of this work; for this reason only the key notions to understand the laser-driven ion

5



i
i

“thesis” — 2020/4/29 — 16:50 — page 6 — #18 i
i

i
i

i
i

Chapter 1. Introduction to laser-driven ion acceleration

(a)

(b)

Figure 1.3: (a) Petawatt-class laser in the world. (b) Ultra-intense laser (I > 1019 W/cm2) in the world.

acceleration will be given.
Since the intensity required to ionize a material is generally in the range 1013−14 W/cm2,

ultra-intense pulses with I > 1019 W/cm2 have the prompt effect (within a single laser cy-
cle) of inducing a phase transition to the plasma state. The two principal and competitive
mechanisms which induce ionization (see Figure 1.4a) are the Tunnel Ionization (TI), con-
sisting in the distortion of the atomic field by the electric field of the laser pulse, and the
Multi-Photon Ionization (MPI), consisting in the direct overcoming of the atomic electron
binding energy by the non-linear action of multiple photons. The weight of the two can be
evaluated by the Keldysh parameter:

γk ∼

√
Eion
Up

(1.1)

Where Eion is the ionization energy and Up is the ponderomotive potential, defined as
Up = q2

4mω2 |E0|2, which will be discussed later. If γk � 1, corresponding to long wave-
lengths or very strong fields, the ponderomotive potential bends the atomic potential well

6



i
i

“thesis” — 2020/4/29 — 16:50 — page 7 — #19 i
i

i
i

i
i

1.2. Ultrahigh intensity laser-matter interaction

and TI becomes dominant; conversely, if γk � 1, MPI becomes the principal ionization
effect, indeed the lower photon wavelength is related to a higher energy and a decreased
number of photons required to overcome the ionization energy. In order to make simple
estimations, we can express the Keldysh parameter as a function of the laser intensity and
wavelength, which reads as γk ∼

√
Eion[eV ]

9.5·10−14I[W/cm2]λ[µm]
. For typical first ionization ener-

gies around 10 eV , a Ti:Sapphire laser with an intensity higher than 1014 W/cm2 induces
principally Tunnel Ionization. Without entering in the details of calculations, the theoretical
ionization rate for this mechanism is reported for H2 in Figure 1.4b; the figure shows that
for intensity higher than 1015 W/cm2 this rate is higher than 1 fs−1 which is comparable to
a single wave cycle duration.

Nevertheless, it should be pointed out that this framework holds for weekly bounded
electron, while for the strong bounded ones (where the ionization energy can be higher than
10 keV ) the physical mechanism can be more complicated involving not only MPI and TI,
but also electron collisions and plasma kinetic effects.

(a) (b)

Figure 1.4: (a) Scheme of tunnel ionization (left), multiphoton ionization (right) and a mixed condition (cen-
tre). (b) Theoretical ionization rate for H2 from [9]

An ultra-intense laser thus promptly ionizes the matter and the interaction is dominated
by the electromagnetic effects of a plasma. It is well known that a light wave interacting with
a cold plasma is characterized by a dispersion relation given by [10]

ω2 = ωpe
2 + k2c2 (1.2)

Where ωpe =
√

4πe2ne
me

is the electron population plasma frequency, with ne the electron
plasma density.

According to Equation 1.2, an electromagnetic wave is able to propagate inside a plasma
if its frequency overcomes ωpe; while in the opposite condition only an evanescent wave
penetrates the plasma (with a length scale in the order of the skin depth λsd = c/ωpe),
leading to total wave reflection. The propagation condition can be also expressed in terms of
the plasma density, once the laser wavelength is fixed. The threshold for the two behaviours
is called critical density and it is defined as:

nc =
meω

2

4πe2
(1.3)

If ne is lower than then the critical density the wave can propagate for long distances

7
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Chapter 1. Introduction to laser-driven ion acceleration

and the plasma is called under-dense or under-critical; for typical infra-red laser wavelength
(in the order of 1 µm) this condition is valid for atmospheric pressure gasses. On the other
hand for ne > nc the plasma is called over-dense or over-critical, which is common for
solid state materials, where ne � 100nc. Finally, a plasma which matches its frequency
to the electromagnetic wave, ne ∼ nc, is referred as a near-critical plasma; this condition
introduces very complex interaction phenomena, since the laser-plasma coupling is increased
and many non-linear and unstable effects arise. Because of the very rich research topic and
its relevance in this thesis work, a deeper description of these mechanisms will be given in
Section 2.2.

In the ultra-high intensity regime the physical phenomena can be still further complicated,
since not only the non-linear effects become important, but the electrons speed can approach
the light speed, inducing relativistic effects during the interaction. To estimate the relativistic
phenomena relevance, the wave amplitude expressed by the vector potential A, should be
normalized to the electron rest energy which reads as:

a =
eA

mec2
(1.4)

This quantity is quite convenient since the transversal electron oscillation momentum p⊥

due to the laser electric field is given by p⊥/mc = a; approximating the total electron
momentum to the transversal one, the Lorentz factor can be calculated as γ =

√
1 + a2.

The pulse peak intensity can be related to the normalized peak amplitude with the relation

a0 =
√

I[W/cm2]λ2[µm2]
1.37·1018

; thus, if the condition a0 > 1 holds (valid for ultra-intense pulses),
the mean electron Lorentz factor exceeds the unity and the relativistic effects become very
relevant.

One particularly important relativistic effect is given by the increasing of the electron
inertia, since the plasma frequency decreases accordingly; the critical density definition must
be thus modified by substituting γme to the electron mass, namely:

nrelc = γ
meω

2

4πe2
(1.5)

The latter equation states that the relativistic critical density in high intensity regimes
can be several times higher than the classical one, valid in low intensity condition. For this
reason a classically over-dense plasma could become transparent due to relativistic effect,
when ultra-high intensity lasers are exploited.

Another crucial non-linear effect, arising in non-homogeneous laser fields, is the pon-
deromotive force. This force pushes the particles from areas of higher wave amplitude to
zones of weaker fields strength; this happens because the net force acting on the particles
changes during the oscillation period and, after a complete cycle, the fields inhomogeneity
makes the particle to move to area of weaker fields.

8
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1.2. Ultrahigh intensity laser-matter interaction

The non-relativistic relation for the ponderomotive force is expressed by:

fp = −∇
(

q2

4mω2
|E0|

)
= −∇Up (1.6)

Where Up is defined as the ponderomotive potential which is related to the electromag-
netic fields energy density; thus the charged particles, under the ponderomotive potential,
tends to escape from high energy density space regions to lower ones. It should be pointed
out that the magnitude of this force is inversely proportional to the particle mass and there-
fore the plasma electrons are more sensible to this effect with respect to plasma ions which
can be considered, as a first approximation, not affected by the ponderomotive force.

We also remark that the ponderomotive potential can be expressed in a relativistic frame-
work (a0 > 1), to give the following relation:

Up = mc2(γ − 1) ∼ mc2(
√
a2

0/P + 1− 1) (1.7)

Where P can assume different values for different laser polarization condition (P = 2

for linear polarization and P = 1 for circular polarization). Equation 1.7 states that the
ponderomotive potential is proportional to the rest mass of the charged particle and that its
magnitude is a monotonic function of the normalized amplitude a0, with a linear asymptote,
Up ∼ mc2 a0√

P , valid in the ultra-relativistic regime (a0 � 1). This result is particularly
relevant since ponderomotive scalings have been reported for the electrons mean energy
during the laser interaction with overcritical plasmas.

In particular, an ultra-intense pulse can be absorbed by a steep solid materials (which
at low intensity totally reflects the wave) by the so-called electron heating mechanisms; an
energetic and relativistic supra-thermal electron population is generated, featured by a broad
momenta distribution (as shown in Figure 1.5).

Figure 1.5: Experimental hot electron distributions in the MeV range obtained by irradiating a 30 µm solid
CH target at 9 · 1018, 3 · 1018, 2 · 1018 W/cm2 intensity, measured along the laser propagation axis in the
forward direction. From [11].

The electron heating phenomenon takes place when the plasma density is sufficiently high
to reflect the radiation and form a small length scale evanescent wave (in the order of the skin

9
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Chapter 1. Introduction to laser-driven ion acceleration

depth λsd); in this framework only the superficial electrons interact with the fields and they
can be extracted in the vacuum by the component of the Lorentz force perpendicular to the
interface. Once in the vacuum, these particles can be re-injected into the high density plasma,
with a energy in the order of the quiver motion, where the fields are highly damped and no
retraction force is exerted.

Two main mechanism can be distinguished if the electric part or the magnetic one of the
Lorentz force are considered, namely the Brunel effect and the j×B heating respectively.

Figure 1.6: Scheme of the two main electron heating mechanism in the interaction of an ultra intense laser
pulse with an overdense plasma.

The Brunel effect, called also vacuum heating, is represented in Fig. 1.6: the laser inter-
acts with the plasma surface with a non-zero incidence angle and with a linear polarization
in the plane of reflection (called P-polarization); in this condition a not-vanishing compo-
nent of the electric field is perpendicular to the vacuum-plasma interface and it is capable
to accelerate electrons outside the plasma and, at the end of the wave cycle, to re-inject
them into the surface. Since the fields are damped over the skin depth (much lower than
the laser wavelength) by the over-critical plasma, the retraction force is not capable to slow
down the electrons, which start to travel towards the bulk. Since the Brunel effect requires
an electric field component normal to the surface, it is highly damped when the incidence is
normal or when laser is in circular polarization or in linear S-polarization (where the E field
is perpendicular to the reflection plane).

In the j×B heating the electrons acceleration is similar but the driving force is given by
the magnetic part of the Lorentz force, namely qv/c×B. The electrons are firstly accelerated
by the laser electric field to high speed and therefore they are pushed by the magnetic force
along the laser propagation direction; since the phenomenon is due to both the electric and
magnetic fields, it is characterized by a non-linear behaviour; thus, the frequency domain of
the hot electrons bunches is 2ω instead of the ω domain of the Brunel effect. In addition,
since the force is effective when the particles velocity is near the speed of light, the heating
mechanism is efficient when the electron motion is relativistic, when a0 � 1. In contrast to
Brunel effect, the j×B heating is efficient also at normal incidence or S-polarization; while
in C-polarization condition, the oscillating part of the magnetic Lorentz force vanishes, with

10
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1.3. Laser-driven ion acceleration by Target Normal Sheath Acceleration (TNSA)

the main effect of damping the electrons acceleration.
A semi-empirical relation has been proposed to estimate the hot electron temperature Th

acquired by the overall effect of the two mechanisms [12], which reads:

Th = C1(a0, pol)mec
2

[√
1 +

a2
0

2
− 1

]
+ C2(a0, pol)mec

2

[√
1 + f 2

a2
0

2
sin2θ − 1

]
tanθ

(1.8)
Where the first term represents the contribute from the j ×B heating and the second the

Brunel effect; C1 and C2 are semi-empirical parameters which depend on the polarization
condition and the laser intensity, while θ is the incidence angle and f is the amplification
factor due to the laser reflection. As mentioned before, the electrons temperature is roughly
proportional to the ponderomotive potential, even if the mechanisms of acceleration are quite
different from the motion of a particle under the ponderomotive force. Indeed, this propor-
tionality is due to the electrons kinetic energy acquired in a single laser cycle (γosc−1)mec

2,
(see Section 1.1). It should be also pointed out that these semi-empirical parameters, deter-
mined by proper numerical simulations, tend to reach constant values for intensities above
a0 > 8, with C1 larger than C2; therefore indicating that at ultra-relativistic intensities the
j×B heating becomes predominant.

1.3 Laser-driven ion acceleration by Target Normal Sheath Acceleration (TNSA)

Ion acceleration induced by the interaction of ultra intense laser pulses with thin solid targets
is a peculiar physical phenomenon discovered for the first time in 2000 with three indipen-
dent works [13–15].

Figure 1.7: Proton energy spectrum for a 423 J shot at normal incidence on 100 µm CH. From [14].

In all the three reported cases the irradiation of a micro-metric plastic or metallic foil
from short laser pulses with intensity higher than 1018 W/cm2 resulted in the acceleration of
protons with a broad exponential spectrum with a cut-off energy up to tens ofMeV/nucleon

(as shown in Figure 1.7). The ions bunch, with particles number higher than 109 up to 1013,
was directed perpendicularly to the target and with a cone of few tens of degrees from a
point-like source.

11
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Chapter 1. Introduction to laser-driven ion acceleration

These interesting results immediately fascinated the scientific community both for the
curiosity about the phenomenon itself, both for the appealing applications which could be
dealt with an innovative laser-driven ion source [16]. Indeed, the compact size and the rel-
atively cheapness of the accelerator and the peculiar properties of the accelerated particles
(e.g. high ion density per bunch, ultrafast duration) could be exploited, for example, in the
nuclear science (e.g. bright neutron sources, fast ignition inertial fusion), in the material
science (e.g. Ion Beam Analysis) and in the medical field (e.g. radioisotopes generation,
hadron-therapy) [17, 18].

In the few years following the first experimental observations, a big effort has been de-
voted to understand the phenomenon with new experiments and theoretical models; in par-
ticular, after some debates, the Target Normal Sheath Acceleration model [19] was widely
accepted as an explanation for most of the experimental data.

The TNSA scheme describes the acceleration phenomenon with chained mechanisms rep-
resented in Figure 1.8: the ultra intense laser pulse, interacting with the solid target promptly
generates an over-dense plasma which reflects the electromagnetic fields. As explained in
the previous section, when the fields overcome relativistic intensities (a0 > 1) the superfi-
cial plasma electrons are heated through the Brunel effect and the j × B heating and they
start to travel inside the solid target. The high current is counter-balanced by a return cur-
rent of cold electron moving in the opposite direction. When the fast electrons arrive at the
rear side of the solid, they try to escape forming a charge unbalance capable of generating
strong electrostatic fields; these latter therefore ionize and accelerate to MeV s energy the
ions present at the rear surface. Since contaminants are generally present at this interface,
ions with composition different from the target itself can be found; in fact the highest energy
ions are typically protons likely coming from dirt or water contaminants.

Figure 1.8: Scheme of the Target Normal Sheath Acceleration model.

Exploiting the TNSA model some simple estimations over the phenomenon can be carried
out: considering that the hot electron population is generated by the above-mentioned heating
mechanisms, their energy distribution is similar to a Maxwellian with temperature in the
order of the ponderomotive potential, namely Th ∼ mec

2(
√

1 + a2
0/p − 1) ∼ mec

2a0/
√
P ,

12



i
i

“thesis” — 2020/4/29 — 16:50 — page 13 — #25 i
i

i
i

i
i

1.3. Laser-driven ion acceleration by Target Normal Sheath Acceleration (TNSA)

where the last approximation is valid at high intensity. Imposing the energy flux balance, the
initial density of electrons can be retrieved, ηI = nhvhTh with η the conversion efficiency of
the laser into energetic particles and vh ∼ c; in a similar way the total number of electrons is
estimated by the energy balance ηεp = NhTh. Therefore assuming a laser irradiance Iλ2 =

1020 µm2W/cm2 and a 10 % of conversion efficiency, we find Th ∼ 5.1mec
2 ∼ 2.6MeV

and nh ∼ 8 · 1020 cm−3, which is lower than the critical density; the relative current density
is consequently jh ∼ enhc ∼ 3.8 ·1010 A/cm2. This huge current must be locally neutralized
by a cold electrons return current opposite in direction, otherwise the generated electric or
magnetic fields should be strong enough to interrupt the hot electrons motion.

The hot electrons attempting to escape in vacuum at the rear side of the target form a
charge unbalance and a strong sheath electric fieldEs which back-holds the electrons. Es can
be thus estimated by imposing that the sheath potential energy is equal to the hot electrons
temperature eEsLs ∼ Th, with Ls the extension of the sheath, well approximated by the
Debye length λD =

√
Th/4πe2nh. Finally the electrostatic field can be calculated as Es ∼√

4πnhTh which, for the above case, corresponds to Es ∼ 6 TV/m, a great field capable to
instantaneously ionize the contaminant ions and accelerate them along the sheath potential,
with a maximum energy given by εmaxi = ZieEsLs = ZiTh ∼ Z · 2.6 MeV .

These simple estimations are useful also to indicate the ions energy scaling laws with
respect to the laser parameters; indeed, since the electrons temperature scales with the pon-
deromotive energy, also the ions maximum energy follows the irradiance scaling, which
means an energy growth with the square root of the intensity and linearly with the wave-
length. Nonetheless, it should be pointed out that the wavelength dependence is not decou-
pled with the peak intensity, since the duration of an ultra-short pulse is limited below by the
wave single cycle length; also the focal spot dimension w0, which strongly affects the peak
intensity, can be reduced at most to the diffraction limit w0 ∼ λ. Thus, estimating the in-
tensity as I ∼ εp/τw

2
0, we can assume that the temporal duration τ ∼ kτλ/c is proportional

to the single cycle duration and the spot waist to the wavelength w0 ∼ kw0λ (where kτ and
kw0 are proportionality constants in the order of 1 − 10); therefore, it is straightforward to
demonstrate that the irradiance is inversely proportional to the wavelength (when the pulse
energy is fixed) Iλ2 ∼ εpc/kτkw0λ. The ions energy ponderomotive scaling is consequently
given by εmaxi ∝

√
εp/λ ∝

√
P where P is the peak laser power, which is a commonly

reported value in laser facilities, as introduced in Section 1.1.
The scaling law of the maximum proton energy with respect to the pulse power is re-

ported in Figure 1.9 for a number of different ultra-intense laser pulse facilities; it should be
pointed out that two different power laws are showed, for relatively ’long’ and ’short’ pulses
(which are the two main different facilities explained in Section 1.1). The ’long’ pulses
facilities scaling law is in a good agreement with the ponderomotive scaling; in addition a
higher energy than the ’short’ ones is observed over the wide range of existing experimen-
tal data; conversely, the ∼ fs laser category is characterized by a power law intermediate
between the square root and the linear one. These substantial differences, not foreseen by
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Chapter 1. Introduction to laser-driven ion acceleration

Figure 1.9: Maximum proton energy against the laser falicity pulse peak power. The data of ’short’ (∼ fs)
pulses are from: Lund Al target [20], Astra Gemini 2 µm Al target [21] [22], Saclay 1.5 µm Al target [23],
Draco 5 µm Al target [24] and 3 µm Ti target [25], CoReLs 0.75 µm Al target [26] and 0.75 µm Mylar
target [27], Pulser I 0.05 µm polymer target [28]. The data of ’long’ (∼ ps) pulses are from: Trident,
15 µm Al target [29], Ral Vulcan 10 µm Al target [30], Luli 20 µm Al target [31].

the above-mentioned TNSA estimations, highlight the complexity of the laser acceleration
phenomenon, which requires more advanced models to be finely understood.

To tackle the analytical modelling problem, it is useful to reduced its complexity by de-
scribing the system in one-dimensional approximation and by dividing the mechanism into
more fundamental sub-parts: the electron heating, the hot electron transport in the target
and the ion acceleration, through the sheath field generation. As depicted in Figure 1.10,
these different phenomena are characterized by time scales ranging from few fs to several
ps. Indeed the electron heating, due to the above-mentioned Brunel and j×B mechanisms,
happens during the single wave cycle (few fs for Ti:Sapphire lasers) and continues for the
whole duration of the laser pulse; the electron transport phenomenon temporal duration can
be estimated by the time in which the relativistic particles, generated at the surface, reach
the rear side of the target, namely τtr ∼ dt/c, which corresponds again to few fs for a
micrometric foil target. The sheath field generation and ion acceleration can be studied
in different time scales, where different ions properties can be described: in those cases
in which the acceleration occurs within the inverse of the hot electrons plasma frequency
(1/ωpe ∼ 10 fs), the ions dynamics can be neglected and the analytical models fall into the
quasi-stationary framework. Otherwise, if the ions dynamic is considered, the time scale is
longer (1/ωpi ∼ 1 ps) and fluid models are used.

Quasi-stationary models assume that on the time scale of plasma electrons frequency the
target ions are immobile, the hot electrons population is isothermal and that the accelerated
light ions are sufficiently low in number not to perturb the evolution of the sheath field.
These assumptions are reasonable for the estimation of the maximum energy of the contam-
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1.3. Laser-driven ion acceleration by Target Normal Sheath Acceleration (TNSA)

Figure 1.10: Time scales in TNSA models.

inant layer light ions, especially if short pulses are used. Conversely, the quasi-stationary
models lack of precision for the determination of the ions energy spectrum and the heavy
ions evolution, because the occurring phenomena happen at longer time scale.

In these limits, the Poisson equation can be coupled with the Boltzmann distribution with
temperature Th fixed a priori (e.g. using the ponderomotive scaling) to obtain a relation for
the potential in the space:

φ(x) = −2Th
e

[
ln

(
1 +

x√
2eλD

)
− 1

]
(1.9)

The latter equation (notice that e is the Nepero number while e is the elementary charge)
allows determining the sheath electrostatic field at the vacuum interface as E(0) =

√
2
e
Th
eλD

which justifies the rough calculations for the TNSA field. Nevertheless, this mathematical
description leads to a divergent potential at infinite distance from the target, therefore to infi-
nite light ions energy. This non-physical effect is due to the use of the Boltzmann distribution
which implies the existence of electrons with infinite energy.

To avoid this unphysical result, a cut-off in the particles energy must be introduced, for
example by using scaling laws based on experimental data; another elegant solution was
proposed in References [32, 33], where the cut-off is not imposed a priori, but it is cal-
culated in a self-consistent way from the consideration that only the ’low-energy’ part of
the particles spectrum is retained from the potential (trapped electrons). Conversely, the
’high-energy’ electrons escape from the system in a time that is well lower than the time
scale of interest. This point is analytically deployed by integrating a proper relativistic
distribution, the Maxwell-Juttner, over the trapped electrons, which posses negative energy
W = mec

2(γ − 1)− eφ.
The resultant potential is then vanishing at infinite distance and a maximum energy for

light ions can be analytically obtain, which reads:

εmaxi = ZTh

[
ϕ∗ − 1 +

β(ζ, ϕ∗)

I(ζ, ϕ∗)eζ+ϕ∗

]
(1.10)

Where ζ = mec
2/Th is the inverse of the normalized temperature, ϕ = eφ/mec

2 the
normalized potential, β(ζ, ϕ∗) =

√
(ϕ+ ζ)2 − ζ2, I(ζ, ϕ∗) =

∫ β(ζ)

0
e−
√
ζ2−p2dp, and ϕ∗
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Chapter 1. Introduction to laser-driven ion acceleration

is the value of the normalized potential deep inside the target. It should be remarked that
Equation 1.10 justifies the maximum energy estimation of the TNSA model, since it de-
pends only on the electron temperature and ϕ∗. The latter quantity physically represents the
normalized maximum electrons energy, which can be obtained by a semi-empirical relation,
ϕ∗ = 4.8 + 0.8 log(εp) [33], or by a finer model which takes into account the electrons
recirculation and the target thickness [34].

In those cases where the ion acceleration mechanism takes place over long time scales (in
the order of the inverse of the ions plasma frequency) or under conditions which do not fulfil
the quasi-static models assumptions, the target ions dynamic must be considered. The sim-
plest approach consists in a one-dimensional fluid model, based on the quasi-neutral plasma
approximation. It should be firstly highlighted that this approximation does not require a
vanishing sheath field, indeed the fluid description allows a uniform field along the plasma
and non-uniform fields over length scales in the order of the Debye length.

(a) (b)

Figure 1.11: (a) Scheme of the one-dimensional fluid model. (b) Ion spectrum for a cut-off energy of ε =
2.8Th.

The model, outlined in Figure 1.11a, consists in considering the acceleration process as an
isothermal plasma expanding in vacuum, with a rarefaction wave described by the classical
self-similar solutions for the ions density ni and velocity ui fields:

ni = n0exp
(
− x

cst
− 1

)
, ui = cs +

x

t
(1.11)

Where x/t is the self-similar variable and cs =
√
ZTh/mi is the ion sound velocity.

Equation 1.11 is singular at t = 0 because the model is not able to describe the charge
unbalance of the first stages of acceleration. In addition, this equation allows diverging
ions speed at finite times; to solve the latter issue the quasi-neutrality approximation must
be invoked to determine the ion front position as a function of time. Exploiting that the
non-uniformity scale of the density field ni/|∂ni| must be in the order of the Debye length,
the ion front speed can be evaluated as uf = 2csln(ωpit). This speed is still divergent for
infinite time because in the plasma is approximated as isothermal, which implies an infinite
reservoir of energy for the acceleration; to avoid this divergence some authors considered a
finite acceleration time, scaling with the pulse duration through a semi-empirical law tmax =

1.3τp + τoffset [35]. Other solutions of this unphysical constrain make use of the adiabatic
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1.3. Laser-driven ion acceleration by Target Normal Sheath Acceleration (TNSA)

plasma expansion in vacuum, which consistently implies a decreasing electron temperature
in time [36, 37].

One interesting feature of the fluid model is the capability of finding an analytical ions
spectrum, with properties very similar to the ones experimentally measured. Indeed, the
spectrum at the final acceleration time tmax is:

dni
dεi

=
n0/Th√
2εi/Th

exp
(
−
√

2εi
Th

)
, εi ≤ εmaxi =

1

2
miuf (tmax)

2 (1.12)

An example is plotted in Fig. 1.11b, where the exponential-like tail should be observed.
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CHAPTER 2

Enhanced ion acceleration through advanced targets

This second chapter deals with the vast framework of advanced targets for enhanced ion
acceleration, with the main aim of introducing some crucial concept more than reviewing
the literature.

The advanced targets, developing during the last decade, aim at the enhancement of the
acceleration mechanism performances, principally the ions maximum energy and the total
particles number.

Different approaches to the problem can be adopted; here we describe two main cate-
gories, in Section 2.1 the advanced target which increase the ions energy by improving the
hot electrons transport. While Section 2.2 describes some of the strategies which can be
exploited to increase the hot electron absorption.

2.1 Role of the electrons transport in TNSA

The enhancement of the laser-accelerated ions energy can be obtained by improving the hot
electron transport inside the target; since the accelerating quasi-static field can be estimated
as Es ∼

√
4πnhTh (see Section 1.3), the TNSA performances can be increased by simply

controlling the hot electrons density nh and temperature Th, which tend to decrease during
their transport towards the rear side of the target.

Nevertheless, the relativistic electron transport in dense materials is a very complex phe-
nomenon which is studied mainly for the Inertial Confinement Fusion (ICF) applications
[38]. Some of the mechanisms studied for ICF are particularly interesting also in the laser
acceleration field, indeed it has been showed that, making reference to Figure 2.1a, hot elec-
trons travelling inside a dense material generate extremely high density currents which are
neutralized by a return current of cold electrons (conductive electrons in metals or ionized
electrons in dielectrics); these currents are associated to self-generated magnetic and elec-
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Chapter 2. Enhanced ion acceleration through advanced targets

tric fields which can slow down the fast particles. In addition, the electrons can undergo to
collisions which diminish the particles energy and broadens the spatial distribution.

Measurements, shown in Figure 2.1b, have demonstrated that the fast electrons travel
inside the target with roughly a cone shape with opening angle in the order of tens of degrees.

(a)

(b)

Figure 2.1: (a) A schematic of the electron transport into dense materials . (b) Scheme of the measurements
of the propagation of hot electrons inside an Al target; the measurement consists in the acquisition of
characteristic X-rays, by a bent Bragg crystal, produced in thin layers positioned at different lengths inside
the Al target. From [38].

In order to enhance the TNSA performances, it is therefore of high importance to reduce
the electron cooling and angular spread in the solid target.

Different strategies have been developed: the simplest one is to decrease the solid target
thickness, since for thinner solids the detrimental transport effects are intrinsically reduced.
Figure 2.2a shows an example of the results obtained by decreasing the target thickness;
it should be noticed that for the data represented by empty markers, the lower thickness is
beneficial for the cut-off protons energy. On the contrary, for the full points we observe
an opposite behaviour; this is explained by the different irradiation condition, namely high
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2.1. Role of the electrons transport in TNSA

and low contrast respectively. The laser contrast is defined by the ratio between the peak
intensity over the intensity of the pre-pulse (which can affect the target several ps before the
main peak interaction); since in the first case the laser has an ideal temporal profile (high
contrast, HC) the TNSA mechanism develops without non-idealities and gives better results
for reduced thickness targets. On the other hand, in the low contrast case (LC) the main
pulse is preceded by a low intensity pre-pulse which destroys the solid before the main peak
arrival.

These observation also indicates that, in the laser-driven ion acceleration, the quality of
the incident laser pulse is an essential aspect to be considered.

(a) (b)

Figure 2.2: (a) Experimental maximum proton energies obtained with standard solid target with different
thickness values; FWD refers to protons observed along the forward direction while BWD to backward
direction. LC stands for low contrast, HC for high contrast. From [39]. (b) Experimental maximum
proton energies obtained by RMTs (showed in the inset) with different thickness and diameter are reported.
From [40].

Another possible solution for the improvement of the electron transport is to exploit foils
with finite lateral dimension, called Reduced Mass Targets (RMT). The configuration, rep-
resented in the inset of Figure 2.2b, generally consists in a small disk solid foil with 10s µm

lateral extension and sub-µm thickness; the target is supported by one or more micrometric
stalks. The finite lateral dimension enables to use the recirculation effects to confine the
hot electrons into a reduced volume; this allows increasing the charged particles density and
consequently generating a stronger and more uniform sheath field. Figure 2.2b reports exper-
imental results obtained with RMTs; a clear maximum energy enhancement is observed for
50− 100 µm diameter disks up to a factor of 1.5 with respect to standard foils. The smaller
disk (20 µm diameter) shows instead a lower cut-off energy; this could be explained by the
fact that for small lateral dimension the edge sheath fields become comparable to the normal
one, which is detrimental for TNSA because the target tends to be destroyed and the accel-
erating field is highly distorted. It should be also noticed that an optimal RMT thickness is
observed at about 400 nm and for lower and higher values worse performances are reported;
also in this case this is probably an effect of the pulse contrast, since at lower thickness the
pre-pulse could disrupt the RMT.
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Chapter 2. Enhanced ion acceleration through advanced targets

2.2 Role of the electrons absorption in TNSA

Another large fraction of the advanced targets which enable to increase the ions energy can
be grouped in the category of the enhanced electron absorption.

Because the accelerating field depends on the electrons density and temperature, a direct
route to enhance the ion properties consists in increasing the hot electrons conversion effi-
ciency with engineered targets. It should be remarked that the following strategies are not in
contradiction with the ones of Section 2.1, indeed they can be considered as complementary
solutions that could be exploited in a synergistic way.

One possibility is to use a grating target (see Figure 2.3a), having a periodical surface
modulation with sub-wavelength depth, to exploit the surface resonant wave excitation to
increase both the hot electrons number and their temperature [41]. Experimental results
demonstrated the increase of the protons energy at the resonant angle condition up to 5MeV

compared to highest energy of 4 MeV obtained at larger angle for the flat target [42].
Similar results have been reported for nanostructured targets, composed by a flat solid

covered by a mono-layer of sub-micron spheres as shown in Figure 2.3b; due to the improved
laser-target coupling, a proton energy increase of a factor about 1.6 was observed at low
incidence angle [43]. However, measurements with the same target at high incidence angle
evidenced an absence of ions energy enhancement [44].

(a) (b)

Figure 2.3: (a) Grating target scheme (top) and relative proton energy results at different incidence angle
(bottom). From [42]. (b) Micro-spheres target scheme (top) and relative proton energy measurements with
different spheres diameter (bottom). From [43].

The use of shaped target is another viable route to increase the electrons temperature;
micro-cones target, represented in Figure 2.4a, allowed achieving in 2011 a new proton
energy record [45] of 67.5MeV against the long-lasting record obtained in 2000 of 58MeV

[14] (note that the nowadays record is 94MeV , from a PW -calss ps pulse interacting with a
75 nm solid foil [46]). In the micro-cones target experiment, carried out with relatively long
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2.2. Role of the electrons absorption in TNSA

pulses (700 fs), the proton energy enhancement factor of 1.35 was justified by the direct
laser-light-pressure acceleration of electrons. The mechanism consists in the extraction of
electrons from the cone surface and in their acceleration to super-ponderomotive energies by
the direct action of the wave electromagnetic fields.

Finally, one last strategy, particularly important for this thesis work, is the near-critical
Double Layer Target (DLT) (see Figure 2.4b), consisting in a low density layer attached to
the front of a standard flat solid foil. The main idea of this advanced target is the exploitation
of the critical density layer to increase the electron absorption, since, conversely to standard
targets, the laser can propagate inside the plasma and generate volumetric hot electrons.

The propagation of an ultra-intense pulse inside a near-critical plasma is a very com-
plex topic because of the strong light-matter coupling, characterized by highly non-linear
and relativistic phenomena; for this reason, the problem is mainly studied by means of nu-
merical tools, as PIC simulations [47, 48]. Thanks to this tool and to several experimental
observation, various interdependent phenomena have been identified: a plasma channel is
formed due to the ponderomotive force which pushes the electrons outside the channel and
produces a radially dependent refractive index triggering a focusing waveguide (always re-
ferred as self-focusing, SF) [49, 50]. The plasma channel is also strongly magnetized in the
angular direction due to the high electron currents; the magnetic field therefore pinches the
relativistic electrons in a straitghforward direction [51]. The electrons are accelerated to su-
perponderomotive energies because of the Direct Laser Acceleration phenomenon (DLA),
through the betatron resonance (a mechanism similar to the one happening within the micro-
cone targets) [47, 48, 52, 53].

Independent experimental works, which observed an ion energy enhancement with the
DLT configuration, were interpreted at the light of the above-mentioned phenomena. In
some cases, the principal effect was attribuited to the increase of the electron absorption
[26,54,55], in other works, by the generation of superponderomotive electrons [56] and also
by the Radiation Pressure Acceleration (RPA) of the target ions [57, 58] (a particular laser-
driven acceleration mechanism consisting in the direct acceleration of a thin target by the
pulse radiation pressure [59]).

Due to presence of all these interdependent phenomena, probably the acceleration en-
hancement is due to a combination of all of them. A possible physical picture could be the
following: the pulse relativistic self-focusing enables to push the target by radiation pressure
while generating at the same time high energy electrons in the solid target; simultaneously,
the great number of relativistic electrons produced in the near-critical plasma contribute to
form a very strong sheath field which boosts the ions energy. Nonetheless, it should be re-
marked that the weight of these phenomena on the ion acceleration has still not been deeply
investigated.

Beyond the DLT-laser interaction physics, it should be highlighted that this kind of target
requires advanced production techniques. Indeed, the critical density for a Ti:Sapphire laser
corresponds to a mass density in the order of few mg/cm3 considering a completly ionized
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Chapter 2. Enhanced ion acceleration through advanced targets

(a) (b)

Figure 2.4: (a) Microcone target (on the left) and hot electrons temperature with respect to the cone length.
From [45]. (b) Near-critical double layer target scheme (top) and laser envelope evolution during the in-
teraction calculated by PIC simulation; relativistic pulse shaping should be observed, which increases the
peak amplitude by a factor of 10. From [49].

material; this extremely low density, down to 0.1 % of the bulk, can be realised by few
methods.

One possibility is to exploit very dense gas jets [60] which, at the state of the art, are
characterized by relatively long lengths (hundreds of microns) and long density gradients; in
addition to the difficulty to finely control the gas properties down to the µm and to the com-
plex apparatus, this solution is hardly compatible with a solid target in the DLT configuration
(which is necessary for the enhanced TNSA mechanism).

(a) (b) (c)

Figure 2.5: (a) SEM image of a Cellulose Triacetate foam [61]. (b) SEM image of a Carbon Nanotubes
foam [62]. (c) SEM image of a Carbon nanofoam [63]

The other viable route is to exploit very porous nanostructured materials, featured by a
void fraction higher than 99 %. The desired properties of such a solid near-critical material
are the following:

• a controllable low density (∼ mg/cm3)

• a controllable thickness down to the laser wavelength (∼ µm)

• a non-uniformity scale lower than the laser wavelength (< 1 µm) in order to be consid-
ered homogeneous for the interaction

• the possibility to attach the nanostructure to any kind of standard solid target

Nowadays no material satisfies all the above-mentioned properties, nevertheless three
types of nanostructure have been successfully exploited in laser-interaction experiments
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2.2. Role of the electrons absorption in TNSA

thanks to their properties almost matching the ones of the ideal near-critical solid material:

Cellulose Triacetate foam (TAC, C12H16O8) can be produced by a chemical method with a
mean density down to 2 mg/cm3 (which corresponds to 0.7 nc for fully ionized atoms)
and it is characterized by a uniform 3D network structure consisting of 1− 2 µm pores,
0.1 µm thick and 1µm long fibers; its minimum thickness is in the order of 100 µm

(see Figure 2.5a) [61, 64, 65].

Single walled Carbon nanotubes foam (CNT) can be synthesized thorough a Chemical Vapour
Deposition technique (CVD) directly onto solid targets with a mean density of about
3 mg/cm3 (which corresponds to 0.4 nc for fully ionized atoms) [62]; since the CVD
method implies high operation temperature (600 C◦) only refractory targets can be used
as substrate (e.g. Diamond Like Carbon, DLC). This particular foam is composed by
highly uniform 3D network of nanometric carbon nanotubes with a uniformity scale
lower than 1 µm, which can be produced with thickness down to hundreds of nm (see
Figure 2.5b).

Carbon nanofoam (CNF) is produced by the Pulsed Laser Deposition technique (PLD)
with a mean density down to 7 mg/cm3 (which corresponds to 1.2 nc for fully ionized
atoms); the nanofoam is characterized by a fractal 3D structure of small Nanoparticles
(NP) with diameter of about 10 − 20 nm and a uniformity scale in the order of few
µm [55, 63]. This material can be deposited onto any type of substrate (without any
particular limitation) with a thickness down to few µm (see Figure 2.5a).

The latter nanostructured material is particularly relevant for this thesis work since the
near-critical DLTs dealt in this manuscript are based on Carbon nanofoam attached to thin
solid substrates. Chapter 3 describes in detail the C nanofoam-based DLT realization and the
laser-acceleration experimental results obtained before this thesis work.
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CHAPTER 3

Nanofoam-based near-critical Double Layer Targets

(DLTs)

This chapter deals with the Carbon nanofoam-based Double Layer Targets for the enhance-
ment of laser ion acceleration; in particular all the knowledge acquired before the start of
this PhD thesis is presented.

The first Section describes the production technique, the Pulsed Nanosecond Laser De-
position (ns-PLD), and the synthesis parameters used to realize the material; Section 3.2
presents the characterization methods which allow measuring the more important properties
of the nanostructure, as the morphology, the mean density and the thickness.

Finally, in 3.3 the ion acceleration experimental and theoretical results are deepened and
the open points of the research field, which are tackled in this PhD thesis, are summarized in
Section 3.4.

3.1 Pulsed Nanosecond Laser Deposition (ns-PLD) of nanofoams

Carbon nanofoam (CNF) is a very porous nanostructured material produced by the Pulsed
Nanosecond Laser Deposition technique (ns-PLD).

Figure 3.1 shows the schematic of this technique, which consists in the ablation of a
target by a ns-duration laser pulse; the ablated species expand into a vacuum chamber with
controllable pressure of an ambient gas and are collected by a substrate on which the film is
formed.

More in detail the machine used at the Micro- and Nanostructured Materials Laboratory
(NanoLab), in the Politecnico di Milano, to deposit Carbon nanofoams exploits a Nd:YAG
Q-switch laser (λ = 1064 nm) with 7 ns duration and 100 − 1000 mJ energy pulses. The
wavelength can be modified through second harmonic crystal to 532 and 266 nm. When the
laser is focused onto the target with a 1 mm diameter spot, intensities up to 1010 W/cm2
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Chapter 3. Nanofoam-based near-critical Double Layer Targets (DLTs)

Figure 3.1: Schematic of the ns-PLD technique.

Figure 3.2: Schematic of the ns-PLD deposition regimes as a function of the laser fluence and the background
gas pressure.

can be reached; in this regime the laser deposits its energy to electrons lying in a character-
istic length (which is roughly the maximum length between the heat transfer length and the
skin depth defined in Section 1.2), which generally assumes values in the order of tens of
nanometers. The electrons are removed from the atoms potential by multiphoton ionization
(see Section 1.1) and start to oscillate in the laser field, with a characteristic time scale of
1− 100 fs; in longer times the electrons give energy to the target atoms with non-linear pro-
cesses as electron-phonon collisions, which heat the solid and vaporize it. The ablated gas
can be weakly ionized and it expands into the chamber atmosphere/vacuum with a particular
luminescent cloud, called plasma plume.

Two opposite regimes can be distinguished with respect to the chamber atmosphere con-
dition: a vacuum-like expansion, when the laser fluence (i.e. pulse energy over spot area) is
high and the background pressure is negligible, where the plasma plume is directional and
the ablated atomic/ionized species are quite energetic (∼ 10 eV ); and a shock expansion,
when the fluence is lower and the pressure is high, where the plasma launches a shock wave
inside the background gas and is progressively slowed and cooled down. Between the two
regimes we can find intermediate regions without a net threshold.

The vacuum-like deposition is featured by a more peaked distribution of material on the
substrate. To deposit uniform films (i.e. with constant thickness over large areas), the sub-
strate must be rotated off the plasma plume axis; the resulting film (see left side of Figure
3.2) is composed by energetic atoms and therefore shows a high compactness and generally
an amorphous structure. For increasing atmosphere pressure and decreasing laser fluence,
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the ablated species are less energetic and are slowed down by the collisions with the gas;
this results in a broader lateral distribution in the deposited material and in the generation of
more porous films.

In this last condition a particular phenomenon can occur: the formation of nanoparticles
(NP). When the target vapour cools down during the expansion, if it is sufficiently spatially
confined, a supersaturated condition can be achieved and spherical liquid particles aggregate
to form NPs [66]; it was demonstrated that the supersaturated gas ionization plays an essen-
tial role in the high rate NPs formation [67]. The materials generated by these nanoparticles
are particularly porous (see intermediate image of Figure 3.2).

At very low laser fluence (∼ 1 J/cm2) and high gas pressure (∼ 100s Pa) particular
nanostructures were deposited from Carbon target at NanoLab, called Carbon nanofoams
(CNF), featured by a very porous and a fractal geometry [63]. The smaller components of
these materials were found to be spherical-like NPs with 10−20 nm radius (see Figure 3.3),
which aggregate to form a 3D complex network rich in voids.

Figure 3.3: HR-STEM image of the nanoparticles composing the Carbon nanofoam. From [63]

One of the more interesting features of the CNF nanostructure is the wide range of de-
posited morphologies with respect to the PLD parameters, as illustrated by Figure 3.4. In
particular, it was observed that the background pressure plays a relevant role in determining
the porosity of the nanostructure: a cauliflower-like shape is found for lower pressure val-
ues (tens of Pa) and a more open structures in the hundreds of Pa range. In addition, it was
studied the effect of the composition of background atmosphere exploiting two different inert
gases: Helium and Argon. The foam deposition in Helium is featured by a slow variation of
the structure with respect to the pressure, while for the Argon case, the CNF shape changes
more dramatically. This can be explained by the different gases atomic mass number (4 for
He, and 40 for Ar); indeed, a higher gas mass results in a higher transferred momentum in
collision with the ablated species and in a stronger confinement of the plasma plume. In
the latter condition the target high energy atoms quickly reach the supersaturation condition
forming a large number of NPs which are essential to form the CNF structure.
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(a) (b)

Figure 3.4: SEM top view (left panel) and cross section (right panel) of Carbon nanofoams produced in
different background gas: Helium (a, b, c) and Argon (d, e, f); at different pressure values: 30 Pa (a, d), 100
Pa (b, e), 500 Pa (c, f). From [63]

3.2 Characterization of nanofoams

The Carbon nanofoam more relevant properties for the laser-acceleration field are probably
the mean density, the thickness, the NPs dimension and the uniformity (as introduced in Sec-
tion 2.2). Different characterization techniques were exploited to achieve these objectives.

As shown in Section 3.1 the Scanning Electron Microscope (SEM) is used to extract
qualitative informations about the foam structure shape and uniformity through top view
images. SEM cross section images are instead exploited to measure the film thickness; while
the High Resolution Scanning Transmission Electron Microscope (HR-STEM) is used to
determine the NPs radius.

More complex is the measurement of the Carbon nanofoam mean density, because stan-
dard balances could lead to high measurement errors. Indeed, the material is generally pro-
duced on small area samples (∼ 1 cm2) with few µm thickness; if the Carbon critical density
is considered (5.6mg/cm3), a total film mass can be estimated as about 0.5 µg which is com-
parable to the weight error of the more advanced micro-balances.

Only Quartz Crystal Microbalances (QCM) are capable to reach lower error values (down
to tens of ng/cm2); nevertheless, they can’t be exploited to determine the mean foam density
since the oscillations produced by the quartz crystal are damped in the nanofoam structure
and the QCM measurements are therefore unreliable.

For this reason, a technique for the measurement of thin films areal density (or mass thick-
ness, defined as the sample density multiplied for its thickness) based on Energy Dispersive
X-ray Spectroscopy (EDS) is used. EDS is an analytical technique used to measure the el-
emental composition of a sample surface [68]; it is based on the excitation of characteristic
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X-rays through the ionization of atoms inner-shells by 1 − 30 keV energy electrons. The
electron beam which allows producing the X-rays is typically the one used in the Scanning
Electron Microscope, hence the two characterization technique are often coupled (as in the
case of the SEM-EDS present at Nanolab).

Exploiting EDS to measure films mass thickness, known as quantitative Electron Probe
Micro-Analysis (EPMA), was proposed for the first time in 1960 by Sweeney, Seebold and
Birks [69]. It is an appealing technique because of the non-destructive measurement, the
common experimental apparatus and the high spatial resolution. The technique consists in
calculating the ratio (called k-ratio) of the X-rays intensity of the sample elements from
the ones of a homogeneous reference sample with known composition. It is then possible
to relate the film mass thickness to the k-ratio through the knowledge of the distribution
function of the production of X-rays in the sample depth, generally called φ(ρz), where ρ is
the sample density and z the depth [70].

Figure 3.5: Scheme of the quantitative Electron Probe Micro-Analysis. (a) X-ray emission from a coating with
thickness t and density ρ and from a substrate due to the incident electron beam. (b) X-ray emission from
reference standards for the coating method and the substrate method. From [71].

In particular two method can be distinguished by the choice of the reference sample, as
illustrated in Figure 3.5: the coating method if the reference sample has the same composi-
tion of the analysed coating or the substrate method in the opposite case [71]. For the first
method the following equation must be numerically inverted to find the film mass thickness
τ = ρt:

kC =
IC,i

IrefC,i

=

∫ τ
0
cC,iφC,i(ρz) exp(−χC,iρz)d(ρz)∫∞

0
cref,iφref,i(ρz) exp(−χref,iρz)d(ρz)

(3.1)

Where I is the X-ray measured intensity, c the atomic concentration, χ = (µ/ρ)1/ cos(α)

is the X-rays mass attenuation factor obtained from the absorption coefficient µ and the
angle α of the detector with respect to the interface of the sample; the subscripts refer to the
element i and the analysed sample C or the reference sample ref . The k-ratio numerator
thus represents the total amount of characteristic X-rays generated in the coating detected
when the layered sample is irradiated by the EDS electrons; the denominator on the other
hand represents the ones measured when a reference sample with the same composition of
the film is irradiated.
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The substrate method is similar and the equation to be inverted reads as:

kS =
IS,i

IrefS,i

=
exp(−χC,iτ)

∫∞
τ
cS,iφS,i(ρz) exp[(−χS,i(ρz − τ)]d(ρz)∫∞

0
cref,iφref,i(ρz) exp(−χref,iρz)d(ρz)

(3.2)

Equations 3.1 and eq:1.14 can be accurately solved if proper models for the X-ray produc-
tion distribution φ(ρz) are adopted; several semi-empirical models can be used (described in
detail in References [71–75]) which fit experimental φ distribution starting from few sam-
ple properties as the atomic and mass number and the electron energy. The so-called RE
method [76] is in particular exploited to evaluate the mass thickness τ of Carbon nanofoam
films deposited onto Silicon substrates; consequently, the mean foam density is calculated
by simply diving τ by the thickness measured by SEM cross section images.

It should be pointed out that the EDS method suffers from a time-consuming procedure.
Firstly, the EDS measurements must be carried out at many electron energy values (both for
the analysed sample and the reference one), because, as shown in Figure 3.6a, the retrieved
mass thickness is energy-independent only in a limited electron energy range, called plateau.
For example, in the showed case, the substrate method measurement are valid only in the
13 − 22 keV range, while for the coating method case the measurements are stable in the
18− 29 keV plateau.

This time-consuming procedure is also affected by a limited accuracy, particularly when
the film and the substrate have a high difference in the φ(ρz) (as in the case of large varia-
tions in the atomic number). Indeed, the large part of the semi-empirical models for φ(ρz)

(included the one used for the foam characterization) calculates the X-ray generation distri-
bution under the hypothesis of homogeneous sample, and does not introduce correction for
the layered case.

(a) (b)

Figure 3.6: (a) Mass thickness of a thin Ag film on Au substrate measured as a function of the electron
accelerating voltage. (b) Density of Carbon nanofoams as a function of the background gas pressure in the
PLD chamber calculated by the substrate method. From [71].

Despite these measurements limitations, the substrate method was effectively exploited
to measure the C nanofoam density. Figure 3.6b shows these results compared the QCM
measurements; it should be pointed out that for higher density values (about 30 mg/cm3)
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3.3. Laser ion acceleration from nanofoam-based targets

the two techniques give similar results, while at lower density the QCM returns non-realistic
low values, which are explained by the above-mentioned damping of the quartz crystal os-
cillations.

It is possible also to observe in Figure 3.6a the differences in the deposited foams with
respect to the background gas mass number; indeed, Argon gas allows producing lower (and
near-critical) densities materials because it confines more efficiently the ablated species (as
explained in Section 3.1).

3.3 Laser ion acceleration from nanofoam-based targets

Two ultra-intense laser ion acceleration experiments were carried out before the start of this
PhD thesis work; different target and laser conditions were investigated during the experi-
mental campaigns which are here summarized.

The first experiment was performed at the Saclay Laser Interaction Center Facility [54],
using the UHI100 laser, which delivers intense pulses at a central wavelength of 790 nm. The
pulse energy (2 J) was focused onto the target with 10◦ angle of incidence onto a 3.5 µm

focal spot (FWHM) with a temporal duration of 25 fs; which resulted in a peak intensity
of 5 · 1019 W/cm2. The experiment tested the near-critical CNF-DLT configuration (shown
in Figure 3.7a) with a 7 mg/cm3 mean density (corresponding to 1.2 nc), measured by the
EDS method, and 12 µm thickness, measured by cross section SEM image. Maximum
proton energies were measured by a Thomson Parabola spectrometer [77] in the DLT and
bare target configurations in a wide intensity range 5·1016−19 W/cm2 (obtained by increasing
the laser spot size) with low and high contrast (108 and 1012 respectively).

(a) (b)

Figure 3.7: (a) SEM image of the Carbon nanofoam used in the first experiment (7 m/cm3 density, 12 µm
thickness) [54]. (b) Schematic of the holder assembly used in the second experiment [55].

The proton energies obtained in the low contrast condition, shown in Figure 3.8, were
always lower than the ones at high contrast, for both the foam-based and bare targets. This
was a consequence of the detrimental effects of the target early pre-expansion due to the
pre-pulse (see Section 2.1). The proton energies measured in presence of the DLT were sen-
sibly higher than the ones of standard target at lower intensities (up to a factor of 3) and in
some cases showing MeV protons in conditions were no accelerated ions were reported in
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the bare target case. Nevertheless, in the high contrast condition, the highest intensity on
target produced slightly higher ions energies for the standard target. This is a quite peculiar
behaviour which was interpreted with the following argument: at low intensity the Carbon
foam is not fully ionized during the interaction, therefore its density is below the critical
threshold which enables the laser pulse to propagate and to efficiently heat the foam elec-
trons. Conversely, when the laser intensity becomes relevant (> 1018 W/cm2) the Carbon
nanofoam is fully ionized and the resulting plasma is slightly over-dense, which prevents the
pulse to propagate and to heat volumetric electrons. This effect is weakly mitigated in the
low contrast condition, since the foam pre-expansion enables to decrease its density below
the critical threshold.

Figure 3.8: Maximum proton energies obtained for the DLT (blues dots) and standard target (red squares)
in the 5 · 1016−19 W/cm2 intensity range with low contrast (top) and high contrast condition (bottom).
From [54].

The second experiment was carried out at the Center for Relativistic Laser Science (CoReLS),
Institute for Basic Science (IBS) in Korea, operating a 30 fs, petawatt Ti:sapphire laser
[26, 55]. The laser pulse energy (up to 7.4 J), deposited onto a 5 µm focal spot with 30◦

angle of incidence, allowed achieving 4.5 · 1020 W/cm2 intensity. The high temporal con-
trast was kept higher than 1011 with a double plasma mirror system. The experiment aimed at
testing the foam DLT (represented in Figure 3.7b) performaces in a wide range of parameters
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3.3. Laser ion acceleration from nanofoam-based targets

and conditions: linear (S and P) and circular polarization was studied for the bare and foam
targets in the 1− 4.5 · 1020 W/cm2 intensity range (obtained by changing the pulse energy);
the Carbon nanofoam was produced with 7 mg/cm3 and thickness 8 − 12 − 18 − 36 µm;
finally also a foam with a higher density (24.5 mg/cm3) with 12 µm thickness was tested.

A Thomson Parabola spectrometer was used to detect the ion energy spectra (protons and
fully ionized Carbon in particular) for the different irradiation conditions. The effect of the
foam thickness and the pulse polarization on the ion maximum energies is reported in Fig-
ure 3.9a; it should be noticed that for the 0 µm point (which corresponds to the standard
target) the maximum energy was highly sensible to the pulse polarization. This was a rea-
sonable result because the Brunel effect, as explained in Section 1.3, is an electron heating
mechanism, efficient when linear P-polarization is used; moreover, the energy obtained in
C-polarization was particularly low because also the j × B heating was damped. On the
contrary, the polarization didn’t affect the ions energy in the DLT case; this was a conse-
quence of the volumetric electrons heating taking place in the near-critical layer, which is
less sensible to the pulse polarization.

(a) (b)

Figure 3.9: (a) Maximum proton (top) and fully ionized Carbon ions (bottom) energies as a function of the
DLT foam thickness (0 stands for standard target), for different pulse polarization conditions. (b) Maximum
proton energy for variable standard target (open markers) and DLT parameters (full markers). From [55]

It should be also observed that the nanofoam thickness is a crucial parameter in the DLT,
since for the 8 µm case the ions energy was higher with respect to the standard target, in
P-polarization, for a factor of about 1.3; while for higher thickness the maximum energy was
comparable or even lower than the reference target.

Finally, Figure 3.9b shows the results obtained by different target properties in the 1 −
4.5 · 1020 W/cm2 intensity range. The Aluminum substrate thickness was changed from
0.75 µm to 1.5 µm, showing worse performances in the thicker case, which is consistent
with the arguments explained in Section 2.1. Instead, proton energies obtained with DLTs
were comparable for different substrate thickness and even for different mean density values
(1.2 nc and 4.3 nc). Here the over-critical foam performed well, in contrast to what observed
in the first experiment; this was a consequence of the relativistic effects of the ultra-high
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Chapter 3. Nanofoam-based near-critical Double Layer Targets (DLTs)

pulse intensity. Indeed the used intensity (a0 = 16) forces electrons to relativistic motion
with a Lorentz factor approximated by γ =

√
1 + a2

0/2 ∼ 11; as a consequence the relativis-
tic critical density increases by an order of magnitude and the classically over-dense foam
becomes transparent.

All these observations demonstrated that the foam-based DLT can be exploited to enhance
the ion acceleration phenomenon; nevertheless, a careful attention must be given to the op-
timization of the near-critical layer, in particular in the choice of the mean density, which
must be relativistically under-dense, and in the choice of the thickness. The two reported
experiments highlighted also that a deeper comprehension of acceleration process with the
DLT is needed (for example to determine in a theoretical way the optimal foam parameters)
and that the performances could be still increased.

3.4 Thesis motivations, goals and personal contribution

Before the start of this PhD thesis, Carbon nanofoam has been successfully used to enhance
the laser-driven ion acceleration mechanism, through the near-critical Double Layer Target
solution.

Nevertheless, several questions are still open and deserve a deeper investigation. Firstly, it
is not completely clear how does the near-critical layer enhance the ions energy (see Section
2.2); Part II is dedicated to answer this question exploiting the numerical simulations tool.
An analytical model, validated and tuned through Particle-In-Cell simulations, is proposed in
Chapter 4 to describe, in a minimal fashion and under ideal conditions, the laser-DLT inter-
action, the volumetric hot electrons heating and the ions acceleration energy. The presented
model is solved to determine the optimal theoretical parameters (thickness and density) of
the near-critical layer and also the highest theoretical ion energy enhancement. Chapter 5 is
aimed at analysing the acceleration phenomenon in more realistic conditions, through simu-
lations with a near-critical nanostructured plasma, resembling the CNF.

The tasks that I personally carried out to accomplish the Part II goals were the performing
of the PIC simulations and the development of the analytical model of Chapter 4. While in
Chapter 5, I developed the nanostructure model used in the realistic PIC simulations (per-
formed by Dr. Luca Fedeli and Ms. Arianna Formenti) and contributed to their processing
and analysis.

Secondly, the ns-PLD has been introduced as a peculiar technique for the production of
ultra-low density C nanofoam (see Section 3.1), which is characterized by the SEM and the
EDS methods (see Section 3.2). As yet introduced, the latter technique suffers from some
methodological and accuracy limitations, while the foam deposition process is still largely
unexplored. Part III deals with these points, starting from the description of an improved
technique for the high-accuracy film mass thickness EDS-based measurements (Chapter 6).
The new technique and the SEM are thus exploited to study the foam growth mechanism;
Chapter 7 goal is to present this work and a CNF aggregation model, which has the main
outcome to determine the main material features and to introduce new methods to control
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3.4. Thesis motivations, goals and personal contribution

the nanofoam density. The CNF deposition is further studied by an innovative PLD tech-
nique, developed for this purpose, which uses ultra-short laser pulses: the Pulsed Femtosec-
ond Laser Deposition (fs-PLD). The last chapter of Part III, Chapter 8, is devoted to the
description of the first experimental activities with the fs-PLD, with a particular emphasis
on the comparison to the standard ns-PLD and on the promising features of the deposited
nanofoams.

My personal tasks in Part III consisted in the development of the EDS-based technique
(Chapter 6) and in its validation with experimental benchmarks realized by Dr. David Del-
lasega and Dr. Alessandro Maffini, and characterized with the X-Ray Reflectivity technique
by Dr. Alessio Lamperti. While in Chapter 7 I produced, characterized and developed the
aggregation model in collaboration with Dr. Alessandro Maffini. I personally carried out all
the first experimental activities with the fs-PLD described in Chapter 8.

Finally, because the performed laser acceleration experiments didn’t find a clear optimal
condition for the highest ion energy enhancement, an additional experiment is carried out
and described in Part IV. Chapter 9 is aimed at describing the DLT production methodology
and the related manufacturing issues; while Chapter 10 presents the acceleration experiment,
carried out in collaboration with an international facility. In particular, this chapter aims at
showing an ion energy enhancement higher than the previously reported ones, and to give an
interpretation of the results at the light of the theoretical framework introduced in Part II.

This last Part was the outcome of a collaboration between the ENSURE group and the
Helmoltz Zentrum Dresden-Russeldorf laser acceleration group. My tasks for the exper-
iment fulfilment consisted in the production and characterization of the nanofoam-based
DLTs and the relative manufacturing issues, in collaboration with Dr. Alessandro Maffini
and Dr. David Dellasega (Chapter 9). In addition, I participated to the laser acceleration
experiment and helped to data collection and analysis; while I personally developed all the
result interpretations presented in the last section of Chapter 10.
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Theoretical investigation on ion
acceleration from DLTs
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CHAPTER 4

Ion acceleration with uniform near-critical plasmas

This chapter describes the numerical and theoretical work about the laser driven ion accel-
eration phenomenon when the near-critical Double-Layer Target is used; in particular, in
this chapter ideal conditions are considered, namely a uniform near-critical layer and laser
normal incidence. Section 4.1 introduces the Particle-In-Cell (PIC) numerical tool and sum-
marizes the simulations carried out for this work. In Section 4.2, a theoretical model for
the description of the laser-DLT interaction and ion acceleration is described and optimal
near-critical layer parameters are estimated.

4.1 Parametric Particle-In-Cell scan

The plasma behaviour under the great fields of ultra-intense lasers is characterized by ther-
mal non-equilibrium (i.e. the species velocity distribution can’t be properly described by
Maxwellians) and physical quantities such as temperature and pressure are not defined. In
this regime a plasma kinetic description must be adopted by solving the Vlasov equation
or the Boltzmann equation (when the collisions have a relevant role) [78]. Nevertheless,
these equations are impossible to solve in an analytical way for the laser-plasma and ion
acceleration framework due to their high complexity; for this reason numerical methods are
exploited, in particular Particle-In-Cell (PIC) simulations are a standard tool for the study of
the laser-plasma interaction at time scales comparable to the laser cycle duration.

PIC simulations approach describes the plasma as a collection of particles (e.g. electrons
and ions) moving under the influence of external electric and magnetic fields (laser) and
internal ones (generated by the charges motion) [79, 80]. The PIC method roughly consists
in the following steps (see Figure 4.1): the relativistic equations of motion are integrated
numerically in a time step ∆t for all the plasma particles, then the positions and momenta
are used to calculate the charge density ρ and the density current j over a spatial grid with
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Chapter 4. Ion acceleration with uniform near-critical plasmas

∆x discretization; finally, the electric and magnetic fields (E and B) are calculated over the
grid by the Maxwell equations, which are used to calculate the Lorentz forces acting onto
the particles in the following numerical cycle.

Since real systems are featured by an extremely large number of particles, the electrons
and ions are approximated by so-called macro-particles (also referred as quasi-particles or
super-particles); these computational particles represent a large number of real ones (e.g.
millions of electrons or ions). This rescaling is allowed because the Lorentz force depends
on the charge-to-mass ratio, therefore the macro-particle follows the same trajectory of a
real one. The number of real particles contained in a single macro-particle must be chosen
in order that sufficient statistic is collected on the phase space. A thumb rule can be adopted,
in particular when a PIC simulation is initialized: the number of macro-particles in each grid
cell must be higher or equal than the ratio ne/nc. In this way densities lower than the critical
one can be properly resolved even when a grid cell is occupied by only one macro-electron.

Figure 4.1: Scheme of the PIC simulation method; on the left the spatial grid and the macro-particles are
represented, while on the right the PIC temporal evolution is illustrated.

The PIC numerical method must satisfy some requirements for the proper description
of the plasma physics and to assure the numerical stability. The Courant-Friedrichs-Lewy
(CFL) condition states that an explicit numerical method is stable when ∆t < ∆x/c (in
one dimension) [81]; in addition, the spatial discretization should be able to resolve the
more important plasma length scales, namely the electrons skin depth λsd = c/ωpee and
Debye length λD =

√
Te/4πnee2 while the temporal step should be chosen to describe

phenomena faster than the inverse of the plasma frequency ∆t < 1/ωpe. It should be pointed
out that, for a relativistic plasma, all these requirements can be simplified: indeed, the ratio
λsd/λD =

√
γmec2/Te tends to

√
γ/(γ − 1)→ 1 when relativistic effects become relevant

due to the high intensity (a0 > 2 → γ ∼ a0/P , see Chapter 1) [82]. For this reason the
spatial discretization condition is satisfied when ∆x < λsd and it can be expressed as a
function of the laser wavelength λ and the electrons density:

λ

∆x
> 2π

√
ne
γnc

(4.1)
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4.1. Parametric Particle-In-Cell scan

Where the latter ratio is commonly referred as the points per lambda parameter (ppl) or
also points per wavelength (ppw). On the other hand, the time discretization constrains are
fulfilled if the above-mentioned CFL condition is respected, namely:

∆t <
∆x

c
<
λsd
c

=
1

ωpe
(4.2)

Note that in Equations 4.1 and 4.2 only the electron plasma parameters are used, because
the more crucial laser-plasma interaction phenomena are mediated only by these particles,
which are lighter that the ions, evolving in longer time scales. With the same argument, it
is possible to justify the general use of fewer macro-particles for the ions with respect to
electrons in the PIC simulations.

Figure 4.2: Scheme of the PIC simulations parametric scan. The laser, with variable intensity, is focused onto
the DLT with uniform near-critical layer, with variable density and thickness (given in normalized units).

In this PhD work, several PIC simulations are performed with the open-source, massively
parallel code Piccante [83], to study the laser-DLT interaction and the consequent ion ac-
celeration. As illustrated in Figure 4.2, a parametric scan is carried out in two dimensions
with variable laser intensity equal to a0 = 1 − 2 − 4 − 8 at fixed normal incidence and lin-
ear P-polarization; also the near-critical layer properties are changed, in particular the density
values are ne = 0.5−1−2−4−8 nc and the thickness varies in the range dnc = 0.125−32 λ

in order to have a mass thickness µnc = dncne equal to 1− 2− 4− 8− 16 ncλ.
The laser pulse has a cos2 temporal profile (to approximate an ideal high contrast pulse)

and a Gaussian transverse profile and it is focused at the vacuum-plasma boundary. The
fields temporal duration is characterized by a Full-Width-Half-Maximum (FWHM) of 15 λ/c.
These parameters, if scaled to Ti:Sapphire lasers, correspond to a 28.5 fs pulse, providing a
peak intensity in the range 2.2·1018 W/cm2 < I < 1.4·1020 W/cm2 which is found in small-
medium scale ultra-intense laser facilities (see Chapter 1). A 4 λwaist and a 200λ×120λ box
are used, with a resolution of 64 ppl which respect the condition of Equation 4.1. 10 macro-
electrons per cell are used for the near-critical layer and 64 macro-electrons are used for the
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Chapter 4. Ion acceleration with uniform near-critical plasmas

solid density layer, with density fixed to 64 nc and thickness 0.5 λ. In all the simulated cases
the plasma is fully pre-ionized and the the charge/mass ratio of the ions is 0.5 (e.g. C6+);
the electron population is initialized with a small temperature (few eV s) to avoid numerical
artefacts.

The first analysis on these simulations consists in the calculation of the accelerated max-
imum proton energy for different intensity, density and thickness; it should be remarked that
in 2D simulations the ions energy does not reach a saturation value with time, yet it contin-
ues to increase with a logarithmic trend [84]. This is an effect of the reduced dimensionality
of the simulations, since in 2D the laser has an infinite width over one dimension and the
macro-particles represent infinite cylinders in real space. In addition, the expanding sheath
electrons have a 1/r density decrease trend, instead of the 1/r2 one of the real 3D space
(with r the distance from the rear surface of the target). Thus, a widely accepted way to
solve this problem is to fix the simulation time and to compare the final proton energies for
the different simulations without the necessity of considering the absolute energy values as
realistic (indeed 2D simulations generally overestimate the accelerated proton energies).

Figure 4.3: Maximum proton energies obtained from the PIC simulations parametric scan represented as a
function of the near-critical layer mass thickness µnc = dncne.

The results, summarized in Figure 4.3, bring to several interesting observations. Firstly,
it should be noticed that the DLT does not enhance the proton energy in every condition,
yet in some cases it is detrimental for the ions acceleration. In particular, it appears that
the threshold for this behaviour is given by the relativistic transparency factor n̄ = ne/γnc:
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4.1. Parametric Particle-In-Cell scan

when n̄ < 1, which means that the normalized density is lower than γ (reported in the graph
titles), the near-critical layer is transparent and the DLT is able to improve the acceleration
process with high ion energy enhancement factors (defined as the ratio of proton energy with
DLT to the one with standard target εmaxp /εmaxp,std targ), up to almost one order of magnitude.

Conversely, when n̄ > 1 a particular phenomenon occurs and a sudden detrimental effect
is seen, while for increasing n̄ the proton energy starts to grow again (without reaching the
high enhancement factors of the n̄ < 1 case).

In the transparent regime (n̄ < 1) an optimal value of the near-critical layer mass thick-
ness can be observed and it appears that, at fixed intensity, this optimal µnc is similar for
different densities. In addition, it should be observed that the best mass thickness for a0 = 1

is about 2 λnc, while for a0 = 8 its value clearly grows to about 8 λnc, with a monotonic
increase for the intermediate intensities. The more intuitive explanation of this result is that
for high a0 the near-critical layer becomes more and more transparent and the laser is able to
propagate more inside it and generate a larger number of hot electrons.

In order to shed a light onto this effect, other dedicated simulations are performed to study
the propagation of the laser pulse into a semi-infinite near-critical plasma. They consist in
2D simulations with a uniform plasma, a 4 λwaist and a 100λ×60λ box, with a resolution of
20 points per wavelength and 9 macro-electrons per cell. The density is varied in the values
0.5− 1− 2 nc and the laser amplitude in the range a0 = 2− 4− 8.

(a) (b)

Figure 4.4: (a) Normalized laser pulse energy along the mass propagation length in a semi-infinite uniform near
critical layer (normalized to λγnc). (b) Normalized total hot electrons energy along the mass propagation
length in a semi-infinite uniform near critical layer (normalized to λγnc).

The laser pulse energy along the propagation inside the plasma is recorded (see Figure
4.4a) as well as the total hot electrons energy (see Figure 4.4b). The more interesting fea-
ture of the analysed data is that a proper normalization of the variables enables to collapse
the points to a self-similar curve. The ordinate (laser/electrons energy) is normalized in an
intuitive manner to the initial pulse energy; the abscissa instead is normalized in a more
complex way. Owing to the fact that an optimal mass thickness is observed for the proton
energies, the pulse propagation length is multiplied by the electron density to give a mass
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Chapter 4. Ion acceleration with uniform near-critical plasmas

propagation length xncne; both the quantities are normalized to their natural units, namely
λ for the length and nc for the density. Nevertheless, it is also considered the effect of the
relativistic transparency including γ in the normalization factor, hence normalizing the den-
sity to the relativistic critical density. As a result the abscissa is expressed by the relativistic
normalized mass thickness µ̄ = xncne/λγnc. It seems quite evident that both the laser pulse
energy and the total hot electrons energy follow a self-similar trend with respect to this
relativistically normalized path length, confirming that for higher intensity simulations the
near-critical layer is more transparent to the incoming radiation; it appears also that the sum
of the two energies approaches one, which can be interpreted as the pulse propagating into
the plasma loses energy only in heating fast electrons. Thus the ions population does not
acquire high energy and they can be considered almost immobile within the analysed time
scales (∼ 10s fs).

Figure 4.5: The figure shows the transverse component of the magnetic field of an ultra-intense laser with
a0 = 8, propagating inside a uniform near-critical plasma with ne/nc = 1 (n̄ = 0.17) at the time 20 λ/c
after the beginning of the interaction; the pulse self focusing should be noticed.

The semi-infinite plasma simulations were also used to study a peculiar phenomenon
widely observed in the PIC simulation with uniform slightly under-critical plasmas: the self-
focusing (SF). The self-focusing consists in the plasma-driven focalisation of the incoming
radiation due to ponderomotive and relativistic effects (see Figure 4.5); as introduced in
Chapter 1, the ponderomotive force pushes the electrons outside the higher intensity regions
and, at the same time, the peak fields move the electrons to ultra-relativistic energies. Both
the effects cause the plasma to form a channel with radially dependent refractive index, in
particular with larger values inside the channel [85]. This behaviour is similar to a gradient
index lens [86] which has the capability to focalise a laser pulse without the need of a rounded
lens and the property to reduce the aberrations typical of the spherical lenses. The relativistic
self-focusing was studied in several experimental and numerical works [47, 49, 50, 57] and
in some cases it was indicated as the more important effect in the ions energy enhancement
obtained with near-critical DLTs.
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4.1. Parametric Particle-In-Cell scan

The quantitative analysis of the self-focusing in the performed 2D simulations evidences
that also this process has a self-similar behaviour. The waist along the path is represented in
Figure 4.6a (calculated as the 1/e peak intensity threshold), as a function of the relativistic
path length, defined as x̄ = x

√
n̄/λ. This varible was proposed in some work [49,87] and its

self-similarity is justified by theoretical reasons [88]. Due to the initial waist reduction with
respect to x̄, the laser intensity increases accordingly; Figure 4.6b shows the pulse amplitude
amplification (defined as a(x̄)/a0) as a function of the relativistic pulse propagation length,
which is denoted again by a self-similar trend.

(a) (b)

Figure 4.6: Figure (a) shows the laser waist and Figure (b) the pulse amplitude amplification inside a uniform
plasma at different pulse relativistic path length values.

Figure 4.7: It is shown the near-critical layer hot electron mean energy for different laser propagation length.

Finally the hot electron mean energy Emean, which is a good estimation of the electrons
temperature if the distribution is exponential, is calculated and represented in Figure 4.7 as
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Chapter 4. Ion acceleration with uniform near-critical plasmas

a function of x̄ and normalized to the ponderomotive scaling (γ − 1)mec
2. It is possible

to observe that the electrons mean energy increases with the near-critical layer thickness
due to SF; in addition, the maximum temperature is obtained when the lowest waist and the
highest amplitude amplification are reached. This is a crucial result, since TNSA analytical
models require the knowledge of the hot electrons temperature to estimate the accelerated
ions maximum energy. Therefore, a model which estimates the electron temperatures for
different near-critical layer properties is capable to calculate the maximum proton energies;
for this reason in the next Section a model which tries to describe these observation and
scalings is presented.

4.2 A theoretical model for the laser-DLT interaction and ion acceleration

It should be remarked that the interaction of an ultra-intense laser pulse with a near-critical
plasma is a complex phenomenon, characterized by a strong coupling between the electro-
magnetic fields and the plasma; indeed, when the transparency factor is lower than one,
n̄ = ne/γ0nc < 1, the laser can propagate inside the plasma and drills a channel which in-
duces relativistic-ponderomotive SF. In this process the laser generates volumetric hot elec-
trons (see Figure 4.8b), that have a higher number of particles and a higher mean energy
with respect to the solid target superficial ones. Furthermore, the strong currents in the chan-
nel generate a high magnetic field which confine the electrons in a directional motion and
finally, part of the electrons are pushed by the laser at the boundary of the channel induc-
ing a temporal shaping of the pulse which undergoes into a contrast increase and a duration
reduction.

In this complex framework, only the essential mechanisms for a sufficiently accurate
description of the interaction are considered and the analysis is restricted to the simple con-
ditions adopted in the simulations of the previous Section (depicted in Figure 4.8d): normal
incidence, P-polarization and homogeneous plasma. The validity of the model outside this
ideal framework will be discussed in the next chapter. Owing to the observations of the laser
and electron energy trends, it is also assumed that the laser pulse duration is short enough
that the plasma ions are almost motionless during the interaction.

4.2.1 Laser-DLT interaction: pulse propagation and electron heating

One of the most important effects of the propagation of a ultra-intense pulse in a near-critical
plasma is the above-mentioned SF; this phenomenon has been studied by some works, and
a simple relation has been proposed for the minimum laser waist wm which the laser can
achieve within this regime [49, 87], namely:

wm =
λ

π
√
n̄

(4.3)

In order to describe the laser waist evolution along the pulse propagation length x inside
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4.2. A theoretical model for the laser-DLT interaction and ion acceleration

Figure 4.8: Figure (a) shows the transverse component of the magnetic field of an ultra-intense laser with
a0 = 8 amplitude, propagating inside a uniform near-critical plasma with ne/nc = 1 (n̄ = 0.17) at the time
20 λ/c after the beginning of the interaction; the pulse self-focusing should be noticed. Figure (b) shows
the hot electrons density (with energy higher then mec

2) for the latter case. Figure (c) shows the transverse
magnetic field for the latter case at the time 36 λ/c after the beginning of the interaction; the magnetization
of the channel should be noticed. Figure (d) shows the scheme of the theoretical model described in this
Section.

the plasma, a thin-lens approximation is proposed:

w(x) = wm

√
1 +

(
x− lf
xR

)2

(4.4)

xR =
π

λ
w2
m (4.5)

lf =

√
xR

(π
λ
w2

0 − xR
)

(4.6)

Where w0 is the initial laser pulse waist, xR the Rayleigh length, and lf the SF fo-
cal length, namely the position at which the laser is more strongly focused in the plasma.
This kind of description is highly approximative, because the plasma more likely acts as a
gradient-index lens instead of a rounded thin lens; nevertheless, making reference to Fig-
ure 4.9, we observe a good agreement between the waist described by Equation 4.4 and the
waist measured in 2D PIC simulations, within pulse propagation length in the order of the
SF focal length (x . 2lf ). At longer distances complex instabilities are induced, such as
filamentation, which distort the laser ideal gaussian shape.

It is worth mentioning that lf ∼ w0/
√
n̄ when w0 � wm (which is a reasonable approx-

imation), thus the SF focal length is invariant with respect to the relativistically normalized
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Chapter 4. Ion acceleration with uniform near-critical plasmas

Figure 4.9

Figure 4.10: The figure shows the laser waist evolution calculated from 2D PIC simulation of a pulse propa-
gating inside a uniform plasma at different normalized propagation length. The full lines and points refer
to 2D PIC simulations with intensity ranging in a0 = 2− 8 and plasma density in ne/nc = 0.5− 2, while
the broken lines refer to the proposed model.

space variable x̄ =
√
n̄x/λ (defined in the previous Section), as can be seen in the approxi-

mate expression of the Equation 4.4:

w(x̄)

λ
∼
√

1

π2n̄
+
(
x̄− w0

λ

)2

(4.7)

This approximate expression emphasizes that for constant transparency factor, the waist
evolution inside the plasma is self-similar also for different values of intensities and it de-
pends only onto the x̄ variable and the w0 parameter. Consequently, we expect that the pulse,
propagating inside the channel, loses part of the energy to heat the electrons and it increases
its intensity due to SF, according to the following equation for the normalized amplitude (in
2D geometry):

ā(x) =
a(x)

a0

=

√
ε̄p(x)

w(x)/w0

(4.8)

Where ā (x) is defined as the normalized amplification factor and ε̄p (x) = εp(x)/εp0 as
the normalized laser energy, with εp0 the initial pulse energy. The pulse temporal shaping
effects are neglected, because the temporal amplitude amplification has a minor importance
with respect to the SF; indeed, the temporal duration can reduce up to a factor of 2 [49],
while the SF waist can reach the diffraction limit, implicating a waist reduction which can
easily exceed a factor of 10. In order to calculate the laser energy loss in the propagation
it can be assumed that all the electrons inside the channel are heated by the pulse with the
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well-known ponderomotive scaling described in Section 1.2:

dεp = −neCnc,2D (γ (x)− 1)mec
22Rch(x)dx (4.9)

Where Rch is the plasma channel radius, γ (x) =
√

1 + a (x)2/2 is the Lorentz factor in
P-polarization at a given pulse propagation length, while Cnc,2D is a constant which allows to
estimate the mean electron energy as Cnc,2D (γ (x)− 1)mec

2 (as introduced in Section 1.2);
thus it takes into account all the complex details of the energetic electrons acceleration in
the interaction. It should be remarked that, due to the magnetization of the plasma channel,
the hot electrons tend to co-move with the laser and will maintain a directional motion.
Considering the laser pulse distribution as an ideal gaussian, both in time and space, its initial
linear energy density in 2D geometry can be expressed as εp0 = mec

2nca
2
0w0τcπ/4 [89],

where τ is the fields temporal duration (1/e for the fields) and c the light speed; the FWHM
temporal duration and the focal spot over the intensity (which are the parameters generally
indicated in the experiments) can be retrieved by τ IFWHM =

√
2 log(2)τ and wIFWHM =√

2 log(2)w0. Then, the normalized energy loss assume the following form:

∂ε̄p (x)

∂x
= −4neCnc,2D (γ (x)− 1) 2Rch (x)

nca2
0πw0τc

= −8Cnc,2Drc
πτc

ne
a0nc

γ (x)− 1

a0

w (x)

w0

(4.10)

Where we introduced the ratio of the plasma channel radius to the waist rc = Rch(x)/ w (x).
It should be observed that, at increasing pulse propagation length x, the laser waist decreases
while the (γ (x)− 1) factor increases accordingly; then the two factors tend to cancel each
other out and the energy loss roughly depends onto ne/a0nc which tends to the transparency
factor n̄ at high intensity. As a consequence, we expect that the normalized energy will be
almost invariant with respect to the normalized mass length µ̄ = n̄x/λ, which is exactly the
self-similar curve observed in Section 4.1 for the laser and hot electrons energy evolution.

Equation 4.10 is a differential equation dependent on the laser waist equation (Equa-
tion 4.4) and can be numerically solved, coupled with Equation 4.8, with a finite difference
method. In order to do so, the initial condition ε̄p (0) must be imposed. When n̄ is low, a
reasonable approximation could be to impose it to 1, nevertheless if we consider also the
cases where the density is near the relativistic critical threshold we have to consider that
part of the laser pulse can be reflected. It is well known that an electromagnetic wave is
reflected by an overcritical interface while it is transmitted in an under-critical medium. In
the near-critical case a mixed condition is verified, since a plasma can be at the same time
relativistically under-critical and transparent (ne/γ0nc < 1), but classically overcritical and
thus opaque (ne/nc > 1). Indeed, if we consider a gaussian pulse amplitude envelope in
2D, a (t, y) = a0e

−t2/τ2e−y
2/w2

0 , the laser tails give to electrons a not relativistic quiver
motion and they are reflected by the overcritical plasma. On the contrary, near the fields
peak the electron motion is relativistic and the plasma is transparent. Making reference
to Figure 4.11a, to calculate the transmittance we firstly find the threshold of this process
given by the condition ne/γ (t, y)nc = 1. Roughly approximating the Lorentz factor as
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Chapter 4. Ion acceleration with uniform near-critical plasmas

γ (t, y) ∼ a (t, y) /
√

2, the following relation can be obtained:

ne
γ0nc

=
γ (t, y)

γ0

= e−
t2

τ2 e
− y2

w2
0 (4.11)

With a change of variables (t/τ = ξ and y/w0 = χ) and taking the natural logarithm of
the latter equation we obtain:

ξ2 + χ2 = − log (n̄) (4.12)

To calculate the fraction of energy transmitted we use the more convenient polar coordi-
nates r2 = ξ2 + χ2, since Equation 4.13 represents a circumference, and we integrate the
electromagnetic energy density from r = 0 to the transparency threshold r = − log(n̄):

T2D =

∫√−log(n̄)

0
re−2r2dr∫ +∞

0
re−2r2dr

= 1− n̄2 (4.13)

This relation is in agreement with the trend given by 2D PIC simulation as shown in
Figure 4.11b even if it underestimates the absolute values at high n̄, when a0 is low.

Figure 4.11: Figure (a) shows the level plot of the gaussian amplitude in normalized units. The dashed black
line marks the threshold obtained from Equation 4.13; the hatched part of the plot represents the tails of the
pulse which are reflected by the overcritical plasma. Figure (b) represents the transmitted energy obtained
from Equation 4.13 (full line) and from 2D PIC simulations (points).

Once the initial condition is set, Equations 4.8 and 4.10 are numerically solved and the
pulse energy loss during the propagation and the relative amplitude can be compared with the
PIC simulation results, in Figure 4.12a and Figure 4.12b. The free parameters rc and Cnc,2D
are fixed to values which minimize the difference between the model and the PIC trends; the
showed trends are in good agreement for all the cases expect for the energy loss curve of
a0 = 2, n = 1 nc. This discrepancy is quite reasonable considering that the amplitude is low
and and the calculated transmittance is not very accurate (as observed in Figure 4.11b).

It should be observed that both the simulations and the model show a self-similar trend for
the waist, the normalized amplification factor and the normalized energy when the abscissa
is properly normalized: for w and ā we use the relativistic normalized path length x̄, which
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4.2. A theoretical model for the laser-DLT interaction and ion acceleration

(a) (b)

Figure 4.12: The figure shows in (a) the laser energy evolution and in (b) the normalized amplitude of a pulse
propagating inside a uniform plasma at different normalized propagation length. The full lines and points
refer to 2D PIC simulations with intensity ranging in a0 = 2 − 8 and plasma density in ne/nc = 0.5 − 2,
while the broken lines refer to the proposed model.

can be easily explained by the dependence on Equation 4.8, while for ε̄p we use the above-
mentioned normalized mass path length µ̄, that is useful to describe the energy loss.

In this picture, it is possible to calculate the total number of hot electron Nnc involved
in the interaction at a given x position, by integrating the electron density inside the plasma
channel:

∂Nnc (x)

∂x
= ne2Rch (x) (4.14)

Thus, the hot electron mean energy Enc is retrieved, exploiting the assumption that all the
laser energy is given to electrons:

Enc (x) =
(T2D − ε̄p (x)) εp0

Nnc (x)
(4.15)

The former equation can be rewritten in a more readable form if we carry out some ap-
proximation; in the ultra-relativistic case (a0 � 1), namely at high intensity, the normalized
amplitude is proportional to the Lorentz factor (a0 ∼

√
2γ0) and we can firstly express the

energy loss equation (Equation 4.10) as:

∂ε̄p (x)

∂x
∼ −n̄8Cnc,2Drc

πτc
ā (x)

w (x)

w0

= −n̄8Cnc,2Drc
πτc

√
ε̄p (x)

√
w (x)

w0

(4.16)

Equation 4.16 can be analitically integrated with the variable separation method to give:

ε̄p (x) =

√T2D − n̄
4Cnc,2Drc

πτc

∫ x

0

√
w (x)

w0

dx

2

(4.17)

Thus for little propagation lengths (x . lf ) Equation 4.16 can be rewritten with the
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2D 3D Physical meaning
Cnc 1.7 1.1 Corrective factor to the ponderomotive scaling for near-critical hot elec-

trons temperature
Cs 0.24 0.18 Corrective factor to the ponderomotive scaling for substrate hot elec-

trons temperature
rc 2.0 2.1 Ratio of the channel radius (formed by ponderomotive force) to the

pulse waist
ñ 1.2 · 10−3nc 5 · 10−2nc Hot electron density normalization constant which scales the estimated

proton energy

Table 4.1: The free parameters of the proposed model for the two-dimensional and three-dimensional cases
are reported, on the right column the physical meaning is briefly described.

following approximate form:

Enc (x)

(γ0 − 1)mec2
∼ Cnc,2D

∫ x
0

√
w (x) /w0dx∫ x

0
w(x)/w0dx

(4.18)

This expression shows that the mean electron energy can be normalized to the pondero-
motive scaling (γ0 − 1)mec

2, while the normalization over the propagation length is given
by w (x), namely the relativistically normalized space variable x̄. The comparison of the
calculated Enc with the one obtained from the PIC simulation, shown in Fig.3a, is satis-
factory since not only the absolute values are retrieved but also the general trend, which is
another indication that all the model approximations used up to this point can be considered
acceptable.

Figure 4.13: The figure shows the near-critical layer hot electron mean energy for different laser propagation
length; The full lines and points refer to 2D PIC simulations with intensity ranging in a0 = 2 − 8 and
plasma density in ne/nc = 0.5− 2, while the broken lines refer to the proposed model.

In these calculations we fixed the free parameters Cnc,2D and rc (the values are summa-
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4.2. A theoretical model for the laser-DLT interaction and ion acceleration

rized in Table 4.1) in order to fit the pulse energy loss, the normalized amplitude and the
mean electron energy. We point out that both the parameters can’t assume arbitrary values;
indeed it should be observed in Figure 4.8a that the channel radius at x = 0 is about 6λ,
corresponding to rc ∼ 1.5, which is quite in agreement with the fitted value, equal to 2.0.
Also the Cnc,2D parameter has a reasonable value, in the order of 1, justified by the pondero-
motive scaling. Moreover, note that the parameters variation does not affect the trend of the
obtained curves, but especially their amplitude.

Up to now, we have described the laser interaction with a semi-infinite near-critical
plasma and the volumetric electron heating. Nonetheless, if we want to describe the laser-
DLT interaction, we have to take into account the effect of a thin solid substrate of a given
ds thickness coupled with a near-critical plasma with dnc length.

To do so, we have to consider that the laser pulse can arrive at the substrate with some
residual energy and produce hot electrons at the substrate interface, with a mean energy given
by a ponderomotive scaling, as done for Equation 4.9:

Es (dnc) = Cs,2D (γ∗ (dnc)− 1)mec
2 (4.19)

Where Cs,2D is a constant which includes the physical details of the superficial interaction
and γ∗ is the mean Lorentz factor at a given near-critical plasma thickness dnc, considering

the amplification factor famp due to the pulse reflection, γ∗ (dnc) =
√

1 + (fampa(dnc))
2 /2.

The amplification factor can be calculated taking into account the laser absorption η into the
substrate hot electrons famp = 1 +

√
1− η.

The dependance of the hot electron absorption efficiency on the laser intensity is an issue
addressed in several works [90–93]. Here, in order to assure the consistency with the 2D
PIC simulation results, we fit the absorption efficiency in the range a0 = 1 − 16 from bare
solid target simulations, giving the linear relation η = 0.00388 a0 + 0.04257. The η factor is
also used to calculate the number of hot electrons accelerated in the substrate with a energy
balance equation:

ηεp (dnc) = Ns (dnc)Es (dnc) (4.20)

Finally, we remark that the near-critical layer electron population is generated direction-
ally in the magnetized plasma and it tends to mix together with the substrate one; thus, it is
reasonable to introduce a single mixed population with a mean energy EDLT (dnc) obtained
as a weighted average of the two:

EDLT (dnc) =
Ns (dnc)Es (dnc) +Nnc (dnc)Enc (dnc)

Ns (dnc) +Nnc (dnc)
(4.21)

The free parameter Cs,2D is fixed by fitting the hot electron temperature and the proton
energy from the simulations with the bare solid target (dnc = 0), where the other two free
parameters, Cnc,2D and rc, are irrelevant.

The comparison of the model results and the PIC simulations, in Figure 4.14, shows
also in this case a good agreement for d̄nc . 2

√
n̄lf/λ ∼ 2w0/λ; furthermore, it should
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Chapter 4. Ion acceleration with uniform near-critical plasmas

Figure 4.14: The figure shows the averaged hot electron energy inside a double layer target with a near-critical
layer of thickness dnc and a thin solid substrate, at the moment in which the pulse has been reflected by the
substrate. The full lines and points refer to 2D PIC simulations with intensity a0 = 8 and plasma density
in ne/nc = 0.5− 2, while the other lines refer to the hot electron energies calculated by our model relative
to the substrate (dashed lines), the near-critical layer (dotted lines) and the weighted average (continuous
lines).

be observed that the mean electron energy of the mixed population tends, for increasing
d̄nc values, to the near-critical layer electrons energy. This is consistent with the fact that the
volumetric heating of the near-critical layer produces a number of particles largely exceeding
the number of the surface-generated substrate electrons.

4.2.2 Proton acceleration by the near-critical DLT

Once the hot electron temperature is retrieved an analytical TNSA model can be exploited
to estimate the maximum protons energy. The quasi-stationary model, introduced in Section
1.3, is adopted due to its quite accurate quantitative predictions; in particular Equation 1.10
is used in the following approximate form, valid when ϕ∗/Th � 1:

εmaxp = Th

[
log
(nh0

ñ

)
− 1
]

(4.22)

Where Th and nh0 are respectively the hot electron temperature and density inside the
target, ñ a normalization constant that is used as a fitting parameter; it should be highlighted
that the validity condition ϕ∗/Th � 1 has the physical meaning of imposing that the hot
electrons distribution is Maxwellian with a cut-off energy much higher than its temperature,
which is a very common and reasonable condition.

The hot electron temperature is therefore approximated as the averaged energy, namely
Th ∼ EDLT (dnc), which is an exact result when the electron spectrum is perfectly expo-
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nential. While, to calculate the hot electron density, we consider that they are approx-
imately spread uniformly in a box (in the 2D geometry) with heigh length equal to the
substrate thickness ds and the side length in the order of two-times the laser diameter,
nh0 = [Ns (dnc) +Nnc (dnc)] /ds2w0.

The calculation of the proton energy estimation requires, as a consequence, to fix an
additional free parameters, ñ. Its numerical values can be easily obtained by fitting the
proton energy from the simulations with the bare solid target (dnc = 0).

The proton energy calculated by the above-mentioned method are compared to the PIC
data in Figure 4.15a, where it should be observed a reasonable agreement; the data were
represented with the abscissa axis normalized to

√
n̄dnc/λ, as done previously. The fact

that, for different values of the transparency factor, the proton energies lie onto an almost
self-similar curve is an indication that the proton energy is roughly proportional to the mixed
population temperature and it follows the same relativistic normalization. Another indication
of this point is that, making reference to Figure 4.15b, all the points tend to collapse to the
self-similar curve, when the maximal energy is normalized by the ponderomotive scaling
(γ0 − 1)mec

2.

(a) (b)

Figure 4.15: The figures show the maximum proton energy obtained in two-dimensional PIC simulations with
fixed substrate thickness and spot size and variable near-critical layer thickness dnc and density ne, with
intensity ranging in a0 = 2−8. In (a) the simulation results are compared with the maximum proton energy
predicted by the proposed model; in (b) the proton energy is normalised to the ponderomotive scaling.

It should be noticed that the maximum of the self-similar curve is situated at about the
laser initial waist values w0 = 4λ; the explanation of this behaviour is given by the following
considerations: the proton energy reaches the highest values when the mixed population
temperature reaches the maximum, which is obtained when both the near-critical layer and
substrate electrons are heated by the pulse at the peak amplitude value, namely at the SF
focal length.

It is then quite straightforward to estimate the optimal normalized thickness for the near-
critical layer: d̄optnc ∼

√
n̄lf/λ ∼ w0/λ, which justifies the results yet reported in References

[49, 56–58, 87, 94] .
Since the proposed model has been validated with the numerical observations from 2D
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PIC simulations it is straightforward to extent the described two-dimensional model in 3D
geometry. This step enables to describe realistically the ion acceleration process and could
be useful to predict experimental results; in particular the new set of equations is:

ā (x) =

√
ε̄p (x)

(w (x) /w0)2 (4.23)

∂ε̄p (x)

∂x
= −

4
√

2Cnc,3Drc
2

√
πτc

ne
a0nc

γ (x)− 1

a0

(
w (x)

w0

)2

(4.24)

εp0 = mec
2nca

2
0w

2
0τcπ

1

4

√
π

2
(4.25)

T3D = erf
(√
−2 log (n̄)

)
− 4√

2π
n̄2
√
− log (n̄) (4.26)

∂Nnc (x)

∂x
= neπRch (x)2 (4.27)

nh0 =
Ns (dnc) +Nnc (dnc)

dsπw0
2

(4.28)

Where a new set of the free parameters Cnc,3D, Cs,3D, rc, ñ must be used. The criterion
to fix these parameters values is the same explained for the two-dimensional case and the
3D values are reported in Table 4.1. The fact that Cnc,3D and Cs,3D are both lower than
Cnc,2D and Cs,2D could be explained with the following argument: at equal pulse peak a0

the mean amplitude in the laser-plasma interaction is lower in 3D with respect to 2D. This
dimensionality effect has been reported also in Reference [12].

The numerical solution consists in a finite difference method as done for the 2D case.
In Figure 4.16, 3D simulations proton cut-off energies are compared to the model results
for intensity equal to a0 = 4. Also in this case the model is quite accurate even if the
higher density case (n̄ = 0.5) shows a lower agreement, probably due to the error in the
transmittance prediction as illustrated in Figure 4.11b. It should be noticed that in three
dimensions the proton energies do not lie onto a self-similar curve. This is an effect of the
higher dimensionality: for high density near-critical plasmas the pulse reflection is increased
with respect to the two-dimensional case and, in addition, also the laser attenuation and
amplification increase with a non-linear trend (see Equations 4.23 and 4.24). It is worth
mentioning that the 3D simulations were carried out only at one intensity value (due to
the high computational cost) and thus the self-similarity can’t be observed for equal n̄ and
different a0 values.

4.2.3 Determination of optimal near-critical layer parameters

The highest proton energy is observed when the pulse intensity reaches a maximum due to
SF, which enables to determine in a simple way the optimal near-critical layer thickness;
nevertheless it is also shown that in the 3D case the transparency factor plays an important
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Figure 4.16: The figure shows the maximum proton energy obtained in 3D PIC simulations with fixed substrate
thickness and spot size and variable near-critical layer thickness dnc and density ne, with intensity equal to
a0 = 4. The simulation are compared with the predictions of the proposed model.

role in the determining the proton enhancement factor.
The dependence on n̄ is justified by the following qualitative arguments: the SF intensity

amplification in 3D not trivially depends on the transparency factor because, when n̄ tends
to one, Equation 4.3 predicts the highest pulse self-focusing, but at the same time, Equation
4.24 predicts the highest pulse energy absorption. Conversely, when n̄ tends to 0 the SF
is absent while the transmitted part of the pulse T3D (Equation 4.26) reaches the highest
value and the energy absorption is minimal. As a consequence the transparency factor which
maximizes the ions energy will be a trade-off between these two opposed behaviours.

In order to find the optimum, the set of Equations 4.23, 4.24, 4.25, 4.26, 4.27, 4.28 is
solved in an approximate analytical way.

It should be firstly observed that Equation 4.22 predicts a linear dependence of the pro-
ton energy onto the hot electron temperature, and weaker logarithmic dependence onto
the hot electrons density. Thus, the ion energy enhancement factor (defined as the ration
of the cut-off proton energy obtained with the DLT to the one obtained with the stan-
dard target) can be roughly estimated by the hot electrons enhancement factor, defined as
ĒDLT (x) = EDLT (x) /Es (0). Thus the DLT temperature equation (Equation 4.21) should
be analytically solved. Combining Equations 4.20, 4.21, 4.23 and 4.27 and noting that
Ns (dnc)Es (dnc) = ηεp(dnc) and Nnc (dnc)Enc (dnc) = T3D − εp(dnc), the following re-
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lation can be found:

ĒDLT (x) =
EDLT (x)

Es (0)
=

(η − 1) ā(x)2
(
w(x)
w0

)2

+ T3D

ηā(x)
(
w(x)
w0

)2

+ n̄
2
√

2r
2
cCs,3D

√
famp√

πτc

∫ x
0

(
w(x)
w0

)2

dx
(4.29)

To solve the latter equation an explicit relation for ā(x) should be found. To do so, we
restrict the analysis to the ultra-relativistic case (a0 � 1)) where Equation 4.24 reduces to:

∂ε̄p (x)

∂x
∼ −n̄

2
√

2Cnc,3Drc
2

√
πτc

a (x)

a0

(
w (x)

w0

)2

= −n̄
2
√

2Cnc,3Drc
2

√
πτc

w (x)

w0

√
ε̄p (x)

(4.30)
This equation can be solved by the variable separation method to obtain an analytical

solution for the laser energy attenuation:√
ε̄p (x) =

√
T3D − n̄

√
2Cnc,3Drc

2

√
πτc

∫ x

0

w (x)

w0

dx (4.31)

Therefore also the normalized amplification factor can be obtained, substituting Equation
4.31 into Equation 4.23:

ā (x) =
w (x)

w0

(√
T3D − n̄

√
2Cnc,3Drc

2

√
πτc

∫ x

0

w (x)

w0

dx

)
(4.32)

As stated in the previous Subsection, the highest amplitude should be expected at the SF
length; as a consequence, also the highest temperature of the DLT hot electron population is
found at:

doptnc = lf ∼
w0√
n̄

(4.33)

This assumption is also reasonably justified by the heat map of Figure 4.17a, which rep-
resents the enhancement factor numerically calculated as a function of the near-critical layer
density and thickness; indeed the black dashed line, representing doptnc , well predicts the nu-
merical optimal thickness.

By substituting this value into Equation 4.32, an amplification factor which depends only
on the normalized density n̄ is retrieved:

ā
(
d̄optnc

)
=

w0

wm

√T3D − n̄
√

2Cnc,3Drc
2

√
πτc

wmxR
2w0

 lf
xR

√
1 +

(
lf
xR

)2

+ sinh−1

(
lf
xR

)
(4.34)

In which the
∫ x

0
w (x) /w0 dx integral is solved explicitly from Equation 4.4. The term

in the square brackets tends to (lf/xR)2 when lf/xR increases (when lf/xR > 2, which is
equivalent to n̄ ≥ λ2/2w0

2, the relative error is under 50%), thus the normalized amplitude
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amplification can be expressed as:

ā(d̄optnc ) ∼ π
√
n̄
w0

λ

(√
T3D −

√
n̄

√
2Cnc,3Drc

2

2
√
πτc

w0

)
(4.35)

Now Equation 4.34 can be used to express the normalized enhancement factor as a func-
tion of n̄ only; in addition, owing to the fact that η is often quite low, we can approximate it
to 0, which is equivalent to state that EDLT tends to Enc at the SF focal length, a reasonable
assumption due to the much larger number of hot electrons generated in the near-critical
layer compared to the ones of the substrate:

ĒDLT (d̄optnc ) ∼
Enc

(
d̄optnc

)
Es (0)

=
−
(√
T3D −

√
n̄
Cnc,3Drc

2
√

2πτc
w0

)2

+ T3D

√
n̄

2
√

2r
2
cCs,3D

√
famp√

πτc
w0

3

(
1 + 3λ2

π2w2
0n̄

) (4.36)

Furthermore, we exploit that the transmittance T3D approaches the unity when the trans-
parency factor is sufficiently low, approximately n̄ < 1/4. This assumption will be verified
a posteriori.

To find the normalized density which optimizes the enhancement factor, we calculate the
derivative of Equation 4.36 and impose it to zero. The derivative numerator is proportional
to n̄3/2 + 3$n̄1/2− 4$/ι, where $ = 3λ2/π2w2

0 and ι = Cnc,3Dr
2
cw0/

√
2πτc are constants.

Since $ approaches zero and n̄ is assumed low, the term 3$n̄1/2 is a second order infinitesi-
mal term and can be neglected (also this approximation will be verified a posteriori) in order
to easily find the zeros of the derivative, which reads as:

n̄opt ∼
(

4$

ι

)2/3

=

(
12
√

2λ2τc

π3/2rc2Cnc,3Dw0
3

)2/3

(4.37)

The above-mentioned three approximation conditions can be consequently verified a pos-
teriori in order of appearance:

• n̄ > λ2/2w2
0: exploiting Equation 4.37, the condition is equal to τ > π3/2r2

cCnc,3Dλ/12
√

2c ∼
1.6λ/c (where the latter numerical value is calculated with the retrieved free parame-
ters values). This corresponds to a FWHM temporal duration of 5 fswhich is generally
verified in experimental conditions.

• n̄ < 1/4: from this condition we find w0/λ >
3
√

24.4τc/Cnc,3Drc2λ. Using the free pa-
rameters and fixing the FWHM temporal duration at 28.5 fs, the latter inequality reads
as w0 > 3.5λ = 2.8 µm, which is an often respected condition in real laser systems.
Note that the inequality depends weakly on the pulse temporal duration, because it lies
under a cubic root.

• 3$n̄1/2 � 4$/ι: by substituting Equation 4.37 into the inequality, we obtain that
τ � 33/2Cnc,3Dr

2
cλ/2

5/2π3/2c; using again the numerical values of the free parameters
we find τ � 0.8λ/c which is always verified when the first condition is respected.
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Chapter 4. Ion acceleration with uniform near-critical plasmas

(a)

(b)

Figure 4.17: Figure (a) shows the enhancement factor ĒDLT = EDLT (dnc)/Es(0) obtained by solving
numerically the 3D-model as a function of density ne/nc and thickness dnc of the near-critical density
layer; the SF focal length lf is represented with a black dashed line. Figure (b) shows the optimal thickness
(solid blue curve) and the relative enhancement factor ĒDLT (solid red curve) as a function of the density,
calculated numerically from the data of Figure (a) and the SF focal length lf (dashed blue curve) and the
ĒDLT values calculated from Equation 4.36; the red diamond represents the values obtained by Equation
4.37 and Equation 4.38.

As a final step, the found optimal near-critical layer thickness and density can be used to
determine also the optimal value of the enhancement factor. Substituting n̄opt in Equation
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4.2. A theoretical model for the laser-DLT interaction and ion acceleration

4.36 and neglecting again the factor $, we obtain:

Ēopt
DLT ∼

3

2

Cnc,3D
Cs,3Dfamp

1− 1

π

(√
3Cnc,3Dr

2
cλ

2τc

)2/3
 (4.38)

The comparison of the optimal values estimated by Equations 4.37, 4.38 with the numeri-
cal solution of the 3D model are satisfactory, as shown in Figure 4.17b. The former equation
is quite straightforward in the interpretation, because when the square brackets term ap-
proaches the unity (for τ �

√
3Cnc,3Dr

2
cλ/2π

3/2c ∼ 0.8λ/c, which is equal to the third
condition), Ēopt

DLT tends to a constant equal to 3Cnc,3D/4Cs,3D ∼ 4.6, which can be read as
the ratio of the hot electron temperatures of a near-critical plasma (DLT) and an overcritical
one (standard solid foil), evaluated by the corrected ponderomotive scaling.

Thus, within the validity ranges of the proposed model and once the optimal thickness
and density are chosen, the maximal enhancement value remains invariant with respect to
the laser parameters, namely the intensity, the focal spot and the temporal duration. The ob-
tained Ēopt

DLT numerical value appears quite reasonable to the light of the experimental results
achieved until now, since enhancement from 1.5 to 3 has been yet reported. Nevertheless,
the found equations can be considered as a useful tool to carry out experiments which aim at
increasing the DLT performances at best.

It should be pointed out that the basic assumptions of considering normal incidence, uni-
form plasmas and P-polarization will be dealt and relaxed in the next chapter.
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CHAPTER 5

Ion acceleration with realistic nanostructured

plasmas

This chapter describes the work inherent the simulation of the ultra-intense laser interaction
with realistic near-critical target. In this framework, a realistic simulation should take into
account all the possible non-ideal phenomena: for example, the target nanostructure, the
plasma ionization during the interaction, the target pre-expansion due to pre-pulses and the
non-ideal laser pulse shape. Nevertheless, considering all the above-mentioned effects is a
demanding task; in addition, it could be not convenient to simulate the most realistic situation
because the different non-ideal phenomena could affect the results in an interdependent way,
which is a condition which gives few physical insights on the process.

For these reasons, a PIC simulation campaign aimed principally at studying the nanos-
tructure effect was performed, maintaining all the other usual non-realistic approximation,
such as an ideal pulse profile, a fully ionized plasma and an infinite pulse contrast (absence
of pre-pulses).

In Section 5.1 the foam nanostructure is approximated by an extension of a standard ag-
gregation model, the Diffusion Limited Cluster-Cluster Aggregation (DLCCA). This virtual
structure is used in PIC simulations to study, in Section 5.2, the interaction differences be-
tween ideal uniform semi-infinite near-critical plasmas and realistic ones; here the validity
of the theoretical model described in the previous Chapter is discussed. Finally, in Section
5.3, PIC simulations with realistic nanostructured DLTs are described, with a focus onto the
ion acceleration process.

5.1 Nanostructure model

The nanofoam material, introduced in 3.1, is featured by a complex fractal-like structure
composed by small nanoparticles with 10− 20 nm diameter; to reproduce its nanostructure
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Chapter 5. Ion acceleration with realistic nanostructured plasmas

different computer-based aggregation models can be exploited, such the Diffusion Limited
Aggregation (DLA) [95] or the Diffusion Limited Cluster-Cluster Aggregation (DLCCA)
[96]. The last one is particularly useful to describe the structure of soot [97] or colloidal
aggregates [98] which closely resemble the nanofoam structure, as shown in Figure 5.1;
therefore, it is the one adopted to reproduce the foam virtual structure.

(a) (b)

Figure 5.1: (a) SEM image of a Carbon nanofoam. (b) SEM image of a soot film deposited by the flame of a
normal candle.

The DLCCA model is based on the hypothesis that spherical particles, called clusters,
moving with Browning motion into a fluid (liquid/gas) have the possibility to stick together
and form aggregates; this hypothesis is valid in the PLD foam deposition conditions and are
discussed deeply in Chapter 7.

In its original version, DLCCA starts with a collection of N monodisperse spherical par-
ticles (clusters), randomly disposed into a periodic cubic mesh with size L, normalized to
the cluster diameter (see the block diagram of Figure 5.2a). Then, these particles are moved
in each numerical cycle along one random direction over the regular mesh, to simulate the
Brownian diffusing motion; once the spheres touch each other, they stick together to form a
rigid dimer, which can undergo random motion as well. Since Brownian diffusion is due to
the stochastic collisions of the clusters with the fluid molecules, the probability that a large
aggregate move due to diffusion is lower with a square root trend ∝ 1/

√
N . This effect is

taken into account by a random number extraction between 0 and 1, if the number value is
lower than 1/

√
N the cluster is moved, while in the opposite case it is kept motionless for

the whole numerical cycle.
The mechanism is repeated for a number of cycles, until all the particles in the box ag-

gregate together in a large fractal structure (see Figure 5.3). The resultant DLCCA aggregate
therefore simulates the micro-metric fractal aggregate composing the C nanofoam (for a de-
tailed description of the aggregation phenomenon see Chapter 7).

The original version is generally called on-lattice DLCCA because the particles are able
to move only onto the regular mesh nodes; a more realistic and computational demanding
version is the off-lattice DLCCA [99], where the clusters can freely move in the 3D space.
The latter is a more realistic model for the foam structure, nevertheless the computational
cost is quite high due to the non-linear scaling of the problem with the particles number N :
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5.1. Nanostructure model

(a) (b)

Figure 5.2: Block diagrams of the DLCCA model (a) and the foam structure assembling model (b). In (b) the
orange block encloses the code described in the (a) diagram.

in each cycle the distance between each cluster must be calculated in order to find neighbours,
thus the number of operations grows with the N2 scaling law.

The problem can be reduced in computational cost by adopting a less physical but more
efficient algorithm: the particles are initialized in a list and in every iteration two clusters
are chosen randomly to aggregate in a small temporary box, through the DLCCA algorithm;
once the two are aggregated, the list dimension is reduced by one and the procedure is re-
peated until all the clusters are aggregated in a single fractal [100]. Despite the physical
intuitive interpretation is lost with this algorithm, it was demonstrated that the final result is
the same [101]: it was observed that the probability that a large cluster aggregates to a small
cluster is roughly similar to the one of two clusters with the same dimension. As a conse-
quence, the aggregation process can be split in subsequent aggregations with two clusters at
time. Note that this is a valid approximation only when the initial concentration c = N/L3

is sufficiently low, c < 0.01, where n-body collisions (with n > 2) are reasonably neglected.
This last method is exploited to generate the nanofoam structure with an algorithm repre-

sented in the block diagram of Figure 5.2b. The off-lattice DLCCA code is used to generate
a large number of virtual aggregates Na, with cluster number N extracted randomly by a
pre-chosen probability density distribution (pdf), p(N). This pdf is generally a decreasing
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Chapter 5. Ion acceleration with realistic nanostructured plasmas

(a) (b)

(c) (d)

(e) (f)

Figure 5.3: Representation of the on-lattice DLCCA algorithm cycles, with initial clusters number N = 1000
and box dimension L = 50. The cycle number is equal to 0 in (a), 50 in (b), 100 in (c), 150 in (d), 200 in
(e) and the final DLCCA aggregate in (f).

exponential taken from experimental data (see Chapter 7) or fixed to arbitrary values to re-
produce a wanted filling factor (defined as the fraction of particle occupied space over the
box volume). The formed aggregates are singularly deposited into another periodic simula-
tion box with size D through a vertical motion starting from the box top; once one of the
aggregate particles is found near the substrate or another pre-deposited cluster, a bond is
generated and the DLCCA structure starts to move circularly around this fulcrum as a rigid
body. This procedure is repeated until three bonds are formed. The foam structure is then
updated and another DLCCA aggregate is generated and deposited.

The final virtual foam structure is shown in Figure 5.4 for increasing number of deposited
aggregates Na; initially (Figure 5.4a) the single DLCCA aggregates are separated in space
and are distinguishable, while for higher number of Na a continuous fractal 3D structure is
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5.1. Nanostructure model

(a) (b)

(c) (d)

Figure 5.4: Representation of the foam off-lattice DLCCA deposition algorithm steps with Na = 1100, D =
1000, exponential p(N) with 1100 expected value. The deposited aggregates number is equal to 100 in (a),
400 in (b), 700 in (c), 1100 in (d).

formed. Once the required foam heigh is reached, the particles position list can be used to
generate the nanostructured plasma in the PIC simulations; to reduce the PIC computational
costs the simulated NPs diameter is set to a higher value of the measured one. Indeed, the
PIC simulations calculation time non-linearly depends on the spatial resolution; a generally
accepted resolution is 50 points per lambda which corresponds to ∆x = 16nm. Because the
single NP must be resolved with some grid points, its numerical diameter must be sufficiently
higher than ∆x; a reasonable trade-off consists in using 80 nm diameter as shown in Figure
5.5, which is therefore 4− 8 times larger the real one (10− 20 nm). To do so, the DLCCA
spheres diameter is set to 0.075 λ in the aggregation algorithm (where the particles barely
touch each other) and it is inflated up to a diameter of 0.1λ = 80 nm.

To further reduce the PIC computational effort, the mean density of the numerical NP is
set to a value inferior than the real one (40 nc against ∼ 300 nc). Combining the lower den-
sity and the higher radius, this is physically equal to approximate a fractal chain of smaller
real NPs with a single less dense and bigger numerical NP; consequently, the PIC simula-
tion neglects all fractal structure effects taking place at scales smaller than 80 nm. It should
be pointed out that this choice should not be detrimental for the interaction phenomenon
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Chapter 5. Ion acceleration with realistic nanostructured plasmas

Figure 5.5: 2D scheme of the virtual foam nanoparticle and the PIC simulation grid.

description, because such small scales are rapidly homogenized by the laser pulse pondero-
motive force; in addition, pre-pulses, not included in the PIC simulations but often present
in real laser systems, have the effect of an additional pre-expansion of the NPs, further justi-
fying the approximation.

5.2 Laser interaction with realistic near-critical plasmas

Ion acceleration in the TNSA regime is particularly dependent on the hot electrons properties
(temperature and density); we have seen in previous Sections that electrons produced in the
near-critical layer have a fundamental role in the acceleration due their higher number and
energy. To study the differences between an ideal uniform near-critical plasma and a more
realistic one, it is very useful to simulate the interaction of the laser pulse with a semi-
infinite plasma and to analyse the hot electron heating mechanism and the pulse propagation
phenomenon in the different conditions: in particular, the different polarization effect and
the different plasma idealisation (nanostructured/uniform) consequences on the interaction
are presented in this Section.

In more detail, 3D PIC simulations are performed with the Piccante code (see Section
4.1), by varying the following parameters singularly:

• Polarization: the pulse polarization is changed to P-polarization and C-polarization
taking the pulse energy constant.

• Intensity: the pulse, normally incident onto the plasma, has amplitude values equal to
a0 = 5− 15− 45 in P-polarization. The corresponding simulations with C-polarization
are performed keeping the pulse energy constant, thus the reported value of a0 should
be divided by a

√
2 factor for this condition (notice that exploiting this choice n̄ is equal

for P- and C-pol).
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5.2. Laser interaction with realistic near-critical plasmas

• Plasma structure: the near-critical plasma is described by an ideal uniform slab with
3 nc density or a DLCCA nanostructure with the same mean density.

The laser pulse has an idealized cos2 temporal profile (approximating a high contrast
laser) and a Gaussian transverse profile and it is focused at the vacuum-plasma boundary. The
waist is 5λ, while the temporal duration is 15 λ/c (FWHM of the fields). These parameters,
if scaled to Ti:Sapphire lasers, correspond to a 28.5 fs beam focused into a 4 µm spot,
providing a peak intensity in the range 5 · 1019 W/cm2 < I < 3.2 · 1021 W/cm2. For the
simulations with a uniform plasma, a 90 λ × 50 λ × 50 λ box is used, with a resolution of
20 points per wavelength. A uniform plasma slab fills a 50 λ × 50 λ × 50 λ region with
a density of 3 nc. 12 macro-electrons per cell, sufficient to resolve the critical density, are
used. For the simulations with the DLCCA plasma, a 80 λ × 30 λ × 30 λ box is used, with
a resolution of 50 points per wavelength. The plasma fills a 40 λ× 30 λ× 30 λ region with
an average density of 3 nc. The local density is ∼ 60 nc, with a filling factor of ∼ 5%.
64 macro-electrons per cell, sufficient to resolve the critical density, are used. In all the
simulations the plasma is fully pre-ionized and the the charge/mass ratio of the ions is equal
to 0.5 (e.g. C6+). The electron population is initialized with a small temperature (few eV s)
to avoid numerical artefacts.

Figure 5.6 shows a snapshot of the laser-plasma interaction after about 90 fs its begin-
ning, in the uniform case (Figure 5.6a) and in the nanostructured one (Figure 5.6b). The
differences in the propagation of the laser pulse in the two cases are evident: the laser in
the uniform plasma is strongly self-focused, as yet deeply discussed in Chapter 4, while in
the DLCCA case the pulse is more scattered and it appears that no focusing is present. It
should be pointed out that this intuitive observation should be taken due precautions; indeed,
the comparison of Figures 5.6c and 5.6d shows that, even if clean SF is not present in the
DLCCA plasma, an amplification of the fields amplitude with similar values is still present.

To study more in detail the interaction differences with respect to the plasma structure, the
total electrons energy absorption as a function of time is analysed. The results, summarized
in Figure 5.7a, show that different polarization condition, plasma structure and even intensity
have the effect of changing the hot electrons absorption mechanism: for example, the low
intensity case (a0 = 5), which is characterized by a high opacity (n̄ = 0.8), exhibits a larger
absorption rate for the DLCCA case with respect to the homogeneous one. This absorption
enhancement (observed also in 2D PIC parametric simulations [102]) can be explained con-
sidering that the uniform plasma, due to the density near the relativistic critical threshold,
reflects large part of the incoming radiation (as described in Section 4.2); conversely, the
DLCCA structure lets the laser propagate through its voids deeper in the target, enhancing
absorption.

In addition, differences in the absorption rate are seen with respect to the pulse polar-
ization, only for the uniform plasma case: in C-polarization and normal incidence, electron
heating mechanisms are suppressed, leading to a more efficient formation of a denser reflect-
ing surface at the vacuum-plasma boundary; this involves a reduced absorption with respect
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Chapter 5. Ion acceleration with realistic nanostructured plasmas

(a) (b)

(c) (d)

Figure 5.6: Propagation of a P-polarized, a0 = 15, laser pulse in a uniform plasma (a) and in a DLCCA foam
plasma (b), at a time of t = 30 λ/c after the beginning of the interaction. Slices of y = 0 and z = 0 of
the electron density are represented in grey scale, while the square modulus of the magnetic field |B|2 is
showed in color. Cross-section of the pulse at z = 0 of the z component of the magnetic field for a0 = 45
and a homogeneous plasma (c) and a DLCCA foam plasma (d). The electron density is shown in greyscale,
while the magnetic field is represented in color.

to P-pol. On the contrary, the dependence of the absorption onto the polarization vanishes
for the nanostructured plasma, because the rough DLCCA surface removes all the angular
dependencies of the electron heating phenomena (see Chapter 1).

At higher intensity the absorption curves tend to assume similar trends for all the cases
(P/C-pol, uniform/DLCCA plasmas), with a total superposition for the a0 = 45 case; in the
latter condition, the near-critical plasma is relativistically very transparent (n̄ = 0.1) and
the intense pulse is able to homogenize the nanostructure in rapid times leading to similar
propagation mechanism. This is a very relevant phenomenon for this PhD work, since the
equations for the optimal near-critical layer density and thickness (Equations 4.33 and 4.37,
see Section 4.2) are valid under the n̄ < 1/4 condition; because in the 3D simulations, for
n̄ . 0.3, the DLCCA and uniform cases are featured by the same electron absorption rate,
the results obtained in the previous Chapter for ideal homogeneous near-critical layers can
be considered valid also for the more realistic nanostructured ones.

Another quite peculiar mechanism is observed in the plasma ions kinetic energy absorp-
tion represented in the bottom of Figure 5.7a (not to be confused with the TNSA accelerated
ions, not simulated in these 3D PIC with semi-infinite plasma); the ion energy absorption re-
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(a)

(b)

Figure 5.7: (a) Time evolution of the energy absorption of the laser pulse into electrons (top) and ions (bottom)
kinetic energy for uniform and DLCCA plasma, linear and circular polarization. (b) Projection of the ion
phase space on the (x, px) plane for uniform plasma (top) and DLCCA plasma (bottom), with a0 = 15,
P-polarization at time 40 λ/c).

mains well below 5% in all the homogeneous plasma cases, while it is remarkably enhanced
with foams, up to 20% for a0 = 5. This is a direct consequence of the explosion (Coulomb
Explosion, CE [103]) of the nanoparticles constituting the DLCCA plasma, whose signature
can be found in the ion phase space, as shown in Figure 5.7b. In the enhanced TNSA from
DLTs, Coulomb Explosion should be considered principally a detrimental phenomenon, be-
cause the CE ions energy is generally low and the spatial distribution isotropic; in addition,
the CE subtracts energy from the hot electrons useful for the TNSA process. It should be
highlighted that this mechanism can’t completely be eliminated in realistic plasmas com-
posed by nanoparticles, nevertheless it can be suppressed by the fast homogenization which
takes place at low n̄ or, alternately, by the experimental realization of smaller nanoparticles
(see Part III).

Finally one last effect is worth of mention: as a general feature, the DLCCA plasma al-
lows for a more efficient acceleration of mildly energetic electrons (i.e. with a kinetic energy
. 0.1Eco , where Eco is the cut-off energy). On the other hand, the plasma nanostructure has
a detrimental effect on the acceleration of the high-energy electrons. At a0 = 5 the effect
is rather weak and the spectra are comparable, while at a0 = 15 and a0 = 45 they exhibit
great differences, being the electron cut-off energies significantly reduced with foams. This
also affects the mean kinetic energy of the most energetic component of the electron spectra
Th, shown in Figure 5.8a; at a0 = 45, the uniform plasma electrons temperature can exceed
three times the DLCCA one (see Figure 5.8b).

This observation could be explained by the quenching of the Direct Laser Acceleration
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Chapter 5. Ion acceleration with realistic nanostructured plasmas

(a)

(b)

Figure 5.8: (a) Electron energy spectra at time 30 λ/c for uniform and DLCCA plasmas, linear and circular
polarization. (b) Temperature of the tail of the electron energy spectrum as a function of a0 for uniform and
foam targets, linear and circular polarization.

(DLA) of the electrons. DLA is a resonant process in which the hot electrons in the tail
of the energy distribution are in phase with the electromagnetic field and are accelerated
to high energies [47, 104]. It is reasonable to expect that perturbing the electromagnetic
field distribution, as observed in Figure 5.6 for the nanostructured plasma, would result in a
detuning of the resonance condition and in a reducing of the electron temperature. Owing to
this fact, the near-critical layer mean energy, calculated by the model of Section 4.2, should
be multiplied by a corrective factor Ens = αnsEnc, less than 1, to take into account the
inferior electron temperature in the nanostructured case with respect to the ideal uniform one;
because the total energy absorbed by electrons is similar in the two cases (when we fulfil the
transparency condition), the amount of the nanostructured foam electrons must be increased
accordingly, Nns = Nnc/αns. The main consequence, predicted by Equation 4.38, is that the
ion energy enhancement in a DLT configuration (approximated by 3Cnc,3D/4Cs,3D) should
be reduced by about the αns factor; this prediction is discussed with more detail in the next
Section and compared with experimental data in Section 10.3.

5.3 Ion acceleration from nanostructured DLTs

Realistic PIC simulations were performed also in the DLT configuration to study the ion
acceleration process at the light of the gained insights from the 2D ideal simulations and
models and the 3D PIC with semi-infinite plasma. In particular, the numerical work is re-
stricted to few relevant conditions, due to the high computational cost of the realistic 3D PIC,
which are here summarized:

• Intensity: laser pulse amplitude fixed to a0 = 4, which corresponds to an intensity
of about 3.5 · 1019 W/cm2 typical of widespread medium-scale laser facilities. P-
polarization and normal incidence are used, to compare the results with the previous
simulations.

• Plasma structure: both uniform and nanostructured near-critical plasma are used, with
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5.3. Ion acceleration from nanostructured DLTs

fixed thickness (dnc = 4 λ) and variable mean density (ne = 1−1.5−1.75−2.3−3 nc

for the uniform and ne = 1.5− 2.3 nc for the DLCCA).

• Substrate properties: the substrate is idealized by a very thin solid foil (ds = 0.5 λ)
with constant thickness in all the simulations.

With more detail, the numerical box is 100 λ × 60 λ × 60 λ, with periodic boundary
conditions. The total simulation duration is 80 λ/c. The laser beam has a Gaussian spatial
profile with a waist equal to 5 λ and a cos2 temporal profile with a fields FWHM equal to
15 λ/c. Concerning the target, ions are initialized perfectly cold, while electrons are initial-
ized with a very small temperature (few eV ). The substrate density is set to 40 nc and 40
macro-electrons per cell and 2 macro-ions with Z/A = 0.5 per cell are used. The spatial
resolution is 20 points per wavelength in each direction, which is sufficient to resolve the
relativistic skin depth; convergence tests are performed with 40 points per wavelength to as-
sure that the ions energy remains unaltered by the spatial resolution. With this discretization
the DLCCA nanoparticles are resolved by few grid nodes (from 4 to 8), since their diameter
is twice the spatial grid size; nevertheless, it is observed in the convergence tests that the
pulse propagation, the electron heating and ion acceleration is weakly affected by the chosen
spatial discretization (as shown in Figure 5.9). Because in the TNSA mechanism the accel-
erated ions come from a contaminant layer, an hydrocarbon layer is simulated at the rear of
the solid target with 0.05 λ thickness and an electron density of 7 nc, a proton density of 1 nc

and a fully ionized carbon density of 6 nc (64 macro-particles per cell per species are used).

Figure 5.9: Maximum proton energy (from 3D PIC simulations) as a function of the mean density of the near-
critical layer of DLTs with different plasma structure (blue uniform, orange DLCCA), where ne/nc = 0
corresponds to bare target. Notice that the different spatial resolution weakly affects the maximum proton
energy.

The 3D PIC simulations confirm several yet discussed observation as well they reveal in-
teresting effects observable only in the DLT configuration. Figure 5.10 shows the laser-DLT
interaction and protons acceleration in the nanostructured plasma case (with mean density
ne = 1.5 nc); it is possible to observe that the DLCCA structure tends to homogenize during
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Chapter 5. Ion acceleration with realistic nanostructured plasmas

the laser propagation, as seen in the previous Section, while the laser pulse is both disordered
and amplified by the near-critical plasma. Even if the relativistic transparency factor n̄ = 0.5

is quite high, it appears that the pulse is almost not reflected by the nanostructured surface,
thanks to the presence of structure voids.

Figure 5.10: 3D PIC simulation snapshot at time 20 λ/c after the beginning of the interaction; electron den-
sity is represented in gray scale, electromagnetic energy density isosurface is represented in color scale,
accelerated protons at the end of the simulations are represented with spheres.

The pulse propagation is thus quite unaffected by the presence of the substrate; as a
consequence, it is expected that the hot electron heating should be similar to the one of
the semi-infinite case, reported in the previous Section. However, the presence of the solid
foil introduces a new electron population to be considered, which can play a role in the
TNSA field formation and in the ion acceleration. To study this effect, electron spectra from
the near-critical layer and the substrate are retrieved from the simulations and represented
in Figure 5.11 for five conditions: bare target, DLCCA/uniform DLTs with mean density
ne/nc = 1.5 (Figure 5.11a) and ne/nc = 2.3 (Figure 5.11b). Several evidences are here
summarized:

• Substrate electrons temperature enhancement: comparing the dotted lines represen-
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(a) (b)

Figure 5.11: (a) Near-critical layer (full lines) and substrate (broken lines) electron energy spectra at time
40 λ/c for uniform (black) and DLCCA (red) plasmas with mean density n = 1.5 nc and for bare target
(blue line). (b) Near-critical layer (full lines) and substrate (broken lines) electron energy spectra at time
40 λ/c for uniform (black) and DLCCA (red) plasmas with mean density n = 2.3 nc and for bare target
(blue line).

tative of the substrate electrons spectra, it is observed that the distribution temperature
is higher in presence of the near-critical layer (both uniform and nanostructured); this is
an indication that self-focusing takes place and, even if the laser is partially absorbed in
the propagation in the first layer, the local intensity on target is higher, with the resulting
effect of producing more energetic particles (as discussed in the model of Section 4.2).

• Near-critical layer vs substrate electrons: it is quite evident that the hot electrons
temperature of the near-critical layer (both nanostructured and uniform) is substantially
higher of the substrate one; this is due to the different heating mechanism which is more
efficient when volumetric interaction occurs. This point confirms the results of Section
4.2, where the near-critical layer empirical weight of the ponderomotive scaling Cnc
was found to be larger than the one relative to the substrate Cs. In addition, the first
layer hot electrons number is larger by almost one order of magnitude with respect
to the second layer ones; thus it is expected that the TNSA accelerating field will be
principally due to the near-critical hot electrons.

• Uniform vs DLCCA plasma: some differences are noticed in the particles distributions
for different plasma structures. The temperature has the highest value in the uniform
case with the lower density, which is justified by the presence of the DLA resonant
mechanism which accelerates electrons to high energies; conversely, the nanostructured
plasma allows increasing the total number of hot electrons, in particular in the low
energy area of the spectrum. In addition, the DLCCA spectra are less sensitive to the
density value with respect to the uniform case. This can be explained by the higher
reflectivity sensitivity to n̄ in the uniform case with respect to the nanostructured one.

Furthermore, the maximum proton energy in the different simulated conditions are repre-
sented in Figure 5.12 and normalized to the bare target value. As easily expected, the proton

77



i
i

“thesis” — 2020/4/29 — 16:50 — page 78 — #90 i
i

i
i

i
i

Chapter 5. Ion acceleration with realistic nanostructured plasmas

Figure 5.12: Maximum proton energy obtained by 3D PIC simulation from DLTs with variable density and
structure (uniform in black and nanostructured in red) normalized to the bare target maximum proton energy.
The broken line is the enhancement factor ĒDLT = EDLT /Es calculated by solving numerically the 3D
model of Section 4.2 and taking the ratio of Equation 4.21 to Equation 4.19

energy in the DLT case is higher with respect to the bare target in all the conditions, except
the uniform n̄ = 1 case, which is the one where the maximum in the reflectivity occurs. The
enhancement factors are in good agreement with the values numerically calculated from the
model of Section 4.2. It should be pointed out that the maximum enhancement factor (about
2.5), obtained with uniform plasma and ne/nc = 1, is lower than the theoretical optimal
value of about 4 predicted by Equation 4.38; indeed, in this PIC simulation campaign only
the density was varied keeping fixed the thickness. As explained in Section 4.2, to obtain the
highest enhancement factors both density and thickness should be carefully optimized.

Figure 5.12 also indicates that the proton energy obtained with the nanostructured DLT
quite deviates from the predicted values and it is less sensitive to the density variations, due
to the laser propagation into the foam voids. To support this interpretation the quasi-static
model (Equation 4.22) is exploited to estimate the proton maximum energy from the hot
electrons temperature and total number retrieved from the simulations.

The results, shown in Figure 5.13, are calculated by approximating the hot electron tem-
peratures as the mean energies of the relativistic part of the spectra (E > 0.511 MeV ); in
addition only the contribution from the near-critical layer electrons was considered. The ñ
parameter was fixed to 3.4 · 103 in the code units.

The quasi-static model reproduces the observed proton energies with a reasonable approx-
imation; in particular, the more evident trends are captured: the cut-off proton energy from
the DLCCA plasma are quite almost independent onto the mean density, on the contrary a
reduced energy is observed in the uniform case for higher n̄. This indicates that, even if the
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5.3. Ion acceleration from nanostructured DLTs

Figure 5.13: Maximum proton energy obtained by 3D PIC simulation from DLTs with variable density and
structure (uniform in black and nanostructured in red) normalized to the bare target maximum proton energy.
The empty markers refer to proton energies calculated from the quasi-static model (Equation 4.22) using
the electron temperatures and numbers from the spectra of Figure 5.11.

nanostructured DLT produces lower energy electrons (due to DLA suppression), the high
transmittance and the high number of heated particles enables to form strong accelerating
sheath fields and high proton energy enhancements.

In conclusion, high ions energy enhancements with the foam-based DLT (over than 2)
are theoretically predicted. Nevertheless, to reach these values a proper control of the near-
critical layer must carried out; in particular, the density and thickness have to be tuned in
such a way that the laser pulse is slightly reflected and highly converted to volumetric and en-
ergetic electrons. Because the theoretical optimal near-critical layer properties depend onto
the laser source parameters (intensity, spot size, temporal duration), the near-critical material
must be experimentally produced with specific parameters for different experiments; hence,
the production technique has to be very versatile and should be able to produce nanofoams
in a wide range of densities and thickness. Finally, it is observed in the simulations that
non-uniform nanostructures have a little detrimental effect onto the ion energy enhancement,
therefore evaluating and optimizing the uniformity grade should be a highly important ex-
perimental challenge.
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Part III

Experimental investigation on
near-critical nanofoams
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CHAPTER 6

Advancements in the nanofoams characterization

In this chapter the advancements in the nanofoam characterization are described. The previ-
ous Part highlighted that the near-critical layer of the DLT must be produced with precise val-
ues of mean density and thickness, in order to obtain the best performances in the enhanced
acceleration of laser-driven ions. In addition, the thickness and density optimal values de-
pend onto the particular laser source (in particular the pulse intensity, temporal duration and
spot size), thus foams have to be produced with finely tunable properties.

As seen in Section 3.2, the nanofoam mean thickness can be accurately measured by the
SEM cross section method; nevertheless no technique allows estimating the thickness spa-
tial uniformity. On the other hand, the foam mean density measurement based on Energy
Dispersive X-ray Spectroscopy (EDS) relies on empirical or semi-empirical models based on
databases of measurements, limited by a low flexibility and by the intrinsic uncertainty of
the experimental data. The EDS method also suffers from methodological limitations (see
Section 3.2 for details): firstly, the measurement procedure needs a standard reference sam-
ple having the same composition of the substrate or the film, which is not always available;
secondly, the method needs many acquisitions at different accelerating voltage to find the
plateau, which involves a time-consuming procedure.

In Section 6.1 a new method which solves all these issues is proposed: a reference-free
measurement, which is based onto a fully theoretical model, enables to obtain film mass
thickness values for any kind of material. The theoretical model describes the electron trans-
port in multilayer solids and the consequent X-ray emission by the solution of the Boltzmann
equation; its solution uses well characterized physical parameters summarized in Section 6.2.
This innovative method is tested with benchmark techniques and an uncertainty analysis is
carried out in order to quantify its error (Section 6.3). Finally, the method is applied to the
nanofoams case in Section 6.3, where a new characterization capability is shown: the mass
thickness mapping, useful to quantify the nanofoam non-uniformity. Nanofoams are there-
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Chapter 6. Advancements in the nanofoams characterization

fore characterized in different PLD parameter conditions to build an accurate database of the
material material density which can exploited for the DLT production.

6.1 Reference-free film mass thickness measurement through Energy Dis-

persive X-ray Spectroscopy

The aim of the here-proposed method is the retrieval of thin film mass thickness τ and com-
positions CF,k in a film-substrate geometry, from EDS measurements, without the need of
reference samples and multiple voltages measurements. As introduced in Section 3.2, the
standard method for the mass thickness determination consists in the measurements of the
ratio of characteristic X-rays emitted from the multilayer sample with respect to a reference
homogeneous sample, known as k-ratios (kF = IF/I

ref
F or kS = IS/I

ref
S ), where the F

and S subscripts refer to the film and substrate layers respectively), and from the knowledge
of the in depth X-ray generation distributions φ (ρz). A different approach is developed in
this thesis work: the measurement of different ratios, called K-ratios (with a capital ’K’ to
distinguish it from the conventional k-ratio), of film X-ray intensities over the substrate ones
which enables, when the substrate compositionCS,j is known (which is a common situation),
to overcome the need of reference samples. The method consists of relating the K-ratios to
the thin film mass thickness τ and composition CF,k (see Figure 6.1a). This is done through
the following equation:

Kk,j =
IF,k
IS,j

=
εkCF,k

∫ τ
0
φF,k (ρz) exp (−χF,kρz)d (ρz)

εjCS,j exp (−χF,jτ)
∫∞
τ
φS,j (ρz) exp (−χS,jρz)d (ρz)

(6.1)

Where IF,i is the intensity of measured X-rays generated in the film by the k-th element
while IS,j is the substrate intensity of the j-th element; εk and εj are the detector efficiencies
at the X-ray energies of the k-th and j-th elements respectively; CF,k and CS,j are the atomic
fractions of k-th and j-th elements in the film and in the substrate, χ = µ/(ρ cosα) is the
attenuation coefficient (α is the angle of the detector with respect to the interface of the
sample) and the subscripts refer respectively to the layer and the X-ray energy.

Thus, if the φ (ρz) distributions are known, Equation 6.1 can be numerically solved to
obtain, from measured K-ratios, the film mass thickness τ and the film atomic composition
CF,k; the calculation of the X-ray generation as a function of depth is not straightforward
because it depends on the complex physics of electrons multiple scattering with the addi-
tional problem of the multilayer geometry, which can introduce strong perturbations to the
φ (ρz) curves compared to a homogeneous bulk sample. Consequently a theoretical approach
should be used to describe the electron transport into multilayer samples and then to derive
accurate φ (ρz) functions; in particular a kinetic approach is adopted. It should be pointed
out that Equation 6.1 is based on the spatial one dimensional approximation, namely that all
the quantities depend only on the sample depth variable, which is valid in the cases where
τ and CF,k vary slowly with respect to the lateral distribution of X-ray generation (roughly
assuming values in the 1− 100 nm range).
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6.1. Reference-free film mass thickness measurement through Energy Dispersive X-ray
Spectroscopy

Figure 6.1: Scheme of the problem geometry. In (a) the characteristic X-rays emission and measurement
is represented, while in (b) a sample electron trajectory is shown, with the variables that are used in the
analytical treatment of the electron transport.

The X-ray generation depth distribution φ (ρz) can be calculated with a kinetic approach
from the knowledge of the electron distribution function F (~r, ~p, t), which solves the Boltz-
mann transport equation. We exploit the problem symmetries, by reference to Figure 6.1b, to
neglect the lateral spatial coordinates x and y; then, if we express the momentum by the en-
ergy and the orientation, within the spherical coordinates, we can also neglect the azimuthal
angle ϕ. In addition, it is useful to relate the time to the path travelled by an electron via its
velocity. In these new coordinates the number of variables of the electron distribution func-
tion are thus reduced from 7 to 4: one spatial dimension, two momentum dimensions and
one time variable, F (~r, ~p, t) → F (z, ϑ, E, vt = s), where z is the depth, ϑ the angle of the
velocity vector with respect to the z axis, E the energy and s the path length travelled by the
electron. Finally, it is more convenient to express the spatial variables in terms of mass and
we obtain F (ρz, ϑ, E, ρs). Accordingly, the φ (ρz) function is calculated as an integration
of the distribution function over all the variables except ρz, with a weight function which
represents the microscopic ionization cross section σion, multiplied by the fluorescence yield
ω, the atomic fraction C and the atoms number density, namely the number of atoms per unit
volume:

φF/S,i (ρz) =
ωF/S,iCF/S,iNav

AF/S,i

∫ V e

0

∫ ρsR

0

∫ π

0

F (ρz, θ, E, ρs)σionF/S,i (E) sinθdθd (ρs) dE

(6.2)
Where Nav is the Avogadro number and A the atomic weight (in mg/mol units), V e

is the initial electron energy (in keV units), which corresponds to the accelerating voltage
times the electron charge, while ρsR is the electron mass range (which can be calculated
using an empirical relation or the stopping power integration [105]) in mg/cm2 units. Then
φ (ρz) has the units of 1/(mg/cm2) and, considering that each energetic electron carries e
charge, we can also normalize the distribution to the electron gun current and express it in
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Chapter 6. Advancements in the nanofoams characterization

1/(µA mg/cm2) units. In order to make feasible the determination of F via the Boltzmann
transport equation, some useful assumptions can be exploited, in order to further simplify
the equation:

• The electrons collide with atoms in two decoupled ways: elastic and inelastic collisions

• The elastic collisions change the electron trajectories without affecting the electron
energies (we neglect the atom recoil energy)

• The inelastic collisions make the electrons lose energy without affecting their trajecto-
ries (the momentum transfer is negligible with respect to elastic collisions)

These assumptions are generally considered reasonable (see Reference [106] for a de-
tailed justification) and they enable to separate the electron distribution function:

F (ρz, ϑ, E, ρs) = f (ρz, ϑ, ρs) g (E, ρs) (6.3)

Including this relation in the Boltzmann equation and applying the variable separation
method we obtain two coupled transport equations:

∂f

∂ (ρs)
= −~u • ∇ρrf +

(
∂f

∂ (ρs)

)
coll

(6.4)

∂g

∂ (ρs)
=

(
∂g

∂ (ρs)

)
coll

(6.5)

Where ~u = ~v/v and∇ρr = ∂
∂ρx

î+ ∂
∂ρy
ĵ+ ∂

∂ρz
k̂ is the gradient operator with respect to the

mass coordinates. From Equation 6.4, expressing the integral of collisions and expanding in
power series [107], an equation which describes the elastic multiple scattering process can
be derived:

∂f(ρz, θ, ρs)

∂(ρs)
= −cosθ ∂f(ρz, θ, ρs)

∂(ρz)
+

1

sinθ

∂

∂θ

(
sinθ

∂

∂θ

(
f(ρz, θ, ρs)

ρλtr(ρz, Ē
))) (6.6)

Where ρλtr is the mass transport mean free path, which is a functional of the differential
elastic cross section ∂σe (θ, E) /∂θ:

1

ρλtr
(E) =

Nav

Ar

∫
π (1− cosθ) ∂σe (θ, E)

∂θ
sin θdθ (6.7)

The dependence of the transport mean free mass path on the depth variable is due to the
multilayer geometry, so this parameter follows a piecewise trend along ρz. It should be noted
that the coupling between the two transport equation is mediated by the ρλtr parameter be-
cause it is evaluated at the mean energy Ē =

∫
E g (E, ρs)dE which is calculated from the

solution of Equation 6.5, which describes the electron energy loss process. The energy trans-
port problem could be solved with the continuous slowing down approximation (CSDA),
which enables to express the energy with a one-to-one relation to the path length; however,
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Spectroscopy

this treatment oversimplifies the problem, where the electron energy spectrum broadens af-
ter few inelastic collisions and consequently the energy straggling plays an important role.
Thus, in order to take into account the energy straggling we can express Equation 6.5 with
the following relation:

∂g (E, ρs)

∂ (ρs)
= −g (E, ρs)

∫ E

0

∂σi (E,W )

∂W
dW+

∫ V e−E

0

∂σi (E +W,W )

∂W
g (E +W, ρs) dW

(6.8)
Where V e is the initial electron energy, while ∂σi (E,W ) /∂W is the differential inelastic

scattering cross section which expresses the probability of an electron of energy E to lose
energy W in an inelastic collision. In the literature several approaches have been proposed
to describe the straggling distribution as a function of the path travelled by charged particles,
as the Gaussian model or the Landau distribution [108]. These models, however, suffer from
some limitations, as the low accuracy at high travelled path and the difficulty in including the
multilayer geometry in the calculation; for this reason we decided to adopt the convolution
method which is widely regarded as the most accurate approach to calculate the exact theo-
retical straggling distribution, being only limited by the accuracy of the numerical solution
and the uncertainty on the knowledge of the differential inelastic scattering cross section.

The convolution method consists in calculating via a numerical method the energy spec-
trum after a given path ∆ρs, as the sum of the energy loss spectra due to nic inelastic colli-
sions, multiplied for the related probability, given by the Poisson distribution. In detail, the
treatment is based on the calculation of the mass inelastic mean free path:

1

ρλic

(
Ē
)

=
Nav

Ar

∫ Ē

0

∂σi
(
Ē,W

)
∂W

dW (6.9)

And then calculating the mean number of inelastic collision in a given mass path length
as nic = ∆(ρs)/ρλic. Thus, starting from a initial monoenergetic distribution, after nic
collisions the energy spectrum will be given by the nic-fold convolution of the differential
inelastic cross section:

w0 (E) = δ (E − eV ) (6.10)

wk+1 (E) =

∫ E

0

∂σi (E,W )

∂W
wk (E +W ) dW (6.11)

And taking into account also the statistics of collision number, namely the Poisson distri-
bution, we finally obtain the equation that describes the electron energy straggling:

g(ρs+ ∆(ρs), E) =

∫ E

0

g(ρs, E ′)
∞∑
k=0

nic
ke
−nic

k!
wk (E ′) dE ′ (6.12)

It should be noted that this equation is coupled with the spatial transport equation (6.6)
because of the multilayer geometry, which is addressed in detail the next Section.
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Chapter 6. Advancements in the nanofoams characterization

6.2 Electron transport model solution

6.2.1 Numerical solution

Equations 6.6 and 6.11 are coupled and their solution is carried out numerically at the same
time. Equation 6.6 is solved with an explicit finite difference scheme: a first order accuracy
upwind scheme on the ρz axis and a centered second order accuracy scheme on the θ axis
[109]. The scheme is solved onto the grid ρz × θ, with 80 × 40 cells over the ranges
[0, ρsR] × [0, π], with the following initial and boundary conditions:

f (ρz, θ, ρs) = δ (ρz) δ (θ) at ρs = 0 (6.13)

f (ρz, θ, ρs) = 0 at ρz = 0 and 0 ≤ θ < π/2 and ρs > 0 (6.14)

f (ρz, θ, ρs) = 0 at ρz = ρsR (6.15)

∂f (ρz, θ, ρs)

∂θ
= 0 at θ = 0, π (6.16)

The first condition is the initial one, where electrons are all at the surface point without
angular dispersion; the meaning of the second condition is that there is not injection of new
electrons at the surface after the initial ’time’ (when ρs = 0) , while it is possible to have
electrons escaping from the surface at any ’time’ (f (ρz, θ, ρs) 6= 0 at ρz = 0 and π/2 <

θ ≤ π and ρs > 0); the third condition imposes that the electron distribution function
vanishes at the electron range and the fourth condition expresses that the net distribution
angular flux is null at the boundaries, because of the angular symmetry. In order to assure
stability to the method, some shrewdness must be carried out. In fact, the electron flow
direction changes in the θ axis in correspondence to the π/2 value and so also the direction
of the finite derivative in the ρz axis (first term on the right hand side of Equation 6.6) must
change at that grid line. In addition, it should be noticed that the second term of the right
hand side of Equation 6.6 plays the role of a diffusion term with a not-constant coefficient
1/ρλtr

(
ρz, Ē

)
in ’time’ and space, which increases dramatically when the energy decreases,

namely when ρs increases; to ensure the numerical scheme stability, the Courant-Friedrichs-
Lewy condition must be fulfilled at each step, namely introducing a variable ∆ (ρs) step
which decreases with the path length: ∆ (ρs) < (1/∆ (ρz) + 2/(ρλtr)max∆θ

2)
−1 [109].

The solution in a multilayer geometry is accounted by changing with a piecewise function
the value of the 1/ρλtr

(
ρz, Ē

)
coefficient along the ρz axis. Nevertheless, if the jump

discontinuity is too high, some instabilities can arise; for this reason we have expressed all
the variables as the mass ones, in a way that the differences of film and subtrate densities do
not contribute to this discontinuity and make the solution method more stable.

The numerical solution of Equation 6.11 is straightforward and is carried out over the
energy grid, uniformly spaced by 0.05 keV . However it should be noted that in the film-
substrate geometry we have to distinguish the energy distributions in the different layers,
because of their different energy loss, and we have to evaluate the g functions for each
layer, namely gF in the film and gS in the substrate; in addition, it must be also considered
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6.2. Electron transport model solution

that the flow of electrons from one layer to another one tends to mix the energy spectra.
This phenomenon is taken into account calculating the fraction of electrons, rF and rS ,
respectively coming from the film to the substrate and from the substrate to the film at each
path step:

rF (ρs) =

∫ π
2

0
f (τ, θ, ρs) sinθcosθdθd (ρz)∫ ρsR

τ

∫ π
0
f (ρz, θ, ρs) sinθdθd (ρz)

(6.17)

rS (ρs) =

∫ π
π
2
f (τ, θ, ρs) sinθcosθdθd (ρz)∫ τ

0

∫ π
0
f (ρz, θ, ρs) sinθdθd (ρz)

(6.18)

We first calculate the unperturbed energy distributions in the film and the substrate, g0
S/F ;

then we take into account the mixing phenomenon by averaging the film and substrate dis-
tributions by the fractions rF and rS:

gF (ρs, E) = (1− rF (ρs)) g0
F (ρs, E) + rS (ρs) g0

S (ρs, E) (6.19)

gS (ρs, E) = (1− rS (ρs)) g0
S (ρs, E) + rF (ρs) g0

F (ρs, E) (6.20)

Once the electron distribution, F = fg, is calculated, it is possible to calculate the φ (ρz)

functions for both the film and the substrate with Equation 6.2, remembering that also the
microscopic ionization cross section and the fluorescence yield are described by piecewise
functions. As we can see from the example in Figure 6.2, the model enables to calculate
the φ (ρz) functions in a multilayer geometry with a good agreement with respect to a stan-
dard Monte Carlo code (PENEPMA [110]), with two main advantages, namely the faster
calculation (about one minute for our model against about two hours for the Monte Carlo
code, for a standard personal computer) and the smooth feature of the analytical curve. In
addition, it is possible to observe the perturbation in the distributions due to the multilayer
geometry with respect to the single layer case. For example, in the shown case, the electron
transport features change because of the jump discontinuity in the 1/ρλtr

(
ρz, Ē

)
coefficient

at the τ interface; the diffusion coefficient is higher in the substrate than in the film, then the
electrons tend to be more backscattered by the substrate toward the film, and thus the film
electron density and φ (ρz) distribution increases, with respect to the single layer case.

Finally, once the film mass thickness and composition is fixed, the knowledge of the
φ (ρz) functions in the film-substrate geometry can be used to simulate the values of theKk,j

ratios; the problem is then to minimize the difference between the calculated ratios with the
measured ones by EDS, K̃k,j , namely to minimize the chi squared factors:

χ2
k,j =

(
Kk,j − K̃k,j

)2

(6.21)

Two different algorithm can be used: the first one is based on the so-called gradient de-
scent algorithm [111] which consists of calculating the gradients of the simulated Kk,j ratios
with respect to the mass thickness and composition and then to obtain, with a linear regres-
sion, the next-iteration values of mass thickness and composition; with few iterations this
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Chapter 6. Advancements in the nanofoams characterization

Figure 6.2: The figure shows the calculated φ(ρz) distributions by the electron transport model and by PE-
NENPMA (with 2 · 106 trajectories) at an accelerating voltage of 10 kV , in 3 different geometries: a single
semi-infinite layer of bulk Carbon by our model (blue dashed curve), a single semi-infinite layer of bulk Sil-
icon by our model (orange dashed curve), a film-substrate geometry made by a bulk density, 200 nm thick,
Carbon film on a semi-infinite Silicon substrate by our model (blue and orange continuous curves) and
by PENENPMA (violet and red points curves). It should be noted that in the film-substrate geometry the
φ(ρz) functions are perturbed with respect to the single semi-infinite samples. In addition, the distribution
calculated with our model are in good agreement with ones calculated with the Monte Carlo code.

method enables to reach low values of χ2
k,j and obtain a measurement of τ and CF,k. The

second algorithm consists of calculating the Kk,j ratios over a regular grid of mass thick-
ness and composition, in order to obtain a discrete function Km,n,p

k,j (τm, Cn
k , C

p
j ); then this

function is interpolated cubically to retrieve the values of mass thickness and composition
which minimize the χ2

k,j . The first algorithm is more useful for a fast calculation of film
mass thickness and composition in a standard single point measurement, while the second
algorithm is necessary when we want to obtain a two-dimensional mass thickness and com-
position mapping, as the case shown in Section 6.4.

The whole model, consisting in the electron transport solution, in the φ (ρz) and in the al-
gorithm for the evaluation of film mass thickness and composition of film-substrate systems,
was implemented in a MATLAB application, which requires a low calculation time (a single
measurement calculation runs in few minutes in a standard computer), called "EDs for areal
Density & composItion Evaluation" (EDDIE).

6.2.2 Physical parameters

The model relies on a number of different physical parameters and, in order to obtain enough
accurate outputs, namely the mass thickness and composition, they must be calculated with
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6.2. Electron transport model solution

high precision models or database. In this subsection these adopted models are briefly de-
scribed.

Electron elastic scattering: as described in Section 6.1, one of the more important phys-
ical input that enables to describe the electron multiple elastic scattering process is the trans-
port mean free path, which appear in equation 6.6. We rely on the calculations based on the
solution of the Dirac equation, in the approximation of ‘static field’, which means that the
atomic electron density has spherical symmetry, and the differential cross section is evalu-
ated with the relativistic Dirac-Hartree-Fock potential, that is considered the more reliable
model for the atomic potential [112, 113]. The static field approximation is considered very
reliable in this case, because the momentum transfer is higher for the collisions with the
close bounded electrons; in this way, the solid state potential, which greatly varies from one
material to another, can be neglected and the multiple scattering phenomenon is independent
from the aggregation state. The values of the transport mean free path calculated from the
Dirac-Hartree-Fock differential cross section are tabulated in a recent NIST database [114],
that covers the primary electron energy range of 0.05− 300 keV .

Electron inelastic scattering: the other crucial aspect of the model is the electron energy
loss described by Equation 6.11; so it is of great importance to have a reliable model for the
differential inelastic cross section ∂σi (E,W ) /∂W . Some analytical model for the inelastic
cross section exist, but only for quite simple systems, like Hydrogen or free electron gas
[115], and are nevertheless complex to calculate; thus, it seems to us reasonable to make use
of a semi-empirical model which combines a sufficient grade of accuracy with the possibility
to obtain the differential inelastic cross section for any kind of material with low calculation
time [116].

X-rays generation, attenuation and detection: finally, it is fundamental for the calcu-
lation of X-ray generation in the sample, to know the electron microscopic ionization cross
section σion (E) and the fluorescence yield factor ω, which appear in Equation 6.2; and it is
of equal importance to know the X-rays mass attenuation coefficient µ/ρ and the detection
efficiency ε, present in Equation 6.1. We used a recent analytical formula for the ioniza-
tion cross section [117] that approximates with 1% of error the theoretical ionization cross
section calculated from the relativistic distorted-wave Born approximation (DWBA) which
consistently accounts the effect of distortion of the projectile wavefunctions caused by the
electrostatic atom field and the exchange effects which arise from the indistinguishability
of the projectile and the target electrons. The resulting ionization cross sections have been
compared to available experimental data, to other theoretical calculations and to empirical
and semi-empirical formulas, showing that the DWBA provides a better description of re-
cent measurements. The fluorescence yield ω, defined as the probability that an ionized atom
emits a characteristic X-ray, is given by empirical fits of experimental data as a function of
the atomic number and the ionized shell. Some reliable databases exist that collect all these
data [118,119], and we decided to use the most recent one. Nevertheless, some uncertainties
still exists for low atomic number elements because the few experimental data obtained in
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that range quite differ from the tabulated data of the recent databases [120, 121]; we noticed
that for Z ≤ 8 the older database values for fluorescence yield are more consistent with
experimental data, for this reason we decided to integrate these values in the more recent
database. The X-rays mass attenuation coefficients µ/ρ are tabulated for all elements over
the energy range 0.05− 30 keV [122] and their values are considered very reliable because
they are based on a large quantity of experimental data and established theoretical calcula-
tions. The X-rays detection efficiency ε depends on the intrinsic detector energy response
and the detector window transmittance; these quantities depend on the characteristic X-ray
energy and nominal values are given by the detector manufacturer. Nevertheless, these val-
ues vary for each detector and they can also change with the aging of the instrument; for this
reason some uncertainty should be expected on this parameter.

6.3 Model validation

6.3.1 Uncertainty and sensitivity analysis

The model explained in Section 6.1 for the film mass thickness and composition evaluation is
sensible to the physical parameters accuracy; the estimation of τ and CF,k error bars requires
an uncertainty analysis, which consists in the propagation of the parameters error onto the
final output. Furthermore, a sensitivity analysis allows addressing the physical parameters
which contribute more to the measurement uncertainty, in order to pave the way to further
improvements in the future.

This task is carried out by the preparation (by the ns-PLD introduced in Section 3.1) and
characterization of 4 samples composed by a thick substrate (considered semi-infinite) and
a film. The samples compositions were chosen in order to cover a wide range of atomic
numbers (ZF = 6, 7, 8, 74; ZS = 14, 42): Sample 1 is composed of a compact metallic,
64 nm thick, Tungsten film and a metallic Molybdenum substrate, Sample 2 is composed of
a compact, 99 nm thick, Carbon film and a Silicon wafer substrate, Sample 3 is an amor-
phous, 102 nm thick, Tungsten film with Oxygen inclusions on a Molybdenum substrate and
Sample 4 is a porous amorphous, 135 nm thick, Tungsten, Oxygen and Nitrogen based film
on a Molybdenum substrate. K̃k,j ratios were calculated from EDS measurements of each
sample at different accelerating voltages; the measurement conditions were fixed to 120 s ac-
quisition time and we selected the K lines for Carbon, Oxygen, Nitrogen and Silicon, while
we used the sum of Lα and Lβ lines for Molybdenum and Mα line for Tungsten.

Firstly, a Monte Carlo uncertainty and sensitivity analysis (depicted in Figure 6.3a) is
carried out [123], using as inputs the experimental K̃k,j ratios measured from Sample 1 at
the accelerating voltages of 10, 20, 30 kV . We assume a gaussian distribution function
on physical parameters errors, with reasonable standard deviation values assumed from the
relative cited literature works and summarized in Table 6.1, and a Poisson distribution on
the K̃k,j ratios error; then we extract at each Monte Carlo iteration a different value for each
physical parameter following its error distribution, and we obtain different τ and CF,k values
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6.3. Model validation

at each iteration. With a sufficiently high number of iterations (in the shown case Nit = 200)
we achieve to find an uncertainty distribution on the output values and consequently we can
estimate the standard deviation, namely the error bar.

(a)

(b)

Figure 6.3: (a) Scheme of the Monte Carlo uncertainty analysis. (b) An example of variance decomposition
pie chart.

From the results of Table 6.1, it should be noted that higher accelerating voltage mea-
surements intrinsically have higher error values. Moreover, we carry out the output variance
decomposition in order to determine which physical parameters contribute more to the out-
put uncertainty. For example, in the case of Table 6.1, the parameters that contribute more to
the mass thickness error are the inelastic scattering cross section, which decreases with volt-
age, the ionization cross section and the fluorescence yield, which increase with accelerating
voltage; thus, to further improve the model, the accuracy of these three parameters should be
increased.

Moreover the Monte Carlo sensitivity analysis enables to estimate the linearity of the
model with respect to the errors; in the above mentioned case, we see that this factor is
always near 1 and we can reasonably conclude that the model error behaviour is quite linear.
This useful result can be exploited to simplify the uncertainty analysis, in fact in the linear
error models the partial derivative analysis can be carried out, which is simpler and faster to
perform compared to the Monte Carlo method. Thus, the error bars reported in the following
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Accelerating Voltage [kV ] 10 20 30
Output std. deviation [µg/cm2] 14.9 17.5 18.5
Model linearity 1.07 0.98 1.04
Variance Decomposition Assumed Relative Std Deviation
Elastic scattering CS 0.01 0.03 0.00 0.10
Inelastic scattering CS 0.50 0.15 0.11 0.20
Ionization CS 0.39 0.61 0.58 0.10
Fluorescence yield 0.03 0.14 0.11 0.05
Detector efficiency 0.06 0.02 0.13 0.05
Photon attenuation 0.01 0.04 0.07 0.025
Poisson uncertainty 0.00 0.01 0.00 0.01

Table 6.1: Results of the Monte Carlo uncertainty and sensitivity analysis (Nit = 200) carried out with inputs
from Sample 1, with accelerating voltage equal to 10, 20, 30 kV . On the last column the assumed relative
standard deviations on the parameters are shown (CS stands for cross section).

Accelerating Voltage [kV ] 4 5 6 8 10 12 14 16
Output std. deviation [µg/cm2] 2.1 2.5 2.8 3.7 4.1 4.8 4.5 5.9
Variance Decomposition
Elastic scattering CS 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.05
Inelastic scattering CS 0.77 0.58 0.50 0.37 0.42 0.40 0.33 0.11
Ionization CS 0.14 0.23 0.31 0.43 0.35 0.39 0.37 0.35
Fluorescence yield 0.04 0.07 0.09 0.09 0.10 0.09 0.11 0.18
Detector efficiency 0.04 0.07 0.09 0.09 0.10 0.09 0.11 0.18
Photon attenuation 0.00 0.02 0.01 0.01 0.01 0.01 0.05 0.11
Poisson uncertainty 0.00 0.02 0.01 0.01 0.02 0.02 0.02 0.02

Table 6.2: Results of the partial derivative variance decomposition analysis, carried out with inputs from
Sample 2.

figures are obtained with this method. In order to confirm the results of the Monte Carlo
variance decomposition we carry out the partial derivative variance decomposition also on
Sample 2. The results, summarized in Table 6.2, confirm that the errors increase with the
measurement accelerating voltage; in addition it should be noted that also in this case the
parameters which are more significant for the error generation are the inelastic cross section,
the ionization cross section, the detector efficiency and the fluorescence yield. In addition,
we see a strong correlation of the increasing uncertainty with the ionization cross section, as
the Monte Carlo analysis highlights for the case of Sample 1. For this reason we expect that
increasing, with new measurements and better models, the accuracy of the ionization cross
section will result in a strong improvement of the new technique.

6.3.2 Experimental benchmarking

The new technique is experimentally validated by the comparison of measurements with
other standard and reliable techniques. The 4 prepared samples were characterized (film
mass thickness and compositions) with standard techniques, namely the EDS for the compo-
sition measurements (carried out at 5 kV ) and the X-Ray Reflectometry (XRR) and standard
weighting techniques for the mass thickness evaluation. In particular the XRR is a standard
technique which enables to calculate with high accuracy the electronic density and the thick-
ness of planar thin films and it consists in the collection of monochromatic X-rays reflected
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by the multilayer sample.
In order to validate the technique reliability we made EDS measurements at many values

of accelerating voltage for each sample and we collected the results in Figures 6.4, 6.5, 6.6.
For the Samples 1, 2, 3 (Figures 6.4, 6.5) we used the XRR technique measurements as a
benchmark thanks to its high precision and the data reported on the abscissa is the mass
thickness, while for Sample 4 we used a standard weighting procedure, because the high
roughness of this sample prevents the use of XRR, and the reported data in the abscissa is
the density; because the new technique enables to retrieve the mass thickness, the density
was calculated by ρ = τ/t, where the film thickness t was measured with cross section SEM
image.

Figure 6.4: Figure (a) shows the mass thickness of Sample 1 (Tungsten, 64 nm thick, film onto Molybdenum
substrate), measured by our method (points in blue) at different accelerating voltages, and by the XRR
(line in black). Figure (b) shows the mass thickness of Sample 2 (Carbon, 99 nm thick, film onto Silicon
substrate), measured by our method (points in blue) at different accelerating voltages, and by the XRR (line
in black). On the graphs the mean value obtained by our method, the mean value of its error bars, the value
measured by XRR and its error are displayed.

All the measured samples prove that the new method mass thickness measurements agree
with the benchmarks inside the error bars, calculated with the uncertainty analysis. We see
that at low voltages measurements there is a correlation between the mass thickness and
the accelerating voltage and we believe that it is caused by the effect of the inaccuracy of
inelastic cross sections at low energy values; this point is justified by the fact that at low
voltages the sensitivity analysis shows a prevailing role in error generation by this physical
parameter (see Table 6.1 and 6.2). Nevertheless all the measurement fluctuations with respect
to the accelerating voltage are all less then the error bars; accordingly, it is reasonable to
state that the new technique can be used, at the limit, with only one accelerating voltage
measurement, as opposed to other EDS-based methods which need many voltages to obtain
accurate results. The mass thickness errors, calculated by the uncertainty analysis, show
lower absolute values for the case of Sample 2 with respect to the other ones. This effect is
probably caused by lower values of accelerating voltages used for Sample 2 characterization
(as explained in Section 4.1, the error slowly increases with the accelerating voltages), and
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Figure 6.5: Figure (a) shows the mass thickness and figure (b) the composition of Sample 3 (Tungsten with
Oxygen inclusions, 102 nm thick, film onto Molybdenum substrate), measured by our method (points in
blue and orange) at different accelerating voltages, and by the XRR (line in black) and EDS (blue and
orange dashed lines). On the figure (a) the mean value obtained by our method, the mean value of its error
bars, the value measured by XRR and its error are displayed.

Figure 6.6: Figure (1) shows the density and figure (b) the composition of Sample 4 (Tungsten with Nitrogen
and Oxygen inclusions, 135 nm thick, film onto Molybdenum substrate), measured by our method (points
in blue, orange and yellow) at different accelerating voltages, and by the standard weight measurement (line
in black) and EDS (blue, orange and yellow dashed lines). On the figure (a) the mean value obtained by our
method, the mean value of its error bars, the value measured by XRR and its error are displayed.

by the lower mass thickness of the film (lower by a 1/5 factor with respect to the other
samples). In all the cases, the mass thickness errors are higher by at least of one order of
magnitude with respect to XRR errors, but it should be taken into account that the method
does not suffer from limitations due to film roughness, as for the case of Sample 4 which
could not be characterized by XRR; in addition, our technique enables to retrieve at the
same time the film composition, which is not determined by XRR. Moreover, we point out
that the error bars values lie in the range 2 − 20 µg/cm2, in all the shown cases. This
value is comparable to the resolution of nuclear standard techniques (∼ 10 µg/cm2) such
as Rutherford Backscattering Spectrometry (RBS) [124] and Time Of Flight – Elastic Recoil
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Detection Analysis (TOF-ERDA) [125]. Finally, it should be noted that the composition
measurements of Sample 3 and 4 (Figures 6.5 and 6.6) are in agreement with the standard
EDS composition measurement within few percentage points. Nevertheless, there are some
little deviations from the benchmark for higher accelerating voltage values; the variance
decomposition analysis (data not shown) indicates that, also in this case, the ionization cross
section increases with the accelerating voltage and it is responsible for about the 50% of the
error. In addition, we observe that the errors are higher for the Sample 4 with respect to
Sample 3, probably for the higher number of elements in that film. Thus, we believe that the
knowledge of the ionization cross section parameter should be enhanced in order to finely
characterize the composition of films with a large number of elements.

6.4 Application to the nanofoams characterization

Finally the new technique is applied to the nanofoam characterization, in particular a new
tools is exploited: the mapping of mass thickness and composition. A Carbon nanofoam is
deposited onto a Silicon substrate with a mean density near 20 mg/cm3 and a mean thick-
ness of 5 µm; this CNF is featured by with a very high roughness (± 3 µm over the µm
lateral scale), which makes this kind of material very difficult to characterize with standard
techniques, such as XRR or high sensitivity balances, as introduced in Section 3.2.

The capability of measuring EDS map from a surface over a grid is exploited to retrieve
two-dimensional profiles of K̃k,j ratios with a fixed accelerating voltage value (5 kV ), which
are used, through our method, to retrieve a film mass thickness and composition maps. Fig-
ure 6.7 shows the mass thickness and composition measurements in comparison with the
relative SEM image; it should be observed that the method enables to obtain a mass thick-
ness map (with pixel dimension equal to 300 nm) which is in agreement with the qualitative
information given by the electron microscope image. As the mass thickness map highlights
the film roughness features, we can consequently state that the EDS measurement resolves
the film mass thickness variation over the pixel scale; this means that the film respects the
hypothesis of slowly varying mass thickness along the transversal direction. This innovative
capability is quite important for the application to DLTs in the laser-driven ion acceleration
field, because it enables to quantify the film uniformity, which is an important property in
the laser-nanostructure interaction (see Section 5.2).

Another interesting feature is relative to the nanofoam chemical composition, from EDS
both Carbon and Oxygen signal is measured and the new method enables to reconstruct
the composition map along the transversal direction. In Figure 6.7c it is represented the
nanofoam Carbon atomic fraction map; the mean Carbon concentration is about 80%, nev-
ertheless it is observed a higher Oxygen fraction (which is the complementary of the Carbon
one) where lower mass thickness is measured. This measurement can be interpreted with the
following argument: the foam, thanks to its porosity, adsorbs atmosphere gas into its matrix;
where the nanostructure is more open, the density is lower and consequently also the mass
thickness and in these positions the more porous material allows for a higher adsorption.
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Chapter 6. Advancements in the nanofoams characterization

Figure 6.7: Figure (a) shows a SEM image of a Carbon nanofoam film. Figure (b) shows the film mass
thickness map and figure (c) the Carbon atomic fraction map retrieved with the EDDIE software in the
measurement condition of 5 kV accelerating voltage and 300 nm pixel dimension. The spatial resolution
is sufficient to highlight the high roughness feature of the film.

EDDIE software was used also to characterize ns-PLD-produced foams with different
process parameters, in order to build a database useful to deposit near-critical materials with
controlled and proper characterized mean density and thickness. Firstly, the ns-PLD laser
parameters are fixed to 150mJ energy on target and 3.4mm spot diameter to obtain a fluence
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Figure 6.8: EDS-measured foam mean density (orange, right ordinate) and SEM-measured mean thickness
(blue, left ordinate) as function of the deposition time. Pulse energy is fixed to 150 mJ , spot diameter to
3.4 mm and Argon ambient gas pressure to 700 Pa.

Figure 6.9: EDS-measured foam mean density as function of the Argon gas pressure. Pulse energy is fixed to
150 mJ , spot diameter to 3.4 mm and deposition time to 5 minutes.

on target equal to 1.65 J/cm2; Argon is used as ambient gas with relatively high pressure
equal to 700 Pa. Within these conditions nanofoam is produced with different deposition
time (see Figure 6.8); it is observed that the mean density (roughly equal to 12.5 mg/cm3)
does not depend on the deposition time, while the thickness increases linearly with time.
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Chapter 6. Advancements in the nanofoams characterization

Figure 6.10: EDS-measured foam mean density as function of the pulse energy. Pulse spot diameter is fixed
to 3.4 mm, deposition time to 5 minutes and gas pressure to 500 Pa (in blue) and 700 Pa (in orange).

Conversely, if all the above-mentioned parameters are fixed and the ambient gas pressure
is changed (with 5 minutes as deposition time), a large density variation is observed in Figure
6.9. In detail, by changing the pressure from 60 Pa to 1000 Pa, the density sensibly drops
from 165 mg/cm3 to 9 mg/cm3, which is about 1.5 the critical density. Nanofoams can
therefore be produced with a mean density range over one order of magnitude by simply
regulating the gas pressure. It is also noticed that at high gas pressure the foam density tends
to reach a plateau, which suggests that increasing further the Argon pressure is not a viable
route to reduce further this foam property.

Finally, a last parametric scan with respect to the pulse energy is carried out. The pressure
is fixed to 500 Pa and 700 Pa, the deposition time to 5 min while the pulse energy is
changed from 110 mJ to 170 mJ ; the results, shown in Figure 6.10, highlight also a energy
dependence onto the laser pulse energy (with fixed spot size), with lower density values
obtained at lower energy. It should be pointed out that the ns-PLD Q-switch laser, present at
the NanoLab, is not able to generate pulses with energy values lower than 110 mJ , hence it
is not possible to observe if a plateau is reached with the energy as observed for the pressure
scan.

In conclusion, this chapter describes the new method for film mass thickness and com-
position evaluation, and its application to nanofoams. A new capability to measure two-
dimensional map can be useful to quantify the nanostructure uniformity, while the more
accurate density measurement allowed to build a little database for ns-PLD-produced foams
mean density, which can be realized from 1.5 nc to 30 nc by tuning the ambient gas pressure.
Lower values of density are still not simply achievable; for this reason, a deep study onto
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the nanofoam growth process is needed in order to better control the deposition process. The
next chapter deals with this investigation and propose a new method to tune the foam density.
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CHAPTER 7

Investigation on the nanofoam growth process

In this chapter the investigation on the ns-PLD-produced nanofoam growth process is de-
scribed. The main aim of this study is to understand if the aggregation happens on the
substrate surface or during the plasma plume expansion in the vacuum chamber. Secondly,
the gained insights are used to obtain a better control on the nanofoam properties (i.e. density
and uniformity).

Section 7.1 reports several experimental results from a PLD deposition campaign and
proposes an interpretation of these with the so-called Snowfall-like growth model. It also
introduces a new parameter to tune the foam density and uniformity, namely the laser Repe-
tition Rate (RR); this new degree of freedom would allow enlarging the nanofoam properties
space in the future.

In Section 7.2 the Snowfall-like model is used to justify the Diffusion Limited Cluster-
Cluster Aggregation (DLCCA) model (Section 5.1); the DLCCA structure is compared to
the real one both in a qualitative and quantitative way. A brief analysis also allows extracting
informations about the materials features and the production limitations.

7.1 Snowfall-like growth model

7.1.1 First stages nanofoam growth

To study the nanofoam aggregation mechanism a first experimental investigation on the first
stages growth is carried out. It consists in the deposition of samples with fixed PLD pa-
rameters (150 mJ pulse energy, 1.65 J/cm2 fluence, 700 Pa Argon) and variable depo-
sition time; differently to the scan presented in Section 6.4, the time is chosen in order
to have few laser shots and little deposited mass on the substrate. In particular, the PLD
laser operates normally at 10 Hz repetition rate, therefore to have number of shots equal to
Ns = 5−10−20−50−100−200, the deposition time is set to tdep = 0.5−1−2−5−10−20 s.
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Chapter 7. Investigation on the nanofoam growth process

Some of these produced samples are represented in Figure 7.1; the observed first stages
foam growth is featured by the presence of separated micrometric aggregates which, at higher
times, coalescence into a continuous film. These aggregates are composed by 10 − 20 nm

nanoparticles, as introduced in Section 3.1, and show a fractal structure (see Figure 7.2a).
This fractal-like structure is frequently observed in colloids aggregates [126]; this resem-
blance enables to exploit all the yet-developed tools to analyse and describe them. First of
all, fractal aggregates are scale invariant which means that, within proper limits, the struc-
ture appears the same over a wide range of scales. This concept can be written by a simple
mathematical description, introduced by Hausdorff [127]:

N = k0

(
Rg

a

)Df
(7.1)

Where N is number of particles with a radius, k0 is a proportionality constant in the order
of unity, Rg is the so-called gyration radius which quantifies the mean aggregate dimension
(it is defined as R2

g = 1/N2
∑N

n=1 |rn − rcm|2, with rn the NP position vector and rcm the
centre of mass vector), while Df is the Hausdorff number, also commonly called fractal
dimension. This last parameter can be measured by several techniques, such as light scat-
tering [128] or by the analysis of TEM/SEM images [129]; here the calculation of the so
called Structure Factor S from SEM images is used to estimate Df . S(q) is the square of
the Fourier transform of the density distribution of the aggregate; thus it is the q-space (re-
ciprocal space with units of the length-inverse) description of the structure. Experimentally
it describes scattered intensity as a function of scattering angle [128]. The crucial property
of the structure factor for fractals is that:

S(q) = 1, qRg < 1

= C(qRg)
−Df , qRg > 1 (7.2)

Where C is a proportionality constant. Thus, Equation 7.2 enables to calculate the fractal
dimension of a single aggregate by taking the square of the Fourier transform of a SEM
image, sum the intensity of it at the different radial directions (which is the so-called Power
Spectrum) and calculating the exponent of the power fit. An example of the above calculation
is given in Figure 7.2b; here, the estimated fractal dimension is equal to 1.87 which is a
typical value for Diffusion Limited Cluster-Cluster Aggregation structures.

As described in Section 5.1, the DLCCA structure is generally formed from particles im-
mersed in a fluid, undergoing to Brownian motion; in this context the only similar condition
is given by NPs moving into the vacuum chamber ambient gas (700 Pa of Argon in this
case). This suggests that the fractal aggregates are formed in the vacuum chamber and they
later land onto the substrate with a mechanism similar to a snowfall: within this analogy,
the fractal aggregate (the snowflake) increases its size by clustering of smaller nanoparticles
(supercooled water droplets) while is free to float in a nanoparticle-rich atmosphere (super-
saturated air masses); then, the nanofoam film (the snow blanket) grows because the DLCCA
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aggregates (the snowflakes) deposit onto the substrate and stick together.
This Snowfall-like model is supported by several evidences, for example the tilted SEM

image of Figure 7.2c shows three-dimensional features which could be difficulty explained
by a surface aggregation, while they are predicted by an in-flight formation.

Figure 7.1: Evolution of nanofoam aggregates against the ns-PLD laser shots number; deposition parameter
were 700 Pa pressure, 150 mJ pulse energy and 1.65 J/cm2.

To additionally test this model an analysis onto the aggregates is carried out with respect
to the different laser shots number samples. The area A of the single aggregate is calculated
by the binarization of SEM images and the calculation of the number of the illuminated pix-
els; the equivalent radius, which is an estimation of Rg, is found by Req =

√
A/π. By doing

this procedure for many aggregates from several SEM images an equivalent radius distribu-
tion is found, as shown for example in Figure 7.3a, for each of the above-mentioned shots
number series. The results, represented in Figure 7.3b, show that at increasing laser shots
number the aggregates mean radius is quite constant while the substrate coverage grows ini-
tially linearly and then tends to saturates, due to the coalescence of fractals into the foam
structure. Again, this observation is well explained by the snowfall-like model, where aggre-
gates with fixed dimension are formed in-flight and then deposited on the substrate surface.

7.1.2 Aggregates dimension and nanofoam properties

Since the snowfall-like model is reasonably confirmed, a question naturally arises: what the
aggregates dimension depends on?

This question could be reformulated in a more proper form, due to the demonstration in
the literature [130] that the gyration radius increases with the aggregation time τagg: which
is the fractal aggregation characteristic time?
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(a) (b)

(c)

Figure 7.2: (a) SEM image of a single aggregate. (b) Structure factor of the aggregate of figure (a); the power
fit expontent is reported on the graph. (c) SEM image of several aggregates, taken with 25◦ tilt angle.

(a) (b)

Figure 7.3: (a) Normalized aggregates size distribution against the equivalent radius. (b) Evolution of aggre-
gates mean size and substrate coverage against the shots number.

To answer this question two additional deposition series are realized; the first with fixed
parameters and variable target-to-substrate distance and the second with variable shot-to-
shot time (inverse of the RR) and the aggregates dimension in each condition is recorded.
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The results are therefore compared to the literature theoretical predictions, in particular to
the power law dependence valid for pure DLCCA aggregation, which reads:

Rg ∝ τagg
b (7.3)

Where the b exponent is theoretically equal to 1/Df ∼ 0.54. These new investigations
aim in particular at observing the mean fractal gyration radius as a function of the different
variables to find what is the aggregation time dependent on.

A reasonable hypothesis is to consider the characteristic time equal to the flight time
τflight (in which the aggregates travel from the target to the substrate). Accordingly, this
time should be dependent on the target-to-substrate distance dtts; considering the increase of
mass of the fractals during the aggregation and the decreasing speed of the plume expansion,
τflight should increase more than linearly with the travelled distance. We can approximate
this effects with a power law τflight ∝ dtts

c, with c > 1. Substituting τflight into Equation
7.3 we find that Rg ∝ dtts

bc (bc > 0.54); this theoretical finding must be compared with
experimental results to test the hypothesis.

Figure 7.4a shows the mean equivalent diameter as a function of the target-to-substrate
distance dtts: the mean aggregate dimension depends weakly on this variable (Rg ∝ dtts

0.14),
on the contrary the total substrate coverage remarkably reduced with dtts. The fact that the
theoretical prediction is highly incompatible with the experimental observations, demon-
strates that the aggregation time can’t be represented by the flight time.

Conversely, it is noticed in the shot-to-shot time τsts experimental series (see Figure 7.4b)
that Rg ∝ τsts

0.27, which is a value more in agreement with the theoretical prediction. The
fact that the mean fractal radius depends in a clear way on the laser RR, suggests that the DL-
CCA mechanism takes place into the ambient gas with a complex succession of phenomena:
the laser pulses release in the vacuum chamber atmosphere a large amount of nanoparticles
which reach a stable concentration, determined by the pumping flow and the NPs generation
rate. When a laser pulse interacts with the target, it generates a strong shock wave in the
ambient gas which forces large part of the aggregating fractals to land onto the substrate and
releases new NPs in the atmosphere.

This picture is highly qualitative and it doesn’t consider complex effects as the transport
details, the variable NPs concentration in the vacuum chamber, the possible convective phe-
nomena; this could be a reason for the deviation of the experimental exponent value from the
theoretical one.

Despite this non-exhaustive interpretation, the mean gyration radius dependence onto the
laser shot-to-shot time opens a new route to control the nanofoam film properties. Indeed,
since the foam structure is formed by DLCCA aggregates, their properties determine the film
ones, as the mean density and uniformity.

Exploiting Equation 7.1, we can estimate the mean density of the single fractal:

ρagg =
NmNP

R3
g

=
k0m

rNPDf
Rg

3−Df (7.4)
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Chapter 7. Investigation on the nanofoam growth process

(a) (b)

Figure 7.4: (a) Dependence of aggregates mean size and substrate coverage against the target-to-substrate
distance. (b) Dependence of aggregates mean size and substrate coverage against the shot-to-shot time.

Where mNP is the nanoparticle mass. Equation 7.4 indicates that larger fractals are fea-
tured by lower density; consequently, we expect also lower density foams ρnf in this condi-
tion. At the same time it is reasonable to assume that the nanofoam uniformity characteristic
length is given by Rg, which means that lower material density also results in a higher dis-
uniformity.

Figure 7.5: SEM images (left side) and EDS density maps (right side) of two Carbon nanofoams deposited
with τsts = 1 s (top) and τsts = 0.1 s (bottom). Each deposition is performed with 7000 shots, Argon
pressure of 1000 Pa, laser fluence 2.1 J/cm2, target to substrate distance 4.5 cm.

This argument is tested by producing nanofoams with fixed parameters (200 mJ pulse
energy, 2.1 J/cm2 , 1000 Pa Argon, 7000 laser shots) and RR equal to 10 Hz and 1 Hz,
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7.2. Virtual nanofoam structure validation

τsts [s] R̄expeq [nm] N̄ [Eq. 7.1] ρexpnf [mg/cm3] ρDLCCAnf

[mg/cm3]
1 396 ∼ 900 14.3 13.4
0.1 247 ∼ 400 18.7 21.3

Table 7.1: Nanofoam aggregates parameters (equivalent radius R̄expeq and size N̄ ) in different deposition con-
dition are reported with the relative measured (ρexpnf ) and simulated (ρDLCCAnf ) mean density.

corresponding to τsts = 0.1 − 1 s respectively. The produced films and the relative mass
density maps (retrieved with EDDIE, see Section 6.4) are reported in Figure 7.5. The im-
ages indicates that the higher τsts involves a more porous yet disuniform material (ρnf =

14.3 mg/cm3); conversely, lower shot-to-shot time allows increasing the film uniformity at
the cost of a higher mean density (ρnf = 18.7 mg/cm3).

It should be pointed out that this new method to control the foam density and uniformity
could be exploited in the future, combined with the standard methods of Section 6.4, to
further enlarge the deposited material parameters space.

7.2 Virtual nanofoam structure validation

Experimental results presented in the previous Section suggest that the DLCCA mechanism
represents a satisfactory description for the fractal aggregates formation, which are the build-
ing blocks of the nanofoam. The hypothesis underling the algorithm described in Section 5.1
are therefore justified. To further verify the goodness of the resulting virtual structure, it is
compared to the real nanofoam in terms of visual resemblance and mean density.

The DLCCA algorithm is used to produce fractal aggregates which are deposited in the
nanofoam virtual structure box; the fractals size (i.e. number of particles N ) is chosen ran-
domly from an exponential distribution with mean size N̄ . This size is experimentally fixed
by the measurement of the mean equivalent radius of SEM images and by the inversion of
fractal scaling law (Equation 7.1) with Df = 1.85, k0 = 1 and rNP = 10 nm. Table 7.1
reports the N̄ values for two of the nanofoams described in the previous Section, in particular
the ones of Figure 7.5: the foam produced with τsts = 1 s has an experimental equivalent
radius of about 400 nm which corresponds to fractals with mean size N̄ ∼ 900; on the other
hand, the τsts = 0.1 s deposition shows a R̄eq ∼ 250 nm equivalent to N̄ ∼ 400.

The two corresponding virtual foams with these size numbers are generated in a box
with size 20 µm × 20 µm × 20 µm. 2000 fractal aggregates are generated and deposited
for both the conditions. The final structures are rendered by the software Ovito [131] and
represented in Figure 7.6, where they are compared to the corresponding SEM images. From
the qualitative point of view the resemblance is sufficiently satisfactory, since not only the
fractal structure is reconstructed, but always the mesoscale differences are reproduced. For
example, the τsts = 0.1 s nanofoam is featured by a more uniform structure both in the
experimental and virtual images.

Additionally, a quantitative analysis is carried out: the DLCCA nanofoam structure mean
density ρDLCCAnf is calculated and compared to the experimental one. To calculate ρDLCCAnf
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Chapter 7. Investigation on the nanofoam growth process

(a) (b)

(c) (d)

Figure 7.6: Comparison of the real and simulated nanofoams. Figure (a) and (c) show the SEM images of the
nanofoams of Figure 7.5, produced with τsts = 1− 0.1 s respectively. Figure (b) and (d) show the DLCCA
foam structure produced with the parameters of Table 7.1 and rendered with Ovito software. All the images
are sized 20 µm × 20 µm.

we take the ratio of the mass of the single NP (mNP ) multiplied for the number of particles
in the box Ntot, over the structure volume V : ρDLCCAnf = Ntotm/V . It is more convenient to
express this relation by normalizing the lengths to the particles diameter 2rNP , which reads:

ρDLCCAnf =
Ntot

(D/2rNP )2(h/2rNP )
ρNP (7.5)

Where ρNP is the nanoparticle mean density, generally slightly inferior of the bulk one
(e.g. for Carbon we take ρNP = 2 g/cm3) and h is the nanofoam thickness. Equa-
tion 7.5 solution is not as straightforward as it seems because the DLCCA foam thick-
ness is not well defined. To show this point the local number density n(x, y, z) is inte-
grated along the transversal directions to obtain the mean density profile along the heigh z,
σnf (z) = ρNP

∫ D/2rNP
0

∫ D/2rNP
0

n(x, y, z)dxdy; this function is represented in Figure 7.7a
for the two DLCCA foams. It is observed that this profile is not featured by a clear cut-off,
hence the thickness is not determined in a trivial way; by convention we define the structure
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7.2. Virtual nanofoam structure validation

thickness as h = 2ZHM , where ZHM is the nanofoam half-maximum thickness which meets
the following condition σnf (ZHM) = 0.5 max(σnf ).

(a) (b)

Figure 7.7: (a) Local density profiles σnf (z) for the DLCCA structures shown in Figure 7.6b, mean size
N̄ = 400 (blue line), and Figure 7.6d, mean size N̄ = 400 (orange line). The dashed lines mark the
half-maximum thickness. (b) DLCCA structure mean density ρDLCCAnf as a function of the half-maximum
thickness; the different points are obtained by calculating ρDLCCAnf and ZHM for different number of de-
posited aggregates (from 100 to 2000 with steps of 100). The blue and orange points refer to N̄ = 400 and
N̄ = 900 respectively.

Using this method the DLCCA structure mean density is retrieved for increasing number
of deposited fractal aggregates in steps of 100 and showed in Figure 7.7b. It is observed
that the calculated values increase with the number of aggregates (and consequently also
the thickness h) to reach a saturation value, which is the one reported in Table 7.1; this is
due to the initial deposition of separated aggregates onto the substrate, which coalescence at
increasing number of deposited units to form a continuous film.

It is worth mentioning that the retrieved values for ρDLCCAnf are in agreement with the
experimental ones within a 15% of error, which is a good results considering all the used
approximations (for example, the gyration radius is approximated by the equivalent radius)
and the experimental errors in measurement of the mean density and the equivalent radius
distribution. This is another strong indication that the DLCCA structure is a satisfactory
model of the nanofoam and it can be reasonably exploited in the PIC simulations, as done in
Chapter 5.

Finally, thanks to the DLCCA model validation, some useful considerations onto the
structure can be drawn. Firstly, the nanofoam is featured by an intrinsic slope in the density
profile due to the fractals deposition (see Figure 7.7a), with the maximum values near the
substrate; this feature could be beneficial for laser-plasma interaction, in particular if the
foam is pre-uniformed by a proper per-pulse, because the low density at the top should
reduce the pulse reflection at the start of the interaction and induce a strong self-focusing
at higher propagation lengths. Secondly, it should be noticed from Figure 7.7b that the
density saturation thickness (or the film-formation thickness) changes with the aggregates
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Chapter 7. Investigation on the nanofoam growth process

mean gyration radius (about 1 µm for the R̄g ∼ 250 nm case and roughly 2.5 µm for the
R̄g ∼ 400 nm) with a not linear law. This effect imposes that a minimum foam thickness
must be produced if a ’continuous’ film is wanted; larger is ρnf , lower is this minimum
thickness, as well higher the uniformity. These are important consequences to consider when
the near-critical layer of a DLT is experimentally produced, since a trade-off between the
theoretical optimal density and thickness and the experimentally achievable ones must be
reached.
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CHAPTER 8

Production of nanofoams by Pulsed Femtosecond

Laser Deposition (fs-PLD)

This chapter describes the preliminary work in the nanofoams production with an innovative
technique: the ultrafast Pulsed Laser Deposition. This consists in a PLD which exploits
ultrashort laser pulses (τ < 100 fs) to ablate a target and deposit materials onto a substrate
into a vacuum chamber; for this reason this technique is also referred as fs-PLD.

Fs-PLD experimental apparatus was implemented during this PhD thesis project; the tech-
nical characteristic are reported in Section 8.1. This Section also deals with the production of
CNFs with fs-PLD and with their comparison with the standard ones produced by ns-PLD;
in particular, it is shown that, thanks to the technique peculiarities, more fractal and porous
structures can be realized and, consequently, lower mean densities can be achieved, keeping
at the same time higher levels of uniformity.

On the other hand, Section 8.2 introduces the fs-PLD capability to generate nanofoams
with controllable elemental composition; Carbon, Tungsten and Copper nanostructures are
showed and the morphological differences are discussed with respect to the nanoparticles
properties.

8.1 Comparison between fs- and ns-PLD Carbon nanofoams

During this PhD project a fs-PLD technique was implemented. The technique is based on
two principal systems: an ultrafast laser source and an automated vacuum chamber. The first
is a commercial CPA Ti:Sapphire laser (Coherent Astrella), which generates short pulses
with temporal duration of about 80 fs, energy 5 mJ and 1 kHz repetition rate. The vacuum
chamber is pumped with a double stage (scroll and turbo-molecular pumps) and it allows
controlling the ambient gas pressure and moving the substrate and target positions with an
automated system. A scheme of the controllable parameters is reported in Table 8.2 and an
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Chapter 8. Production of nanofoams by Pulsed Femtosecond Laser Deposition (fs-PLD)

Chamber pressure [Pa] Pulse energy [mJ] Intensity [W/cm2] Fluence [J/cm2]
Min 10−4 0.1 ∼ 0 ∼ 0
Max 105 5 2 · 1016 1.5 · 103

Table 8.1: Table summarizing the controllable parameters (with the inferior and upper values) of the Nanolab
fs-PLD.

image of the experimental apparatus in Figure 8.1.

Figure 8.1: Image of the Nanolab fs-PLD setup. The blue box marks the interaction vacuum chamber, the red
box the Astrella fs laser.

Ultrafast laser ablation has unique properties in terms of laser-target interaction which
distinguishes it from the standard ns-duration one. The pulse temporal duration is lower than
the typical ions motion characteristic time (tens of ps); for this reason the electromagnetic
energy is transferred primarily to the target electrons and later, at end of the laser-target
interaction, the energy is given to the material lattice through electron-phonon collisions,
as opposite to the ns regime where the electron and ion populations have enough time to
thermalize.

In the ultrafast regime the nanoparticles synthesis is particularly favoured, also in absence
of an ambient gas atmosphere, in contrast of the ns-regime where NPs are formed by gas
condensation, favoured by a slight ionization [67]. A currently accepted model suggests that
nanoparticles are generated in the fs-regime by the following mechanism [132, 134]: since
the laser is absorbed by the superficial electrons, it is quite reasonable to assume that, im-
mediately after the end of the fs pulse, the surface region reaches high temperatures with
almost constant density. This is depicted in Figure 8.2 in a thermodynamic (ρ, T ) diagram;
the condition for different depth layer of the target, after the pulse end, is represented by
the vertical line (ρ0, T0). For increasing time, the material at the plasma state starts to ex-
pand adiabatically, reducing the temperature and density. Different initial conditions, which
refer also to different depths, result in different thermodynamic paths, shown schematically
in Figure 8.2; path 1 is characterized by a very high temperature and the plasma plume ex-
pansion never reaches the binodal curve. Along this path the plasma recombines into an
atoms vapour. Conversely, nanoparticles are preferentially formed along the path 3, where
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8.1. Comparison between fs- and ns-PLD Carbon nanofoams

(a)

(b)

Figure 8.2: (a) Schematic (ρ, T ) diagram with the various domain boundaries (solid S, liquid L and vapour V).
CP and TP are the critical and triple points. The lines 1–3 show the various symbolic adiabatic trajectories
for various initial temperature T0 conditions. From [132]. (b) Ablated Carbon clusters mass (low mass,
1−29 atoms; high mass, 30−550 atoms) as a function of the laser fluence. The curves were obtained from
the ToF spectra by appropriate transformation. From [133].

the spinodal curve is intercepted; indeed, at this threshold infinitesimally small fluctuations
in composition and density will lead to phase separation via spinodal decomposition.

This simple yet effective model predicts a higher NPs synthesis, with respect to the vapour
phase, for relatively low laser fluence, where path 3 is followed for all the target depth layers.
In particular, in Reference [132] the highest amount of nanoparticles production is obtained
for fluence lower than about 0.2 J/cm2 for a Titanium target, while in Reference [133] a
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Chapter 8. Production of nanofoams by Pulsed Femtosecond Laser Deposition (fs-PLD)

large fraction of high mass Carbon clusters (30 − 550 atoms) over low mass ones (1 − 29

atoms) is reported in the fluence range 0.07 − 0.3 J/cm2 (see Figure 8.2b). It was also
demonstrated [135] that for Carbon target, the plasma plume is always composed of three
different populations with atoms flying in front of the plume, followed by the C3 radicals
and then by a low-velocity population of Carbon clusters; at a laser fluence of 0.1 J/cm2 the
plume is composed principally of clusters, while increasing it to 3 J/cm2 has the effect of
producing more radicals and atoms.

It should be pointed out that nowadays no experimental results have been still reported
onto the fractal nanofoam deposition onto a substrate, by fs laser ablation of a target; even
if some recent work succeed in realising silica foams directly onto the irradiated target (e.g.
a glassy nanofoam from a glass target [136]). For this reason we decided to exploit the great
fs-PLD control over the NPs production to deposit Carbon nanofoams into an ambient gas
atmosphere.

In the nanofoam deposition framework the NPs formation conditions are of high im-
portance, since the Snowfall-like model (see Chapter 7) demonstrated that large number of
particles results in bigger fractal aggregates and in more porous nanostructures; in order to
maximize the NPs synthesis with respect to the atomic/little clusters phase, we chose to fix
the fluence to 0.11 J/cm2, using 5 mJ of pulse energy and 2.4 mm as spot diameter. The
Snowfall-like model also indicated that a great role is played by the chamber atmospheric
condition, because the aggregation of the nanoparticles is due to the Brownian motion, me-
diated by the collisions with the gas atoms. We therefore set in the chamber an Argon gas
atmosphere, with variable pressure values.

(a) (b)

Figure 8.3: SEM images of Carbon nanofoams deposited by fs-PLD, with 0.11 J/cm2 fluence and 50 Pa (a)
and 100 Pa (b) Argon pressure.

Carbon nanofoams are successfully deposited in an Argon atmosphere with different pres-
sures (50, 60 , 80, 100, 120 Pa), fixing the target-to-substrate distance to 7 cm and the de-
position time to 5 min. Two of them (50 and 100 Pa) are represented in the SEM images of
Figure 8.3, where the typical nanofoam fractal structure can be appreciated.

The mean density is measured through the EDS method (see Chapter 6) and it is reported
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8.1. Comparison between fs- and ns-PLD Carbon nanofoams

in Figure 8.4 against the Ar pressure. The so-produced CNFs are featured by density values
well below the bulk one, even lower than the critical density threshold, which is a non-
achievable result for the standard ns-PLD. Indeed the in the figure the measurements are
compared to the ones of ns-PLD nanofoams (reported in Section 6.4); the fs-PLD enables
to deposit less dense materials at even lower Ar pressure. It should be also observed that
in both the regimes at low pressure values (< 100 Pa for fs-PLD, < 200 Pa for ns-PLD)
the density points are aligned in the double logarithmic chart; this indicates that the density
depends with a power law on the gas pressure ρnf ∝ p−b, where the higher slope is seen for
the fs technique. After the above-mentioned pressure threshold the mean density tends to
saturate to a plateau value which is almost two times higher for ns- to fs-PLD (9 mg/cm3

vs 5.1 mg/cm3). We point out that the two trends are qualitative similar, thus we suggest
that the aggregation phenomenon, even if it develops under very different regimes, is quite
similar.

Figure 8.4: EDS-measured Carbon nanofoam mean density as function of the Argon gas pressure. Blue dots
refer to foams produced with ns-PLD with 1.65 J/cm2 pulse fluence and 5 min of deposition time, while
orange dots to fs-PLD with 0.11 J/cm2 laser fluence and 5 min deposition time. The critical density value
for fully ionized Carbon is marked with the black dashed line.

To shed a light onto the reasons why different slopes and different saturation densities are
seen, an analysis onto SEM images is carried out; similar density nanofoams produced with
the different techniques are compared in Figure 8.5. Figure 8.5a shows a CNF produced by
ns-PLD with 200 PaArgon pressure featured by a mean density of 14.7mg/cm3, while Fig-
ure 8.5b a fs-PLD nanofoam with 14.2 mg/cm3, deposited in a 80 Pa Argon atmosphere.
From a qualitative point of view the ns-CNF appear less uniform: to quantitative retrieve
informations from the images, the Structure Factor with the Fourier transform method is cal-
culated (see Section 7.1) and it is represented in Figure 8.6. The obtained curves have similar
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Chapter 8. Production of nanofoams by Pulsed Femtosecond Laser Deposition (fs-PLD)

shapes, featured by a plateau at low q-vector till a threshold qth and a power law trend for
higher values. Section 7.1 showed that, for separated aggregates, qth is an estimation for the
inverse of the mean aggregate size Rg, while the exponent represents the fractal dimension.
Here the interpretation must be adapted to the foam three-dimensional continuous structure;
therefore qth can be considered as the inverse of the uniformity scale length, while the power
law exponent as the fractal dimension of all the structure projected over the 2D SEM image.

(a) (b)

Figure 8.5: SEM images of Carbon nanofoams with mean density about 14 mg/cm3 produced with ns-PLD,
1.65 J/cm2 fluence, 200 Pa Ar (a) and fs-PLD, 0.11 J/cm2 fluence, 80 Pa Ar (b).

Figure 8.6: Structure factor calculated with the Fourier transform method (see Section 7.1) for the SEM images
of Figure 8.5. On the grapth the power law dependence of the curve and the qth−1 values are reported.

Thus the difference in the ns- and fs-nanofoams can be quantified by these two param-
eters: the ultrafast technique, at equal foam mean density, enables to realize more fractal
(Dfs

f = 2.47 vs Dns
f = 2.87) and more uniform (qth,fs−1 ∼ 5.7 µm vs qth,ns−1 ∼ 7.8 µm)

films with respect to the standard one. This is probably a consequence of the more efficient
NPs synthesis by the ultrafast laser ablation; nevertheless, a deeper investigation in the future
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8.2. Production of nanofoams with controllable elemental composition

could indicate which are the main mechanism underling these differences.
A last observable difference in the materials of Figure 8.5 is the presence of bright par-

ticles in the fs-foam. This peculiar effect is caused by the target condition during the depo-
sition: fractal aggregates as well atoms and debrys are re-deposited onto the target, thus the
target-ablation phenomenon is altered for long production times (indicatively over 20 min).
Consequently, also the realized nanofoam begins to be contaminated from not-fractal Car-
bon particles, which are visible as bright spots in the SEM image of Figure 8.7a due to the
different crystalline structure.

This ’contamination’ effect can be mitigated by a laser pre-cleaning in vacuum of the
target before the deposition (similarly to what done in Reference [137]). Figure 8.7b shows
a nanofoam produced with the same parameters of Figure 8.7a, yet with the pre-cleaning;
the resulting material is not affected by the bright particles and it is featured by a more neat
structure.

(a) (b)

Figure 8.7: SEM images of Carbon nanofoams produced by fs-PLD with 0.11 J/cm2 laser pulse fluence and
100 Pa of Argon pressure. Target laser-cleaning in vacuum before the deposition is not carried out in (a)
while it is done in (b).

It should be highlighted that the presence of these bright particles is accompanied by a
larger density: Figure 8.7a foam is 5.8 mg/cm3 dense while the Figure 8.7b nanofoam has
a 4.8 mg/cm3 mean density. It therefore appears that the target laser-cleaning before each
nanofoam deposition is a desirable procedure which keeps the laser-target interaction more
similar to ideal conditions and consequently also more reproducible.

8.2 Production of nanofoams with controllable elemental composition

The fs-PLD capability to naturally generate NPs from theoretically any kind of target, can
be exploited to produce nanoparticle-based fractal aggregates and therefore nanofoams, with
controllable elemental composition.

During this PhD project, a preliminary work over this subject is carried out: nanofoams
from Carbon, Tungsten and Copper targets are deposited and represented in Figure 8.8. The
production conditions differ slightly in the shown cases, indeed a pulse fluence of 0.11 J/cm2
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Chapter 8. Production of nanofoams by Pulsed Femtosecond Laser Deposition (fs-PLD)

(a)

(b)

(c)

Figure 8.8: SEM images of Carbon (a), Tungsten (b) and Copper (c) nanofoams produced by fs-PLD. The
laser fluence is 0.11 J/cm2 for (a) and (b), while 0.19 J/cm2 for (c); the Argon gas pressure is 100 Pa for
(a) and (c), while 500 Pa for (b). Deposition time is 5 min for all the cases.

is used for Carbon and Tungsten, while for the Copper sample it is set to 0.19 J/cm2; the
Argon ambient gas pressure is set to 100 Pa for Carbon and Copper while 500 Pa for
Tungsten. These choices are made to have a plume dimension visually similar in the three
cases; it should be pointed out that, even if the fluence and the pressure are slightly different,
some useful observation can still be drawn.
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8.2. Production of nanofoams with controllable elemental composition

Figure 8.8 shows the nanofoams realized with the above-mentioned conditions and 7 cm

target-to-substrate distance, 5min deposition time. The nanostructure strongly depends onto
the elemental composition: Carbon foam is the more porous film, followed by the Tungsten
one, while the Copper one is featured by the more compact structure. These differences are
difficultly explainable by the different deposition conditions, for example the higher pres-
sure gas for the Tungsten case should result in a more open structure, as opposite to what
observed. The variation in porosity seems also not to be dependent onto the element atomic
mass; indeed Tungsten has a much larger mass with respect to C and Cu, but its structure is
intermediate between the two cases.

To study this effect, samples are deposited in the same conditions of Figure 8.8 but with
lower deposition time (tens of seconds), in order to analyse the produced nanoparticles prop-
erties. The SEM images of Figure 8.9 show individual NPs and aggregates in the three cases.
To quantitative analyse the samples, the software ImageJ is used [138]; in particular, the im-
ages are binarized with a proper threshold and the particles are analysed. The ones having
circularity, defined as 4π(area/perimeter2), in the 0.9− 1 range are selected to generate NPs
size distribution, shown in Figure 8.10; the circularity value approaching one corresponds to
almost circular objects, which allows filtering all the fractal aggregates or debrys from the
analysis.

Z ρb [g/cm3] r̄NP [nm] m̄NP [amu] (∆v/v)coll
C 6 2.3 7.9 2.9 · 106 2.5 · 10−5

W 74 19.3 8.4 2.9 · 107 2.5 · 10−6

Cu 29 9.0 16.5 1.0 · 108 7.1 · 10−7

Table 8.2: The table reports, for Carbon, Tungsten and Copper elements, the atomic number Z, the bulk
material density ρb, the medium NPs radius r̄NP calculated from the distributions of Figure 8.10, the mean
NPs mass calculated as m̄NP = ρb

4
3πr̄

3
NP and the NPs relative momentum variation in a head-on collision

with an Argon atom at rest (Equation 8.1).

The NPs radius distributions shown in Figure 8.10 are featured by an almost-exponential
trend with a cut-off at few nanometers diameter (probably due to the SEM resolution∼ nm);
the Carbon and Tungsten histograms are quite similar, indeed mean NPs radia (reported in
Table 8.2) are 7.9 nm and 8.4 nm respectively. The copper NPs are conversely characterized
by a broader distribution with a higher mean radius, 16.5 nm. These differences could be
interpreted in several ways (for example by the different laser fluence or the different mate-
rial thermal properties), thus a deeper study is needed to justify this point. Nevertheless, the
experimentally measured NPs properties can be exploited to unfold the observed nanostruc-
tures of Figure 8.8: it appears that the particles inertia is correlated with the material porosity.
Table 8.2 summarizes the mean nanoparticles mass for the analysed distributions (calculated
using the bulk density), showing the highest value for the Copper case and the lower one for
Carbon; the different inertia results in a different diffusion process into the Argon ambient
gas. For example, in head-on elastic collision between a moving NPs and an Argon atom at
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(a)

(b)

(c)

Figure 8.9: SEM images of Carbon (a), Tungsten (b) and Copper (c) nanoparticles produced by fs-PLD. The
deposition condition are the same of Figure 8.9, except for deposition time which is about ten seconds.

rest, the relative variation in velocity is given by:(
∆v

v

)
coll

∼ 2mAr

mNP

(8.1)

Which is valid when the nanoparticle mass mNP is much higher than the Argon atomic
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8.2. Production of nanofoams with controllable elemental composition

Figure 8.10: Normalized nanoparticles radius distributions retrieved from the SEM images of Figure 8.9. The
analysis is obtained by ImageJ, by setting a proper image binarization and looking for circular objects, to
filter fractal aggregates and debrys.

mass (always respected since mAr ∼ 40 uma and mNP > 106 uma). Equation 8.1 trivially
predicts a lower momentum variation for the higher mass NPs, which is the Copper case; the
highly directional particles ejected from the target are therefore more slowed down by the gas
for Carbon and Tungsten. In the latter condition the particles are able to stay in the vacuum
chamber for longer times and therefore generate larger fractal aggregates, as predicted by
Equation 7.3. Since bigger aggregates are less dense, as stated by Equation 7.4, the resulting
structure is more porous.

In conclusion, nanofoams can be produced with tunable density and controllable elemen-
tal composition, but the structure is strongly dependent onto the nanoparticles size distribu-
tion and on the ambient gas conditions. In particular the NP size plays an important role both
in the mean fractal aggregate density (Equation 7.5) and in the aggregation dynamics; it is
shown that, when the radius is larger, little fractals are formed and the deposited nanofoam
is more compact. Thus a further investigation over the control of the NPs size through the
laser parameter is very desirable in the future.
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Part IV

Experimental investigation on ion
acceleration from nanofoam-based DLTs
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CHAPTER 9

Production of nanofoam-based DLTs

This chapter describes the production of Double-Layer Targets for a specific laser accel-
eration experimental campaign, carried out at the laser facility of the Helmoltz-Zentrum-
Dresden-Russeldorf (HZDR) in Germany. Section 9.1 deals with the experimental produc-
tion at NanoLab of the DLT, consisting in the substrate attaching to the target holder and the
subsequent deposition of a near-critical Carbon nanofoam. While in Section 9.2 the target
damaging issues are considered, in particular it is analysed the effect of the target holder
geometry onto the DLT damaging by the laser.

9.1 Target realization

The near-critical Double-Layer Targets production is carried out at the Nanolab and consists
in the assembling of the system represented in Figure 9.1.

To realize this assembly, firstly a thin Aluminum foil (1.5 µm) is glued to the foil holder,
as shown in Figure 9.2a; the latter is inserted into the ns-PLD vacuum chamber to deposit a
Carbon foam onto it and finally, the target holder is clamped over the system to obtain the
final assembly of Figure 9.2b.

The Carbon nanofoam is produced by the ns-PLD with the following parameters: 200mJ

pulse energy, 1000 Pa Ar pressure, spot diameter 3.4 mm. The choice of using the ns-PLD
instead of the fs-PLD is driven by the fact that the latter technique, even if it is capable to
produce foams with a larger range of densities (see Chapter 8), is still not optimized for the
deposition of uniform thickness over large areas. Conversely, the ns-PLD allows producing
nanostructured material with constant thickness over several cm2 areas by simply rotating
the substrate with the axis shifted to the one of the target.

The ns-PLD deposition parameters are selected to produce a quite uniform material (shown
in Figure 9.3a), a mean density around 3nc and tunable thickness down to few µm (see Fig-
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Chapter 9. Production of nanofoam-based DLTs

Figure 9.1: Scheme of the DLT assembly.

(a) (b)

Figure 9.2: (a) Image of the foil holder with the attached thin Aluminum substrate; the centre of the foil is
back illuminated and the light propagates through the micrometric holes. (b) Image of the DLT assembly.

(a) (b)

Figure 9.3: SEM top (a) and cross-section (b) images of a Carbon nanofoam used for the HZDR experimental
campaign.

ure 9.3b). The mean density value is chosen in order to obtain high enhancement values with
the specific ultra-intense laser exploited in the experiment, as described in detail in the next
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9.2. Damaging issues

Voltage
[kV ]

KC
α /K

Si
α KO

α /K
Si
α % C % O Mean

density
[mg/cm3]

Fraction
of bulk
density

Normalized
density
[ne/nc]

5 0.3967 0.0267 96 4 18.2 0.0079 3.14
7 0.1188 0.0090 96 4 19.1 0.0083 3.29
10 0.0412 0.0035 96 4 18.9 0.0082 3.26

Table 9.1: The table summarizes the EDS-based density measurements. The analysed nanofoam is deposited
with ns-PLD with 200 mJ pulse energy and 1000 Pa Ar pressure, the SEM measured thickness is 8 µm.
The EDS measurements are carried out at 5, 7, 10 kV with 120 s acquisition time; the characteristic X-rays
counts from Carbon, Oxygen and Silicon are used to calculate the K-ratios reported in the second an third
column. The results of the method described in Chapter 6 are reported in columns 4− 8.

Chapter; the density measurement is carried out by the EDS method explained in Chapter
6. In particular, it has been observed in Section 6.4 that the mean density does not depend
onto the film thickness, thus the measurement is carried out onto only one foam, with 8 µm

thickness at three electron accelerating voltage values. As reported in Table 9.1, the EDS
technique shows stable density measurements with respect to the different voltage condi-
tions, with a mean density of 18.7 mg/cm3, which corresponds to about 3.2 nc for a fully
ionized material. The measurement error with these condition is theoretically expected to be
under 10 %, in fact the data acquired at different voltages maximally deviate 5 %, one from
each other.

The film thickness is controlled by simply linearly scaling the deposition time; nanofoams
with constant density (∼ 3nc) are deposited onto the thin Aluminum foils attached to the foil
holder, with 4 µm thickness (3′20′′ deposition time), 8 µm thickness (6′40′′ deposition time),
12 µm thickness (10′00′′ deposition time) and 16 µm thickness (13′20′′ deposition time).

9.2 Damaging issues

The foam-based DLT is an advanced target which suffers from some damaging issues, both
from the production method and the stability to laser irradiation.

Considering the production, the handmade method is sensible to human and not-human
errors; for example the Al foil, which is fragile due to its low thickness, can be damage during
the attaching procedure. In addition, this kind of thin foils presents a high defects density,
like micrometric holes and creaks [139]. These issues can be dealt with an accurate post-
production characterization (e.g. with optical and electron microscopes), aimed at ensuring
good target properties.

More complex are the damaging issues related to the laser irradiation: the ultra-intense
pulse, after the interaction and the ion acceleration process, can affect the properties of the
target for long spatial scales (∼ cm) through different mechanisms. The laser generally
completely destroys the target with mm extension from the interaction point, in addition fast
debris and mechanical/thermal shocks are produced, which can damage the target at larger
distances.

To study such issues, related in particular to DLTs, a first test was conducted few months
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Chapter 9. Production of nanofoam-based DLTs

before the main experimental campaign: few laser shots are fired onto a DLT with a thick C
nanofoam (32 µm), appositely prepared for the test, and the target is characterized after the
irradiation. Figure 9.4 shows an image of the irradiated DLT after the removal of the target
holder, where several damaging can be observed.

Figure 9.4: Image of a DLT after the laser irradiation; a scheme of the laser incidence condition is depicted
over the image.

The ultra-intense pulse completely destroys the target within the foil holder holes, proba-
bly due to mechanical and thermal shocks; in addition, the fast debris, produced during the
plasma explosion, are projected in all directions wiping out the nanofoam layer for several
mm around the hole. A last damaging effect should be also noticed at even larger distance
(∼ cm): the nanofoam is partially removed only in correspondence of the target holder holes.

To investigate this particular damaging effect the irradiated target is characterized by the
SEM. From the acquired images, reported in Figure 9.5, a particular shape is observed in
the nanofoam removal. For all the first neighbours holes, the nanostructured material is
completely wiped out at the left side of the hole, while the right side foam is preserved. In
addition also the second neighbours holes are damaged, in particular at the left side, with a
seagull-wings shape.

Figure 9.5: The holes near the last laser shot are characterized by SEM with top images.

These observations are consistent with a damaging effect due to the low intensity laser
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9.2. Damaging issues

(a) (b)

Figure 9.6: Scheme (a) and rendering by POV-ray [140] (b) of the caustic phenomenon due to light reflection
by a cylindrical mirror.

Figure 9.7: Image of the re-designed holder; the number of holes is reduced and the shape is rectangular.

fringes, extending at high distances from the focal point; indeed, the seagull-wings shape
is very similar to the caustic of a cylindrical mirror, as shown in Figure 9.6. Therefore, the
light fringes are reflected and focused by the target holder circular edges onto the nanofoam,
which is ablated. In this picture, the not-destroyed part at the right of the hole corresponds
to the target holder shadow due to the 45◦ angle of incidence.

To avoid all these issues the foil and target holder are re-designed as shown in Figure 9.7.
The hole shape is rectangular in order to reduce the caustic effect, while the number of holes
is reduced. With this solution the shot-to-shot distance is sufficiently high to reduce also
the debris damaging effects; as a conclusion, sub-sequent laser shots onto the DLT can be
considered as fully independent on damaging effects.

131



i
i

“thesis” — 2020/4/29 — 16:50 — page 132 — #144 i
i

i
i

i
i



i
i

“thesis” — 2020/4/29 — 16:50 — page 133 — #145 i
i

i
i

i
i

CHAPTER 10

Laser-driver ion acceleration campaign at the

Helmoltz-Zentrum-Dresden-Russeldorf

The chapter describes the laser-driven ion acceleration experimental results achieved during
a two-weeks campaign at the Helmoltz-Zentrum-Dresden-Russeldorf (HZDR) in Dresden,
Germany. The first section is dedicated to the description of the ultra-intense laser param-
eters, the experimental apparatus and the set of diagnostics used to characterize the accel-
eration process with standard and Double-Layer Targets. In Section 10.2, the experimental
evidences of an enhanced laser absorption into the nanostructured near-critical layer are re-
ported, while Section 10.3 gives an interpretation of these results based on the concept of
relativistic transparency and the theoretical insights introduced in Part II.

10.1 Experimental apparatus

The HZDR is a German research laboratory based in Dresden that conducts research in
three of the Helmholtz Association’s areas: matter, health, and energy. It has an ultra-intese
laser facility featured by 150 TW power, called Draco, based on the Ti:Sapphire technology
introduced in Chapter 1. The pulses are generated by a regenerative amplifier and three
stages of multipass amplifiers and they can be delivered with 2 J energy, a FWHM duration
of 30 fs and 10Hz repetition rate; the laser has a low intrinsic contrast level due to the cross-
polarized wave (XPW) technology [141], which is further increased with a plasma mirror
system [142] inside the interaction chamber (see Figure 10.1a) which enables to eliminate
the pre-pulses and the amplified spontaneous emission (ASE) [143]. The pulse is focused
by a deformable parabolic mirror [144] which enables to achieve a spot FWHM diameter of
about 3 µm.

The pulse peak intensity on target is about 5 ·1020 W/cm2, corresponding to a normalized
amplitude of a0 = 16, with a contrast level of 10−7 at about 2 ps before the main peak arrival
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Chapter 10. Laser-driver ion acceleration campaign at the
Helmoltz-Zentrum-Dresden-Russeldorf

(a)

(b)

Figure 10.1: (a) Scheme of the interaction chamber and the set of the used diagnostic systems, RCF stands for
Radiochromic Film stack, TPS for Thomson Parabola Spectrometer. (b) Measured pulse contrast level with
and without the plasma mirror; from [143].
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10.2. Evidences of enhanced ion acceleration and laser absorption

(see Figure 10.1b); this high contrast value enables to preserve the target to expand before
the peak pulse interaction (see Section 2.1). The polarization is linear in the interaction plane
(P-polarization) and the incidence angle can be equal to 45◦ and to 0◦.

The laser-driven ions can be characterized both along the laser direction and in the 45◦

one by two standard techniques: Radiochromic Film stacks (RCF) [145], and two Thomson
Parabola Spectrometers (TPS) [77]. In particular we call TPS 0◦ the one along the laser
direction and TPS 45◦ the other one. The two diagnosis systems can be used at the same
time when the RCF are perforated, while in the opposite situation they must be used one at
shot. It should be remarked that RCF are capable to determine with high spatial resolution
the ion beam at the cost of low energy spectrum resolution; in addition, it should remarked
that RCF stacks are passive detectors, which means that the measurements can be obtained
only few hours after the interaction. Conversely, TPS are active detectors with high energy
resolution (which nevertheless decreases at high energy) but low spatial resolution, since the
TPS measurement is taken only at a tiny solid angle of the ion bunch.

In addition to the these diagnostics, it is also characterized the laser light reflected by
the target; the system consists in a ceramic (MACOR) screen positioned at the 90◦ direction
with respect to the laser one. A CCD camera, filtered at the laser wavelength, observes
the scattered light imaged from the ceramic screen along the same line of sight by using a
dichroic mirror. It should be pointed out that this active detector can be exploited only for
45◦ incidence due to the chamber geometry.

10.2 Evidences of enhanced ion acceleration and laser absorption

To investigate the DLT effect, ions energy is measured by irradiating the different targets (see
Chapter 9) with variable pulse energy and incidence angle. Due to the chamber geometry and
diagnostics, the incidence angle is varied in two conditions, normal and 45◦, with constant
linear P-polarization.

A number of ions species are recorded by the Thomson Parabola spectrometers along
the normal of the target (TPS 0◦ for the normal incidence condition and TPS 45◦ for the
other one); an example of the spectra observed during the experiment is shown in Figure
10.2. In particular Figure 10.2a reports the proton spectra for bare Al target and DLT with
4 µm foam in the highest achieved intensity condition and for different incidence angle; fully
ionized Carbon ions spectra for the same conditions are shown in Figure 10.2b.

The reported ions spectra exhibit an exponential-like trend, in agreement with the ex-
perimental and theoretical knowledge about the TNSA mechanism, with a cut-off energy
which reaches the highest values (20 MeV for protons and 100 MeV for C6+) for the DLT
in the normal incidence condition. It is quite surprising that for the standard target the inci-
dence angle weakly affects the maximum ions energy, since it is widely believed that TNSA
reaches the highest performances at not-normal incidence. Indeed, higher energy proton
measurements at oblique incidence were reported in the literature [42], yet at lower intensity
values (2.5 · 1019 W/cm2); this effect depends on the Brunel electron heating mechanism
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Chapter 10. Laser-driver ion acceleration campaign at the
Helmoltz-Zentrum-Dresden-Russeldorf

(a) (b)

Figure 10.2: Examples of Proton (a) and fully ionized Carbon ions (b) spectra obtained with the Thomson
Parabola Spectrometers at normal (full lines) and oblique incidence (broken lines). The spectra are obtained
by irradiating standard Al target (in black) and DLTs (in red), composed by an Al substrate and a 4 µm
thick and 3 nc dense nanofoam.

(see Chapter 1) which is damped when the polarization is circular or the incidence angle is
0. Nevertheless, it have also been theoretically predicted (see Section 1.1) that the Brunel
effect plays a marginal role in the electron heating, with respect to j × B, when ultra-high
intensity (> 1020 W/cm2) are used; in this picture, the Brunel mechanism damping in nor-
mal incidence could be compensated by the advantage of increasing the intensity value of
a factor of

√
2 with respect to 45◦ angle. It should be also mentioned that the high power

laser pulse is capable to bend the target due to radiation pressure, automatically inducing a
little incidence angle [146]; one last possible interpretation is reported in Reference [147],
where it is mentioned that, even at normal condition, the pulse spatial chirp can induce a
tilted envelope with results similar to oblique incidence.

Since high ions energies are measured exploiting DLTs, it is deeper investigated the de-
pendence of the thickness and intensity onto the proton energy, using both the Thomson
Parabola and the RCF. DLTs with nanofoam mean density equal to about 3.2 nc (see Chapter
9) and 4 − 8 − 12 − 16 µm thickness are irradiated at both the incidence conditions, with
variable intensity controlled by the pulse energy, and compared to the reference Aluminium
target.

Figure 10.3a shows the cut-off proton energy at normal incidence and Figure 10.3b at
oblique one. Two different behaviour are observed in the different conditions, since for
0◦ angle the DLT enables to increase the laser absorption and, consequently, the proton
maximum energy up to a factor of two (for the thinnest foam, 4 µm) for all the investigated
intensity range (from 5 · 1020 W/cm2 to 1.75 · 1020 W/cm2), while the 45◦ case is featured
by a very low enhancement at 100% intensity and even a worse performance for 50% and
10% energy. It should be noted that the data can be considered quite robust because the two
different diagnostics, TPS and RCF, measure similar values within the limits of the large
error bars (probably due to the intrinsic instability of the acceleration phenomenon or even
the thickness inhomogeneities of the nanostructured material).
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10.2. Evidences of enhanced ion acceleration and laser absorption

(a)

(b)

Figure 10.3: Cut-off proton energies measured by TPS (full points) and RCF (empty squares) as a function of
the nanofoam thickness at different pulse intensity; the 0 µm value corresponds to bare Al target. Since the
RCF measurement are few for each condition, each data is represented, while the TPS measurements are
sufficiently high (in the order of 10) to represent the mean and standard deviation values. In (a) the laser
incidence angle is 0◦, while in (b) it is 45◦.

DLTs with foam thickness higher than 4 µm are featured by a reduced energy, which
means that the at larger propagation depth the laser energy is impoverished and large fraction
of low temperature electrons are accelerated; this effect should dilute the highest energy
electrons, hence reducing the TNSA sheath field (as explained by the model of Chapter 4).
In this picture the oblique incidence has the effect of increasing by a factor of roughly

√
2

the laser path inside the foam and consequently further reducing the proton energy, even if
the same DLT is irradiated. This interpretation is further discussed in the next Section.

A deeper analysis onto the RCF stacks enables to recover the proton spectra with spatial
resolution (see Figure 10.4a); the picture reveals that the ions spot obtained by the 4 µmDLT
is wider and smoother with respect to the one from standard target, suggesting that a bigger
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Chapter 10. Laser-driver ion acceleration campaign at the
Helmoltz-Zentrum-Dresden-Russeldorf

(a)

(b)

Figure 10.4: (a) Images of the first RCF layer and the angle-energy distribution of the proton bunch. (b)
Protons total number for energy higher than 5.9MeV , as a function of the DLT foam thickness; the 0 value
corresponds to bare Al target. The blue full squares are relative to unaltered RCF stacks, the empty red
squares to perforated RCF stacks, used to carry out measurements both on the RCF and the TPS.

and stronger hot electron sheath is established with the near-critical layer. In addition, this
diagnostic allows measuring the total number of the accelerated particles, which are reported
in Figure 10.4b; the protons number is reduced for the perforated RCF stacks because the
central part of the accelerated particles are free to propagate in the TPS direction. The graph
reveals that not only the proton cut-off energy is increased with the proper DLT, but also the
ions number is sensibly enhanced; in particular a factor of about 4 is observable for the 4 µm

foam DLT (considering the RCF without hole which is the more accurate measurement).
RCF can be also exploited to obtain information about the laser energy conversion to other

forms of secondary radiation, such as electrons and gamma rays; indeed, the top part of the
stack is not affected by the proton beam, which propagates in straight direction, but only by
the more diffused radiations. The measured dose in this part of the RCF is shown in Figure
10.5 with respect to the stack layer (for the normal incidence condition); the dose profile with
the depth can’t be used alone to determine if the dose contribution is more dependent onto
gamma rays or electrons, nevertheless it should be observed that the total dose is enhanced
by a factor about 6 for the 4 µm foam DLT, with a trend very similar to the one observed in
the TPS data at normal incidence.

A last indication of the improved laser energy absorption is given by the reflected light
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10.2. Evidences of enhanced ion acceleration and laser absorption

Figure 10.5: Measured dose in the RCF with respect to the stack layer number for DLTs with 4 µm thick foam
(in red), 8 µm (in yellow), 12 µm (in green) and for bare Al target (in black). The inset shows the total
dose as function of the foam thickness.

data recorded at oblique incidence condition only; Figure 10.6a immediately reveals that the
pulse energy reflected by the bare Aluminium target is much larger than the one measured
in the presence of the DLT. Figure 10.6b summarizes the quantitative analysis consisting
in integrating the total signal measured by the CCD (in arbitrary units) for different foam
thickness and intensity. In all the cases a similar pseudo-exponential attenuation trend is
seen, where thicker foams absorb the highest amount of laser energy.

It should be also noted that, when the DLT is irradiated, the reflected laser pattern is
featured by higher and lower brightness spots with a spatial scale independent onto the
foam thickness; this observation can be interpreted by the well-known speckle pattern phe-
nomenon [148]. A speckle pattern is produced by the mutual interference of a set of inco-
herent wavefronts and it typically occurs in diffuse reflections of monochromatic light. Such
reflections may happen on disordered materials such as paper, white paint, rough surfaces
or media with a large number of scattering particles, which is exactly the nanofoam case.
The speckles presence therefore suggests that the foam is maintaining its nanostructure at
the moment of the main pulse interaction; as a consequence, the pre-expansion due to the
pre-pulse can be reasonably considered negligible.

Another clue of a surviving nanostructure can be observed in the off-normal TPS spectra;
sings of protons accelerated at 45◦ with respect to the normal are measured (using the TPS 0◦

for oblique incidence and the TPS 45◦ for normal one) and the cut-off energies are reported
in Figure 10.7. These ions can’t be explained by TNSA, because this acceleration process
accelerate directional particles; conversely, Coulomb Explosion (CE) [149] of nanoparticles
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Chapter 10. Laser-driver ion acceleration campaign at the
Helmoltz-Zentrum-Dresden-Russeldorf

(a)

(b)

Figure 10.6: (a) Images of the reflected light measured for bare Al target and different foam thickness DLTs for
oblique incidence; the inset in the upper figure shows the same image with adjusted contrast and brightness
values. (b) Total measured reflected light signal (in arbitrary units) with respect to the foam thickness at
different pulse intensity.

is a good candidate for the interpretation of the results. As yet introuced in Section 5.2,
this acceleration mechanism consists in the nanoparticle ions explosion due to electrostatic
repulsion, thanks to the almost completely removal of the electrons from the nanoparticle
by the high laser ponderomotive force. The phenomenon is featured by an isotropic ions
acceleration and by a continuum spectrum with a cut-off energy, dependent onto the charge
density and the radius which can be considered fixed in all the irradiation conditions.

Indeed, both in Figure 10.7a (normal incidence) and in Figure 10.7b (oblique incidence),
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10.2. Evidences of enhanced ion acceleration and laser absorption

(a)

(b)

Figure 10.7: Cut-off proton energies measured by the off-normal TPS as a function of the nanofoam thickness
at different pulse intensity; the 0 µm value corresponds to bare Al target. In (a) the laser incidence angle is
0◦, while in (b) it is 45◦.

the maximum energy is almost independent onto the foam thickness and even the laser in-
tensity; while no ions signal is measured in the presence of the standard bare target. The fact
that the cut-off proton energy in the normal incidence case is lower than in the 45◦ incidence
is probably due to the different instrument sensitivity together with the low CE signal, which
decreases with the inverse of the squared distance between the source and the spectrometer.

It should be also noted that in the oblique incidence and 10% intensity case (a0 = 5),
no CE protons are visible; this is consistent with the low electron Lorentz factor γ =√

1 + a2
0/2 ∼ 3.7 which is comparable to the nanofoam density (ne ∼ 3.2nc). In this con-

dition the relativistic transparency factor n̄ ∼ 0.87 approaches one and the nanostructured
plasma tends to be not very transparent and highly reflective, hindering the laser propagation
(see Chapter 4); since only a little pulse energy is given to the nanostructure, it is reasonable
to assume that only a little part of the nanoparticles are cleared by electrons, hence highly

141



i
i

“thesis” — 2020/4/29 — 16:50 — page 142 — #154 i
i

i
i

i
i

Chapter 10. Laser-driver ion acceleration campaign at the
Helmoltz-Zentrum-Dresden-Russeldorf

damping the Coulomb Explosion signal.

10.3 Interpretation based on the relativistic transparency factor

The data described in the previous section show that the foam-based DLT is effective in
enhancing the laser energy absorption and the accelerated ions energy and total charge; nev-
ertheless, it appears that some target conditions (4 µm foam and normal incidence) lead to
much higher performances compared to the others. To shed a light on these observations the
results are compared to the model described in Chapter 4.

(a)

(b)

Figure 10.8: (a) Heat map representing DLTs cut-off proton energy (numerically calculated from the model
described in Chapter 4) as a function of the near-critical layer thickness and density. The vertical black
line corresponds to the density value (3.2 nc) of the foams produced for the acceleration experiment. (b)
Line-out of the heat map represented in (a) at the density value 3.2 nc.

Firstly, the model is numerically solved for the specific laser parameters adopted in the
experiment (a0 = 16, w0 = 3 µm, τ = 30 fs) to find the heat map of Figure 10.8a,
representing the proton energy as a function of the near-critical layer thickness and density.
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10.3. Interpretation based on the relativistic transparency factor

It should be noted that the foam used for the DLTs has a density near the highest energy
island (see the black dashed line), which means that high enhancement can be obtained if
the proper thickness is adopted. A line-out of the heat map in correspondence of the 3.2 nc

density value is shown in Figure 10.8b in order to theoretically determine the best thickness.
High enhancement values are predicted for both 4 µm and 8 µm thickness, which is con-

sistent with the experimental findings; nevertheless, these energy values (up to 40 MeV ) are
much higher than the observed ones. This is probably due to the Direct Laser Acceleration
damping effect described in Chapter 5: while in uniform near-critical plasmas, the electrons
are resonant accelerated in the channel to high energies, the nanostructure breaks the chan-
nel symmetry and reduces the hot electrons temperature. As a consequence, the TNSA field
strength is diminished and protons reach lower energies.

As yet introduced in Section 5.3, this damping effect can be taken into account by simply
multiplying the near-critical layer hot electron temperature (see Equation 4.15) by a free
parameter αns included between 0 and 1, which takes into account the inhomogeneity of the
nanostructure:

Ens(x) = αnsEnc(x) (10.1)

By solving the model with αns = 0.40 (which is in agreement to the observed value of
about 0.3 in the PIC electrons spectra, see Chapter 5) the predicted proton energies agree
with the experimental data within the model validity range and the error bars, as shown in
Figure 10.9.

One interesting feature is that the theoretical model of Chapter 4 justifies the highest
enhancement factor obtained with the 4 µm foam, which is near the self-focusing length
and consequently the theoretical optimum thickness. In addition, it should be noted that
the 35% intensity data are characterized by lower DLTs proton energies (normalized to the
ponderomotive scaling), accordingly to the higher normalized density n̄ = 0.44 with respect
to the 100% and 75% cases (with n̄ = 0.26 and n̄ = 0.32 respectively). As deeper described
in Chapter 4, this is due to the higher reflectivity and the lower amplitude amplification at
high n̄.

It should be pointed out that more uniform foams should therefore increase the αns factor
and higher enhancement factor up to the theoretical maximum (about 4) could be observed.
In particular, not to suppress the Direct Laser Acceleration mechanism, the inhomogeneity
nanostructure scale should be inferior than the laser wavelength, which could be realized in
future experiments through nanofoamms produced by the fs-PLD, as decribed in Chapter 8.

Since the model predictions are reasonably in agreement with the experimental data, the
model assumptions and the theoretical phenomenon description can be considered as justi-
fied. In this framework, it was analytically demonstrated in Section 4.2 that the near-critical
layer electrons have a predominant weight in determining the TNSA field properties, due
to their larger number and temperature. For this reason the incidence angle should play a
role not for the alteration of the interaction mechanism (as for the flat solid target case), but
for the different effective path length of the laser pulse propagating inside the transparent
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Chapter 10. Laser-driver ion acceleration campaign at the
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Figure 10.9: Comparison between the experimental TPS cut-off proton energies obtained at normal incidence
and the theoretical predictions of the model described in Chapter 4 (modified to include the nanostructure
effect with Equation 10.1). The proton cut-off energy is normalized to the ponderomotive scaling Tpm =
0.511(γ − 1) MeV , while the foam thickness is normalized to the laser wavelength and the square root
of the relativistic transparency factor n̄. The vertical blue line corresponds to the self-focusing length
(
√
n̄lf/λ ∼ w0/λ ∼ 3.2); the vertical red line corresponds to the maximum thickness value admitted from

the model.

near-critical layer, as shown in the scheme of Figure 10.10.

Figure 10.10: Scheme of the laser refraction phenomenon due to the near-critical plasma refractive index,
lower than 1. θi and θr are respectively the incidence and refraction angles; ne, df and n̄ are respectively
the near-critical layer density, thickness and relativistic transparency factor. The pulse propagation length
inside the plasma is given by the effective thickness deff .
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10.3. Interpretation based on the relativistic transparency factor

Figure 10.11: The blue-to-red color map represents the transverse component of the laser magnetic field Bz in
the z = 0 plane, obtained from a 3D PIC simulation at time 15λ/c after the start of the interaction. The two
insets report the Fast Fourier Transform evaluated in vacuum zone (−10 < x < 0) and in the near-critical
layer (0 < x < 5). The angle between the FFT peaks is reported on the graphs.

The effective thickness of the near-critical layer hence depends on the foam thickness
df , the incidence angle θi and the refraction angle θr; indeed, the near-critical layer acts
as a transparent slab featured by a refractive index lower than one, which further deflects
the laser pulse. A simple way to determine this angle consists in solving the Snell law:
n1sin(θi) = n2sin(θr), where n1 = 1 is the vacuum refractive index, while n2 =

√
1− n̄ is

the foam refractive index calculated in the cold relativistic plasma approximation. The angle
of refraction is then calculated by:

θr = asin

[
1√

1− n̄
sin(θi)

]
(10.2)
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Therefore, the effective near-critical layer thickness assumes the following form:

deff =
df

cos (θr)
(10.3)

To test the goodness of the relativistic cold plasma refraction approximation, a 3D PIC
simulation with the laser experimental parameters (a0 = 16, w0 = 3 µm, τ = 30 fs, P
polarization) and the DLCCA nanostructured plasma (df = 4 µm, ne = 3 nc) is carried out,
using the same methodology exploited in Chapter 5.

In detail, the PIC simulation exploits an idealized cos2 temporal profile for the laser pulse
and a Gaussian transverse profile, which is focused at the vacuum-plasma boundary. The
waist is 3.2λ, while the temporal duration is 15 λ/c (FWHM of the fields). A 90 λ× 70 λ×
60 λ box is used, with a resolution of 20 points per wavelength. The nanostructured DLCCA
plasma fills a 5 λ× 70 λ× 60 λ region with an average density of 3 nc and a local density of
∼ 40 nc. 40 macro-electrons per cell, sufficient to resolve the critical density, are used. In the
simulation the plasma is fully pre-ionized and the the charge/mass ratio of the ions is equal
to 0.5 (e.g. C6+). The electron population is initialized with a temperature of few hundreds
of eV s to avoid numerical artefacts and to consider the effect of a little pre-heating.

Figure 10.11 shows a cut of the pulse transverse magnetic field Bz over the z = 0 plane,
showing that the laser propagating inside the foam layer undergoes self-focusing and it is
also refracted. To quantitative determine the tilt angle, the two-dimensional Fast Fourier
Transform (FFT) is evaluated both in the vacuum zone and in the near-critical layer. As
expected, the vacuum FFT peaks are tilted to 45◦, while they are aligned to about 53◦ in the
foam case, which is reasonably in agreement with the angle of refraction calculated from
Equation 10.2 (θr = 55◦).

The concept of effective thickness is tested with the experimental data: the reflected light
collected at 45◦ incidence is normalized to the fraction of the maximum intensity on the
ordinate (1 and 0.5 for the a0 = 16 and a0 = 11 cases, respectively) and the abscissa values
are normalized with the effective thickness and the square root of the relativistic transparency
factor n̄, for the reasons explained in Chapter 4. Figure 10.12a represents these data and
indicates a self-similar trend in the reflected light with respect to the normalized effective
thickness; this observation suggests that the pulse is absorbed and reflected self-similarly
within the observed intensity and density ranges.

Finally, the same normalization approach is adopted for the TPS proton energy data, mea-
sured at different intensities and angle of incidence; in particular, Figure 10.12b represents
the maximum proton energy normalized to the ponderomotive scaling as a function of the
normalized effective foam thickness d̄eff =

√
n̄df/cos(θr)λ. Again all the measured cut-off

proton energies collapse to a single self-similar curve, where the highest values are obtained
near the self-focusing length (which is about 3.2 in the normalized units). It should be also
noted that higher n̄ points are characterized by little lower energies, since higher pulse re-
flection and absorption is expected.

This TPS proton energy normalization could be particularly useful because, not only val-
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10.3. Interpretation based on the relativistic transparency factor

(a)

(b)

Figure 10.12: (a) Reflected light total signal measured at oblique incidence as a function of the normalized
effective foam thickness d̄eff ; the ordinate is normalized to the maximum intensity fraction. (b) Cut-off
proton energies measured by TPS at normal and oblique incidence at different pulse intensity; the ordinate
is normalized to the ponderomotive scaling (Tpm = 0.511(γ − 1) MeV ) while the abscissa represents the
relativistically normalized effective thickness d̄eff .

idates the theoretical framework of Chapter 4, but also puts the basis for future experimental
work: even if the laser parameters are changed, for example the pulse energy is increased or
the angle of incidence is chosen to an intermediate value between 0◦ and 45◦, the self-similar
behaviour should be respected. Thus the nanofoam parameters can be proper selected near
the maximum enhancement conditions.
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Conclusions and future perspectives
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Conclusions and future perspectives

In this PhD thesis, near-critical Double-Layer Targets (DLT) for the enhanced ion accelera-
tion, driven by ultra intense (> 1019 W/cm2) ultra short (10s fs) laser pulses, were investi-
gated through the analysis of numerical simulations, the development of suitable advanced
material science techniques for target manufacturing and a laser driven ion acceleration ex-
periment performed in an external laser facility.

As introduced in Chapter 1, laser-driven ion acceleration is a peculiar phenomenon oc-
curring when an ultra-intense and ultra-short laser pulse is focused over a thin solid target;
the accelerated ions are featured by a broad exponential distribution with a cut-off energy
in the order of MeV s and by a directional emission along the normal of the target. The
phenomenon can be interpreted by the Target Normal Sheath Acceleration model (described
in Section 1.3): in this framework the ions are pushed by strong electrostatic fields generated
by the charge separation of hot electrons expanding in the vacuum.

A laser-driven ion source could be exploited for several application in the near future, due
to its cheapness and compactness with respect to standard accelerators; nevertheless, to take
the best advantage of it, the TNSA process should be further optimized by increasing the laser
conversion efficiency to fast ions. As explained in Section 2.2, a promising strategy consists
in irradiating advanced Double-Layer Targets, composed by a standard solid foil with an
ultra-low density front layer which matches the plasma transparency condition (called critical
density); in this regime the pulse is better absorbed into hot electrons and results into more
energetic and numerous ions.

The last introductory chapter (Chapter 3) described the state of the art in producing and
characterizing near-critical DLTs based on a particular nanostructured material, called Car-
bon nanofoam, which is produced by a particular technique, the Pulsed Nanosecond Laser
Deposition (ns-PLD); the nanostructured material, thanks to its fractal structure, has a high
porosity and an ultra-low density, capable to increase the laser absorption and the ions en-
ergy, as demonstrated in the reported laser acceleration experiments.

In this framework, this PhD thesis aimed to bring off several goals: to investigate with
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simulations and analytical tools the enhanced acceleration process with DLTs (Part II), to
experimentally improve the production and characterization of the C nanofoam (Part III)
and, finally, to exploit the gained insights on DLTs to perform a laser-acceleration experiment
with better ion energy enhancements (Part IV).

In more detail, Chapter 4 dealt with the numerical simulation of DLTs (with the Particle-
In-Cell method) with ideal conditions, namely uniform near-critical layer, normal incidence
and P linear polarization. The simulation results were used to build a theoretical model
which describes the laser-DLT interaction, the hot electrons heating and the resulting ion
acceleration; the model was analytically solved to find the optimal thickness and density that
a near-critical layer should have, for the best performances. Moreover, in Chapter 5 more
realistic simulations were carried out (with nanostructured plasmas and other polarizations)
and the results showed differences with respect to the ideal case; these non-idealities were
discussed and integrated in the above-mentioned theoretical framework.

Chapter 6 described an improved method for the C nanofoam density and uniformity
characterization, validated with benchmark techniques; while in Chapter 7 the foam growth
process was experimentally analysed and the Snowfall-like model was proposed. This model
described the nanofoam production as the deposition on the substrate of micro-metric frac-
tal aggregates, composed by nanoparticles and formed in the ns-PLD vacuum chamber; the
gained insights enabled to obtain a better control over the deposited nanofoam density. In
addition, a new technique was implemented and presented in Chapter 8, the Pulsed Fem-
tosecond Laser Deposition (fs-PLD); the fs-PLD was exploited to produce C nanofoams
featured by lower densities and higher uniformity, as well to investigate the capability to
deposit nanofoams from different elemental composition (Copper and Tungsten).

Finally, Chapter 9 illustrated the manufacturing method for the DLTs production and the
related damaging issues, which can be avoided with proper precautions. The produced DLTs
were used in an enhanced laser-driven ion acceleration experiment, in collaboration with
the Helmoltz-Zentrum-Dresden-Russeldorf in Germany. The results, reported in Chapter
10, showed a higher proton energy enhancement with respect the foam-based DLT state
of the art; in addition, the experimental evidences were quantitatively interpreted with the
theoretical framework, developed in Chapters 4 and 5.

Owing to these results, this PhD thesis paves the way for new future research: it has been
theoretically demonstrated in Chapter 5 that the nanofoam non-uniformity has a detrimental
effect on the ion acceleration process, thus it should be highly beneficial for further increas-
ing the DLT performances to take advantage of the fs-PLD technique to produce more homo-
geneous foams, with density and thickness specified by the theoretical model of Chapter 4.
In addition, more complex phenomena occurring in the laser-DLT interaction could be deep-
ened; for example, it is well known that the laser pulses undergoes to phase self-modulation
(i.e. light spectrum broadening and chirping) during the propagation in under-critical plas-
mas. The study of this effect through PIC simulations could be used to pre-compensate the
phenomenon, inducing a laser anti-chirp or third-order dispersion, and to reduced the pulse
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temporal duration. Also the use of high atomic number nanofoams could be an interest-
ing field of research, since they can be efficiently produced by the fs-PLD and studied with
proper PIC simulations. Indeed, it is known that the ionization rate, in high atomic number
materials, is very sensible to the local laser intensity; a DLT with this property should have
the effect of increasing the number of hot electrons where the pulse intensity is higher, with
the result of forming a more dense and energetic electron cloud and, consequently, a stronger
accelerating sheath field. Finally, the high atomic number nanofoams could be also exploited
to increase the conversion of hot electrons into energetic photons through the bremsstrahlung
mechanism; this kind of bright gamma rays source could be used in several application, as
the photon activation analysis or the detection of illicit radioactive materials.
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