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Abstract 
 

 

Over the last few decades, dynamic pricing has become a more prominent topic 

of study, owing to significant progress in the fields of statistics, economics, and 

information technology. However, the complex nature of dynamic pricing has 

prevented it from being widely adopted in business. The traditional approach of 

setting prices based on cost, profit, and selling price is still widely used in 

business. Due to the constant changes in data and the variability of prices, this 

method is no longer effective. Therefore, new methods for dynamic pricing are 

necessary to maintain a competitive edge. The purpose of this work is to develop 

an application that will assist businesses and organizations of the hospitality 

sector in understanding and making better pricing decisions. 

Dynamic pricing is an effective approach for businesses to better use their 

resources. By adjusting the prices of their products based on the demand 

fluctuations over time, businesses are able to maximize their profits. By utilizing 

these techniques, businesses can better understand how they have performed in 

the past, make necessary changes in their pricing strategies to keep up with 

market demands and take into consideration data that may be volatile. The 

purpose of this goal-oriented approach is to assist a decision-maker in the 

organization regarding pricing decisions. 

This thesis presents a procedural framework that was implemented for the 

application of these techniques in the hospitality industry, specifically in resorts. 

It also outlines the challenges encountered during that time and the methods used 

to overcome them. The data utilized in this framework demonstrates the efficacy 

of modelling and decision-making in the face of numerous anomalies and limited 

data. We show that evolution of new techniques and consistently updating the 

model provide better results than regular approaches. We also show that 

occupancy rate improved a lot by adjusting prices in the favour of  customers 

while also balancing the profits. 
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Sommario 
 

 

Negli ultimi decenni, la tariffazione dinamica è diventata un argomento di studio 

cruciale per il business, grazie ai progressi significativi nei campi della statistica, 

dell'economia e della tecnologia dell'informazione. Tuttavia, la natura complessa 

della tariffazione dinamica ne ha impedito l'ampia adozione diffusa nel mondo 

degli affari. L'approccio tradizionale di fissare i prezzi in base al costo, al profitto 

e al prezzo di vendita è ancora ampiamente utilizzato nel mondo degli affari. A 

causa dei continui cambiamenti dei dati e della variabilità dei prezzi, questo 

metodo non è più efficace. Pertanto, sono necessari nuovi metodi di 

determinazione dinamica dei prezzi per mantenere un vantaggio competitivo. Lo 

scopo di questo lavoro è sviluppare un'applicazione che aiuti le aziende e le 

organizzazioni del settore alberghiero a comprendere e prendere decisioni 

migliori sui prezzi. 

Il prezzo dinamico è un approccio efficace per le aziende per utilizzare al meglio 

le proprie risorse. Adeguando i prezzi dei loro prodotti in base alle fluttuazioni 

della domanda nel tempo, le aziende sono in grado di massimizzare i loro profitti. 

Utilizzando queste tecniche le aziende possono comprendere meglio come si sono 

comportate in passato, apportare le modifiche necessarie alle loro strategie di 

prezzo per stare al passo con le richieste del mercato e prendere in considerazione 

dati che potrebbero essere non pi validi. Lo scopo di questo approccio orientato 

agli obiettivi è assistere un revenue manager nell'organizzazione per quanto 

riguarda le decisioni sui prezzi. 

Questa tesi presenta un quadro procedurale che è stato implementato per 

l'applicazione di queste tecniche nel settore dell'hospitality, in particolare nei 

resort. Descrive inoltre le sfide incontrate in quel periodo e i metodi utilizzati per 

superarle. I dati utilizzati in questo quadro dimostrano l'efficacia della 

modellazione e del processo decisionale a fronte di numerose anomalie e alla 

disponibilit di dati limitati. Dimostriamo che l'evoluzione di nuove tecniche e 

l'aggiornamento costante del modello forniscono risultati migliori rispetto agli 

approcci tradizionali. Mostriamo anche che il tasso di occupazione è migliorato 

molto modificando i prezzi a favore dei clienti bilanciando anche i profitti. 
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1. Introduction 
 

 

Pricing techniques in the hospitality industry have undergone significant 

changes in recent years in response to the rapidly evolving market. In the past, 

traditional methods of pricing, such as fixed or seasonal rates, were the norm. 

However, these methods proved to be insufficient in dealing with the 

fluctuations in demand and market conditions, leading to the development of 

modern, dynamic pricing techniques. 

Dynamic pricing, which allows businesses to adjust prices in real-time based on 

market conditions and other factors, has become increasingly popular in the 

hospitality industry. The goal of dynamic pricing is to optimize revenue and 

profits by offering prices that are more attractive to customers during times of 

low demand, and higher prices during periods of high demand. Volatility of 

prices is a major consideration in dynamic pricing. Prices can fluctuate rapidly 

based on changes in demand and market conditions, making it challenging for 

businesses to keep up. To address this issue, businesses use complex algorithms 

and data analysis to determine the optimal prices for their products and services. 

These algorithms consider factors such as competitor prices, customer 

behaviour, and external factors, such as weather and events, to ensure that prices 

are set at a proper level. Competitor prices also play a critical role in dynamic 

pricing. Businesses must be aware of what their competitors are charging and 

adjust their prices accordingly to remain competitive. The right price must 

consider the cost of goods and services, as well as other expenses, such as 

marketing and overhead. 

Customer behaviour is also an important consideration in dynamic pricing. 

Businesses must understand the needs and preferences of their customers and 

adjust their prices accordingly. For instance, customers might display greater 

price sensitivity during slower periods, such as those characterized by lower 

demand, such as those experienced during pandemics and periods of inflation 

making it important for businesses to offer lower prices to attract them. On the 

other hand, during busy periods, customers may be more willing to pay higher 

prices, allowing businesses to maximize their revenue. 
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External factors, such as weather and events, can also have a significant impact 

on demand and pricing. Businesses must consider these factors when setting 

prices to ensure that they are responding appropriately to changes in the market. 

For example, prices may be lower during periods of bad weather, as fewer 

customers are likely to be traveling, while prices may be higher during peak 

travel seasons or when major events are taking place. The availability of internet 

and the complexity of data inclusion have also had a major impact on pricing 

techniques in the hospitality industry. Today, businesses have access to vast 

amounts of data and information, allowing them to make more informed 

decisions about pricing. However, this also makes the process of setting prices 

more complex, as businesses must consider a wide range of factors, including 

market trends, customer behaviour, and competitor prices. 

To date, however, pricing techniques in the hospitality industry have evolved 

significantly in recent years, moving from traditional, fixed rate methods to 

dynamic pricing, which takes into account a wide range of factors, including 

volatility of prices, competitor prices, customer behaviour, external factors, 

finding the right price, revenue optimization, meeting market demands, costs and 

profits, traditional methods, modern techniques, internet availability, and the 

complexity of data inclusion. By taking these factors into account, this thesis 

focus on all these aspects and how they are incorporated into a pricing strategy 

while also considering business rules. 

 

1.1 Motivation 
 

In this thesis, we focus on a specific case of dynamic pricing  problem for the 

hospitality sector, more specifically for hotel and resorts business where 

bookings for various types of rooms occurring from multiple channels and 

OTA(Online Travel Agencies). Some bookings even pop up from client’s 

website and offline books.  People used to make bookings either by visiting the 

hotel or through a travel agency which has been an old-fashioned way for so 

many decades. Now with the availability of internet and age of mobile phones 

people spend significant amount of time to do the research before making 

decisions [1]. So, the modern way of bookings is done mostly through OTAs 

which we also refer to as channels in this study. Furthermore, a single room in a 

hotel is now being published on multiple sources(i.e., more than 10) at the same 
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time and also with contracts and agreements between tour operators and agencies 

the number keeps growing. On the one hand, people who wish to book online 

have access to a vast amount of information about the rooms available and can 

make a decision at their convenience. On the other hand, neither the OTAs nor 

the owners have any insight into what their customers are considering when 

choosing or rejecting a particular room. This disparity in the amount of 

information available to each party creates a "black box" that forces the OTAs 

to keep their prices as low as possible and explore all possible options to 

understand customer behaviour. However, the profit from a sale of single 

booking depends not only on the cost and selling price but also on the 

commission that need to be hand out due to agreements between agents, OTAs 

and owners, hence having higher price can result higher profits. Furthermore, if 

the whole process of booking is only about the room price, then it would have 

been easier but some customers prefer to make bookings along with some 

additional benefits like breakfast, room and spa, room services and many other 

bonus services which make the study even more complex. At the time of this 

thesis, there are multiple  OTAs involved in the bookings for the same hotel  and 

also data has been collected for few years. Some information about properties of 

a requested booking includes, e.g. channel(OTA), booking_date, booking_from 

, booking_to , number of persons staying, family or individual, type of room, 

bonus services, number of nights of stay. Moreover, there has been a pandemic 

COVID 19 for a year or two during which several hotels have been closed and 

this impacted heavily on bookings. One way to do this is to exploit possible 

machine learning techniques while adding all the available internal and external 

features mentioned above along with COVID-19 pandemic and predicting the 

price that will maximize the revenue.  
 

1.2 Proposed Solution 
 

The price model in hospitality sector is not a continuous but rather it is a discrete 

because  each room has a set of prices named as BARs( Best Available Rates)  

and the price of room is picked from a set and adjusted to one BAR higher or 

lower from time to time depending on seasonality and trends. In the existing 

model, the price for a given type of room has 7 different BAR prices which are 

used for the whole season and all other OTAs have certain formulae to calculate 

sale price from the BAR price defined by the owners which is finally shown to 

the customers . This way both the clients and OTAs benefit from the profits and 

prices are less volatile. Since the prices are not continuous and the price of room 
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cannot change more than level at a time which would make customers lose 

interest in the room with the sudden spike. For example, the price of room is 50$ 

which is in level 5 and we cannot jump to level 3 or level 7 suddenly which 

would represent 150$ or 10$ huge difference among prices. The price can only 

jump to level 4 or level 6 which makes either 100$ or 40$ to be consistent. 

Finally, after considering all these limitations, we decided to build a model to 

determine when we can perform the change in price level. For this purpose, 

numerous features are considered and various models are tried but primary 

feature that we decided to use was occupancy rate which is a continuous value. 

The data collected related to bookings daily and occupancy rate was calculated 

for several periods like daily, weekly, monthly, yearly and many others 

depending upon the goals and also definition of the model. In our opinion, it is 

very difficult to build a single model which can fit all the features and business 

rules. Therefore, our idea is to find a meaningful patterns in the data and predict 

the occupancy rate for that period. Furthermore, the data is a time series and so 

the seasonality and trends are bound to appear and represent auto-correlated 

characteristics. Thus, we decided to use ridge regression after trying out many 

multi variate machine learning models. We first apply standard ETL (extract, 

transform, load) procedure and perform feature selection among the data and 

insert external features.  Then the selected data is trained with the models and 

result is passed through a set of functions determining business rules where the 

final price level is decided. We observe that our model is adaptable to existing 

business model and adjusts the price autonomously with right price at a correct 

time returning higher returns than previous year. 
 

1.3 Thesis Structure 
 

• In Chapter 2 we present the literature survey of related works for dynamic 

pricing techniques and time series forecasting applied in context of bookings. 

 

• In Chapter 3 we provide an overview of theoretical background of 

techniques we use in our implementation. 

 

• In Chapter 4 we describe the problem of ORP (Occupancy Rate 

Prediction) and existing pricing strategy in detail. 

 

• In Chapter 5 we explain details of proposed solution for occupancy rate 

prediction and adjusting price level from it. 
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• In Chapter 6 we present the experiments and results comparison with 

existing solution and additional details 

 

• In Chapter 7 we summary the solution, comment overall performance and 

provide ideas for future developments. 
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2. Related Works 
 

 

Within this Chapter, we offer an overview of a variety of articles and reports that 

were employed during the research phase. These resources provide a 

comprehensive analysis of various subjects and furthermore illustrate the 

application of certain methodologies utilized in these thesis, though under 

differing data sets or scenarios.  

 

2.1 Discrete Dynamic Pricing 
 

Discrete dynamic pricing refers to a pricing strategy that adjusts the prices of 

goods or services in real-time, considering market conditions, consumer 

behaviour, and other factors. The pricing of a product is dynamically adjusted 

based on real-time market data, consumer behaviour, and other relevant factors. 

The approach allows companies to set prices that are competitive and responsive 

to market changes, without sacrificing profitability. The main objective of this 

strategy is to maximize revenue by setting prices that reflect changes in demand 

over time [2]. Hotels face many challenges due to several economical products 

like rooms are intangible, heterogenous offerings, over occupied and under 

occupied situations, fixed capacity adds constraints on pricing [3].  

 

The history of discrete dynamic pricing goes back to the 1950s, when it was first 

implemented by airlines to fluctuate ticket costs depending on the demand. Other 

industries, like hospitality and retail, soon followed suit and began adopting this 

pricing strategy. Airlines, on the other hand, typically offer two product classes, 

such as business/first and coach, while hotels can often have a variety of room 

types, accompanied by different bed configurations, thus, leading to various 

product offerings [4]. Hotels initially had a difficult issue when establishing the 

prices of those products, and then to add to the complexity of the situation – they 

must also address the dynamic pricing problem, where the prices of those 

offerings may change as the reservation date draws nearer. 
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The range of possibilities when it comes to discrete dynamic pricing is immense 

and continues to expand. It is important to note that a substantial portion of sales 

within the hospitality sector are still done through customary contracts, while 

dynamic pricing is mainly employed when trying to reach the online market [5]. 

Companies are progressively adapting this pricing model to remain competitive 

and to be able to respond to ever-changing market conditions. The use of 

sophisticated algorithms and large datasets has made it simpler for businesses to 

implement dynamic pricing, which is expected to be more and more popular in 

the future. Discrete dynamic pricing is an adjustable and versatile pricing 

approach that can be implemented to an array of products and services, making it 

a desirable option for businesses that seek to improve their pricing strategies. 
 

2.2 Statistical approaches   
 

Pricing has been a topic of great interest for many researchers and statisticians 

over the years. One of the early theories was presented by Zheng Gu in 1997, 

who believed that room pricing was simply determined by the construction costs 

of a hotel room. He proposed the use of Hubbart formula, which considered only 

the construction costs of a room, the desired profit, and the expected number of 

rooms to be sold, ignoring the concept of market demand [6]. However, this 

model was criticized for its limitations in that it only considered the construction 

costs and did not guarantee that it covered all the operating costs and profits 

actually achieved. 

Armstrong (2006) then introduced the concept of price discrimination and the 

benefits of model markets. He argued that the platform (OTA) serves particular 

genders better and that the price is determined by cost, market power, 

commissions, and offers. Armstrong looked at the entire process as a monopoly 

and believed that focusing on a particular group would attract other groups to 

perform better on any OTAs [7]. He proposed the concepts of single homing and 

multi-homing, where platforms are benefited through per-transaction charges 

rather than fixed fees. 

Costa (2013) took a different approach to room pricing by proposing that several 

factors should be considered when determining the price of a room. He 

considered factors such as services offered along with the room, the seaside 

view, bed and breakfast, size of room, and geographical location proximity to 
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the centre or any tourist spots [3]. He created a linear regression system with 75 

dichotomous variables as independent or explanatory variables of the 379 prices 

considered. He found that the internet was suffering from various high-level 

errors for gathering data, as hotels tend to offer several undescribed benefits and 

offers to families and bulk transactions. He used regression analysis to study the 

impact of these variables on room prices. 

In conclusion, the pricing of hotel rooms has been a topic of great interest for 

many years, with various theories and models being proposed. From Zheng Gu's 

construction cost-based model, Armstrong's price discrimination and model 

markets theory, to Costa's multiple factor approach, each has made a significant 

contribution to the understanding of room pricing. However, the limitations of 

these models have also been highlighted, and further research is needed to 

develop a more comprehensive and accurate model that considers all the factors 

that influence room pricing. 

 

2.3 Theoretical approaches 
 

The pricing of rooms in the hotel industry is a crucial factor in determining the 

success of a hotel business. A proper pricing strategy is essential for attracting 

customers and ensuring profitability. The pricing strategy that hotels adopt 

depends on various elements, including market demand, competition, seasonal 

trends, occupancy levels, and the information available on the internet. The 

internet has played a significant role in the marketing process and has helped 

customers to determine the price of a room. 

Recently, researchers have been focused on constructing theoretical approaches 

to setting room prices within the hotel industry. One such researcher, Yelkur 

(2001), stated that the internet is an essential component of the marketing process 

and the availability of data on the web about a hotel can help customers 

determine the value of the price [8]. Yelkur also studied the concept of 

differentiating pricing on the web and found that having a good relationship with 

customers helps to maintain steady prices. 

To gain a better understanding of customer behaviour when it comes to making 

purchases, hotels have multiple products and facilities that they offer. By 

categorizing customers into segments, hotels can increase their booking count. 
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For instance, the price of a room in California would differ from that in Arizona, 

and those customers who are there for business would typically pay higher than 

individual customers. This segmentation and price discrimination  would result 

in increased profits. 

Croes and Semrad (2012) focused their investigation on the impact of fluctuating 

discount rates on the financial performance of hotels. They analysed the price 

elasticity and seasonality, and found that during some times of the year, hotels 

would maintain their regular rack rates, while during other times, they would 

adjust the price according to demand [9]. 

Kefela (2014) conducted a study on hedonic pricing, which accounted for the 

external and internal factors that affect the good and its qualities when evaluating 

the price. He discovered the various techniques employed by hotels to attract 

customers, such as offering free parking spots, obtaining a higher star rating, 

taking advantage of its geographical superiority, or providing free breakfast, 

with the intention of increasing bookings [10]. These additional benefits raise 

the cost of a room, but they also make it difficult for customers to reject when 

booking. 

In conclusion, the pricing of rooms in the hotel industry is a crucial element in 

the success of a hotel business. A proper pricing strategy can help attract 

customers and ensure profitability. Researchers have studied various approaches 

to setting room prices, including the impact of fluctuating discount rates, the use 

of the internet in the marketing process, and hedonic pricing. The internet has 

played a significant role in the marketing process, and the information available 

on the web has helped customers determine the worth of the price. The hotel 

industry should also focus on categorizing customers into segments and 

providing additional benefits to increase bookings and profits. 

 

2.4 evolution of information 
 

One of the key factors in hotel pricing is the consideration of external and 

internal variables. These can include holidays, events, location, additional 

services offered, discrimination, competition, and other discrete and quantitative 

features that affect room rate pricing. Holidays, for example, can lead to an 
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increase in demand for hotel rooms, which in turn drives up prices. Conversely, 

events can decrease demand and lead to lower prices. The location of the hotel 

can also play a significant role in determining room rates, with hotels in popular 

tourist destinations often commanding higher prices. 

The hotel industry has also experimented with various pricing strategies to 

maximize revenue. Intertemporal price discrimination is one such strategy, 

which involves setting different prices for similar products based on the time of 

purchase. This allows hoteliers to target customers who are more price-sensitive 

and adjust prices to reflect demand. For example, a hotel might offer lower prices 

during weekdays and higher prices on weekends, depending on demand [10]. 

This strategy has been found to be effective in maximizing revenue for the hotel, 

as it allows for a more dynamic pricing structure that adjusts based on demand. 

In recent years, the hotel industry has also started to utilize advanced data 

analytics to better understand customer behaviour and develop more effective 

pricing strategies. This involves the use of big data, machine learning algorithms, 

and other advanced technologies to gather and analyse vast amounts of data on 

customer preferences, behaviour, and purchasing patterns. With this 

information, hoteliers can develop more informed pricing strategies that consider 

factors such as customer demographics, travel patterns, and purchasing 

behaviour. 

Abrate et al. (2019) conducted comprehensive research on the subject of setting 

the right price at the right time. They focused on exploring the impact of frequent 

price changes on maximizing the revenue of the hotel. The study was cantered 

on the concept of inter temporal price discrimination [11]. This refers to the 

practice of setting different prices for similar products based on the time of 

purchase but ensuring that the prices remain consistent for all customers at any 

given time. 

The researchers aimed to find out if this pricing strategy could bring about an 

improvement in the revenue generation for the hotel. In order to accomplish this, 

the team carried out extensive research, gathered data and analysed it to arrive 

at their conclusions. They found that inter temporal price discrimination can be 

a very effective way of maximizing the revenue of a hotel. By charging different 

prices for similar products at different times, the hotel can target different 

segments of customers and tap into their varying levels of willingness to pay. 
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This helps to ensure that the hotel is making the most out of its available 

resources and is generating the maximum amount of revenue. 

The findings of Abrate et al. (2019) are of great significance for the hospitality 

industry, as it highlights the importance of adopting dynamic pricing strategies. 

By doing so, hotels can optimize their pricing policies, take advantage of 

fluctuations in demand, and improve their revenue generation. The results of this 

research are highly relevant to managers, researchers, and academics in the 

hospitality industry, who are looking to explore new and innovative pricing 

strategies. 

In addition to utilizing advanced data analytics, the hotel industry has also started 

to experiment with dynamic pricing. This involves using real-time data to adjust 

prices in response to changes in demand. This can include factors such as 

weather, economic conditions, and other external factors that affect demand for 

hotel rooms. By using dynamic pricing, hotels can ensure that they are always 

charging a fair price for their rooms, which in turn maximizes revenue and 

customer satisfaction. 

By staying up to date with the latest research and best practices in the field, hotels 

can continue to develop effective pricing strategies that meet the changing needs 

of their customers and maximize their profits. 

 

2.5 Assumptions  
 

In the hospitality industry, the discrete dynamic pricing approach has been 

applied to increase revenue. However, certain assumptions must be considered 

for it to be successful.  

1. It is assumed that customer behaviour is predictable and that they will 

respond to price changes in a certain way, enabling accurate forecasting of 

demand and revenue.  

2. The approach is most effective in stable market conditions where supply 

and demand can be estimated with precision.  

3. The effectiveness of the approach is reduced in highly competitive markets 

where prices are influenced by multiple factors.  

4. The approach assumes that price changes occur gradually over time and 

are infrequent, allowing customers to adapt to the new prices.  
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5. The approach requires access to data on supply, demand, and market 

conditions to make informed pricing decisions. 

However, these assumptions were made for an ideal data under normal 

circumstances. The current thesis focuses on the development of models during 

abnormal situations, such as data scarcity due to a pandemic, lack of market trend 

and seasonality, and inability to use available data due to inconsistencies. Thus, 

the following chapters will verify whether these assumptions hold in such 

situations and propose solutions to deal with circumstances where these 

assumptions cannot be applied to the data. 

 

2.6 Data Driven approaches 
 

The Hospitality industry has seen a surge in the adoption of data-driven 

approaches for discrete dynamic pricing in recent times, owing to the 

technological advancements and the availability of data. This approach leverages 

the power of data to make informed pricing decisions and optimize prices based 

on the current market conditions [2]. The data used in data-driven pricing 

approaches in the hospitality industry can be sourced from various channels such 

as reservations, website traffic, social media, customer profiles, and competitor 

data [1]. The key elements used in these data driven approaches include 

historical booking data, customer demographic information, and market-level 

data [12]. 

The type of data used in data-driven pricing approaches in the hospitality 

industry can be categorized into several categories, including the type of season 

(Season), the day of the week (Day), the length of stay (Length), the length of 

the time period between the reservation and the check-in time (Before), and the 

tariff class (Tariff) [13]. Additionally, data on the type of booking, whether it is 

a group booking or an individual booking, and the inclusion of breakfast (B&B) 

can also be used in these approaches. 

One of the key advantages of data-driven approaches for dynamic pricing is that 

they provide more accurate and real-time pricing information. With the 

increasing availability of big data, businesses can collect and analyse vast 

amounts of pricing data to make informed pricing decisions [6]. This data can 

help identify patterns and trends that would otherwise be hidden and can be used 
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to improve pricing strategies and increase profitability. By using predictive 

models, data mining, and machine learning algorithms, businesses can make 

better use of their pricing data to identify market trends and consumer behaviour, 

which can be used to optimize pricing strategies. 

In 2013, Abd El-Moniem Bayoumi et al. conducted a study exploring the use of 

Monte-Carlo simulation in pricing techniques. The authors argued that dynamic 

pricing, as opposed to quantity-based pricing, will become the dominant 

approach in the future. They introduced a new method in which the price of a 

room is first determined by the managers and then adjusted using various 

multipliers, such as seasonality, room inventory, time until arrival, and 

occupancy rate [14]. These variables are transformed into decimal numbers 

ranging from 0 to 1.0 to represent the amount of change to be made to the price. 

The final price is determined by multiplying the existing price with all the 

multipliers. The researchers modelled the reservations and cancellations using 

Bernoulli trials and noted that there is a distinct pattern in the curve. 

Additionally, they utilized exponential smoothing for price forecasting.  

P. Talon-Ballestero et al. (2022) conducted research on the utilization of data in 

price optimization and customer-centric pricing [15]. The study viewed data 

from four dimensions: data, optimization, information processing systems, and 

key performance indicators (KPIs). The authors proposed an open pricing 

concept, which is a sophisticated pricing discrimination technique that offers 

real-time price recommendations without rate changes and optimizes pricing on 

an individual night basis. This concept represents a significant departure from 

previous pricing methods, which typically made changes on a per-room basis 

rather than a per-night basis. 

Despite the widespread use of data-driven approaches for discrete dynamic 

pricing, there are several problems associated with the data used in data driven  

approaches. One of the main challenges is data accuracy and reliability, as the 

data used to make pricing decisions can be outdated or incorrect. Another 

challenge is data privacy and security, as the use of customer data for pricing 

purposes may be perceived as intrusive by some customers. As we all know 

COVID-19 pandemic has led to complete shutdown of the world for almost two 

years which created a tremendous imbalance in hospitality industry [16]. Several 

last-minute bookings and sudden last minute surcharges/discounts applied led to 

inconsistencies in data compared to the previous years. This led us to study data 

with short term periods more frequent rather than historical data more accurate. 
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Several methods and algorithms have been used over the years to implement 

data-driven approaches for discrete dynamic pricing. These include regression 

analysis, time series analysis, and simulation models like Monte Carlo where 

numerous random paths for the price of an underlying asset are generated, each 

having an associated payoff [17] [14], LSTM [18], Random Forest [19] and 

many others. 
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3. Context 
 

 

 In this chapter we discuss about the background and theoretical concepts of the 

industry and also the introduction and explanation of most relevant techniques 

and algorithms used in this thesis. 

 

3.1 history of pricing in hospitality industry 
 

The hospitality industry is one of the most dynamic and rapidly evolving sectors 

of the global economy. The dynamics of the hospitality industry have a 

significant impact on room pricing and revenue management. These dynamics 

are shaped by various factors such as consumer behaviour, sociodemographic 

factors, psychological factors, barriers, competitors, market demand, volatility, 

constraints, developments, internet, availability of data, consumer research, 

human judgment, discounting, offers, choices made by hotel managers, market 

equilibrium, and customer segmentation. This thesis will explore these factors 

in-depth and examine their impact on pricing and revenue management in the 

hospitality industry [1] [8] [3]. 

Consumer behaviour is a crucial factor that affects room pricing and revenue 

management. Customers' preferences are influenced by factors such as value for 

money, quality of service, convenience, and personalization. As such, hospitality 

providers need to be aware of customers' evolving needs and adjust their pricing 

strategies accordingly [15] [14]. For example, hotels may adjust their room 

pricing based on seasonal demand, customer preferences, and availability. 

Sociodemographic factors such as age, gender, income, education, and lifestyle 

also affect room pricing and revenue management. Hotel providers need to 
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understand their customers' sociodemographic profiles to offer relevant 

packages and promotions. For instance, luxury hotels may offer premium 

packages to high-income customers, while budget hotels may offer discounts to 

students or backpackers [10]. 

Psychological factors such as attitudes, perceptions, and emotions also impact 

room pricing and revenue management. Customers' perceptions of the quality of 

service, ambiance, and level of personalization can affect their willingness to 

pay for a room. Moreover, customers may choose to pay more for a room that 

offers an immersive experience that aligns with their emotions and moods, such 

as relaxation or excitement [20]. 

Barriers such as language, cultural differences, and legal regulations also affect 

room pricing and revenue management. For instance, hotels operating in 

countries with strict licensing and taxation regulations may have higher room 

prices to offset these costs. Additionally, hotels may need to offer multilingual 

services to cater to customers from different countries. 

Competitors are a significant factor that affects room pricing and revenue 

management. Hotels need to differentiate themselves from their competitors by 

offering unique experiences, exceptional service, and competitive pricing [21] 

[22]. Moreover, hotels need to be aware of competitors' pricing strategies and 

adjust their room rates accordingly. 

Market demand and volatility also affect room pricing and revenue management. 

Hotels need to be aware of market trends and adjust their pricing strategies to 

meet demand. Moreover, external factors such as natural disasters or pandemics 

can affect room pricing and revenue management. Hotels may need to adjust 

their room pricing during periods of low demand to attract customers. 

The availability of data, internet, and consumer research is a significant factor 

that affects room pricing and revenue management. Hotels can leverage data and 

consumer research to develop more targeted pricing strategies [1]. Moreover, 

hotels can use the internet to offer online booking services and promotions to 

attract customers. 

Human judgment, discounting, and offers are factors that affect room pricing 

and revenue management [23]. Hotel managers need to make informed decisions 

when setting room prices and offering discounts and promotions. Moreover, 
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hotels may offer discounted rates during periods of low demand to attract 

customers and maximize occupancy rates. 

Choices made by hotel managers, market equilibrium, and customer 

segmentation also affect room pricing and revenue management. Hotel managers 

need to understand the market equilibrium to set competitive room prices [22]. 

Additionally, hotels may segment their customers based on their 

sociodemographic profiles and adjust their pricing strategies accordingly. 

In conclusion, the dynamics of the hospitality industry have a significant impact 

on room pricing and revenue management. Hospitality providers need to be 

aware of the various factors that affect pricing and revenue management and 

adjust their strategies accordingly. By leveraging data, consumer research, and 

technology, hotels can develop more targeted pricing strategies that meet 

customers' needs and maximize revenue. Ultimately, hotels need to be adaptive 

and responsive to changing market trends to remain competitive in the 

hospitality industry. 

 

3.2 Type of data 
 

Here are some common types of data found in the hotel industry, along with a 

brief description of each: 

• Transactional Data: Data related to transactions, such as room bookings, 

food and beverage purchases, and spa services. This data is typically 

stored in a property management system (PMS) and can provide valuable 

insights into customer behaviour and spending patterns. [24] 

• Customer Data: Data related to guests, such as their contact information, 

booking history, and preferences. This data is typically stored in a 

customer relationship management (CRM) system and can be used to 

personalize the guest experience and improve customer satisfaction. [12] 

[24] [20] 

• Operational Data: Data related to the operation of a hotel, such as 

employee schedules, inventory levels [21], and maintenance records. This 

data is typically stored in an enterprise resource planning (ERP) system 

and can be used to optimize operations and reduce costs. 
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• Social Media Data: Data related to guest sentiment and feedback, such as 

online reviews and social media posts. This data is typically collected 

from social media platforms and can provide insights into guest 

satisfaction and areas for improvement [25]. 

• Competitive Data: Data related to competitors, such as pricing, 

promotions, and market share [22]. This data is typically collected from 

industry reports and can be used to benchmark performance and inform 

pricing strategies. 

• Web Analytics Data: Data related to website traffic, such as page views, 

bounce rates, and click-through rates. This data is typically collected 

using web analytics tools and can be used to optimize website 

performance and increase online bookings [26]. 

• Financial Data: Data related to financial performance, such as revenue, 

expenses, and profit margins. This data is typically stored in an accounting 

system and can be used to track performance and inform financial 

decisions [13] [5]. 

These types of data can be used to gain insights into various aspects of a hotel's 

operations and customer behaviour and can be analysed to make informed 

decisions that improve performance and enhance the guest experience. 

Our focus in this research is on data that we obtain and utilize for time series 

analysis which is transactional, customer and competitor data. 

 

3.2.1 ETL process 
 

In the hospitality industry, hotels receive transactional data from a variety of 

sources, including online travel agencies (OTAs) [27]. This data is stored in 

cloud data warehouses in the form of files, which are often large in volume and 

size. To ensure that this data can be used for analysis, it is important to go 

through an ETL (Extract, Transform, Load) process that brings all the data to the 

same structure and removes any inconsistencies [28]. 

The first step in the ETL process is the extraction of the data from its source. 

This involves retrieving the data from the various information systems, such as 
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OTAs, and transferring it to the cloud data warehouse. Once the data is in the 

warehouse, the transformation process begins. 

During the transformation process, various formulas, aggregations, and 

validations are applied to the data to obtain fact and dimension tables. This is a 

crucial step as it ensures that the data is in the correct format and can be easily 

used for analysis. Any redundant, duplicate, or inconsistent data is eliminated, 

and data entry errors are corrected [27].  

The final step in the ETL process is the loading of the data into the data 

warehouse. The data is loaded into a database with multiple indexed columns 

that enable the hotel to perform in-depth analysis and generate insights. 

In our case client stored all the raw data in form excel files in Filesystem which 

is accessible via SSH. So we utilized the sftp package in python to read the files 

and load them into data ware house. We used database connectors provided as 

python [29] package pymysql [30] to store output of ETL process into the 

MySQL database. As for transformations and all the pre-processing we used 

pandas [31] library which is a python package built for data processing. 

In summary, the ETL process is critical to the hospitality industry as it 

streamlines transactional data from various sources and ensures that it is in the 

correct format for analysis. By removing any inconsistencies and correcting 

errors, hotels can generate accurate insights that can inform their decision-

making and drive business success. 

 

3.2.2 Data Wrangling 
 

The hospitality industry generates immense amounts of data, with thousands of 

rows being generated in mere seconds. Once the ETL process is complete, the 

next step is data wrangling. This process involves cleaning, organizing, and 

transforming raw data into a desired format that analysts can use for prompt 

decision-making. One of the primary objectives of data wrangling in the 

hospitality industry is to cleanse the data of any noise, flaws, or missing 

elements. This helps to improve data usability by ensuring that the data is 

accurate and relevant. Data wrangling also converts the data into a compatible 

format for the end system, making it easier for analysts to work with. 



pg. 25 
 

Furthermore, data wrangling in the hospitality industry helps to quickly build 

data flows within an intuitive user interface. This makes it easy to schedule and 

automate the data-flow process, which can save time and improve efficiency. It 

also integrates various types of information and their sources, including 

databases, web services, and files. 

Finally, data wrangling in the hospitality industry allows users to process very 

large volumes of data easily and to share data-flow techniques. This can be 

extremely beneficial for organizations that rely heavily on data to make informed 

decisions [32]. 

 

3.2.3 Feature Selection 
 

Feature selection is a crucial process in the hospitality industry, where businesses 

need to analyse vast amounts of data to determine the optimal pricing, predict 

demand, and optimize sales. The process of feature selection helps businesses 

identify and select the most relevant features that have a correlation with price, 

demand, or sales, thereby improving the accuracy of their predictions, save time, 

and reduce costs. 

There are several methods used in feature selection, including correlation 

analysis, feature importance ranking, and many other machine learning 

algorithms [33]. These methods help businesses identify the most significant 

features by removing irrelevant or redundant ones. Despite its benefits, feature 

selection in the hospitality industry also presents several challenges, such as data 

quality issues, data complexity, and the need for domain expertise. It is essential 

to have experienced data analysts with a deep understanding of the industry to 

extract the best features from the data. In our study we utilize this concept and 

spend most of the time here figuring out which columns are useful as input to 

machine learning model to get better results and minimal errors. 

 

3.3 Data Analysis 
 

The processing and storage of data from multiple data warehouses in a central 

database, followed by analysis, is a crucial step in deriving valuable insights. 
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This is especially important considering the presence of numerous products and 

the possibility that some products may have more transactions than others, which 

can significantly impact the final model. Moreover, this approach aids in the 

identification of outliers, trends, seasonality, and other valuable insights. For 

instance, it is possible for a customer to perform a booking of a hundred bookings 

in a single transaction, which could affect daily sales. Similarly, multiple 

customers may book the same room for the same stay night in a single day, 

leading to unbalanced weights. Through the analysis of such data, it is possible 

to identify these anomalies and adjust the final model accordingly. 

 

3.3.1 Kurtosis and skewness 
 

The frequency of bookings received on a daily, weekly, monthly, quarterly, and 

yearly basis is not consistent. Therefore, it is crucial to analyse and identify the 

period during which the majority of bookings are made. By doing so, hoteliers 

can prioritize their efforts and resources to maximize their profits. In order to 

obtain such insights, various univariate and multivariate normality tests are 

conducted. These tests assess kurtosis and skewness of different data columns 

with respect to time periods. Furthermore, the presence of skewness provides an 

opportunity for hoteliers to create premiums or discounts in favour of the side 

with greater skewness [34] . Since test is a generic one and we have several date 

columns in the data we could utilize it for various purposes. For example, we 

can use this skewness to check which part of the year has more bookings if we 

take booking_date along x-axis and daily bookings along y-axis then you could 

see that more bookings occur during 2nd quarter because it is the time most 

tourists visit the country and so we can provide more discounts during that time.   
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Figure 3.1 Different skewness distributions by Diva Jain CC BY SA. 

In statistical analysis, measures of skewness and kurtosis are used to describe the 

shape of a probability distribution or data set. Skewness is a measure of 

symmetry, which determines the extent to which the distribution is symmetrical 

or asymmetrical. Specifically, it assesses the degree of deviation from the 

symmetry of a distribution around its central point. From the above example, we 

can say that skewness is a property of distribution with some abuse of 

significance and our data clearly proves this explained with more details in 

Chapter 5. 

A data set is said to be symmetric if it is balanced, such that the observations on 

one side of the central point are a mirror image of those on the other side. The 

presence of skewness indicates that the data is skewed, that is, it is not 

symmetric, and one tail of the distribution is longer than the other [35]. 

On the other hand, kurtosis is a measure of the "tailedness" of the probability 

distribution of a real-valued random variable. It assesses the extent to which the 

distribution has a heavy tail or a light tail, indicating the presence or absence of 

outliers. A normal distributed data with have bell-shaped curve when projected. 

Data sets with high kurtosis have heavy tails, which means that they have 

extreme values that occur more frequently than in a normal distribution. 

Conversely, data sets with low kurtosis have light tails, indicating that they have 

fewer outliers than a normal distribution. The uniform distribution represents the 

extreme case of low kurtosis [36].  

 

https://codeburst.io/2-important-statistics-terms-you-need-to-know-in-data-science-skewness-and-kurtosis-388fef94eeaa
https://en.wikipedia.org/wiki/Probability_distribution
https://en.wikipedia.org/wiki/Probability_distribution
https://en.wikipedia.org/wiki/Real_number
https://en.wikipedia.org/wiki/Random_variable
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3.3.2 Scaling  
 

Scaling of variables is a standard pre-processing step utilized in function 

approximation and time series analysis. The primary goal of scaling is to assign 

weights to input variables based on their relevance to the estimated output. In 

simple words you convert the values to be specific range. For example, if you 

have 10 observations out of 8 observations have values in range between 1 to 10 

and last two values are 89 and 95 and so if you try to plot these values in graph 

the last would be shown as outliers and y-axis in graph would be in range of 1 to 

100 which makes the shapes of first observations very small and you can 

differentiate this because you can observe what if it is a scatter plot with 1000 

observations and you wish to find outliers. In those cases scaling would help to 

identify outliers by transforming them using scaling techniques like min-max 

scalers gives you differentiation between outlier and normal values and so the 

model can learn from that. This technique is utilized to identify any redundant 

inputs and assign low weights to them to reduce their impact on the learning 

process [37]. As a result, variable scaling  is a critical step in optimizing the 

learning process and enhancing the accuracy of output estimates. 

 

3.4 Regression models 
 

Supervised learning is a type of machine learning methodology in which an 

individual or system supplies input/output pairs that assist in recognizing the 

association between the related training data. Regression is a statistical processes 

for estimating the relation between a dependent variable(output) and one or 

more independent variables (input variables or features) [38]. The regression 

problem strives to ascertain a mathematical formula that accurately approximates 

the hidden function demonstrating the input/output relationship [39]. Regression 

helps in finding relationship between demand and period [40].  

 

 

 

https://en.wikipedia.org/wiki/Estimation_theory
https://en.wikipedia.org/wiki/Dependent_variable
https://en.wikipedia.org/wiki/Independent_variable
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3.4.1 Ridge Regression Model 
 

The solution to the issue of highly correlated regressors and a way to stabilize 

the linear regression problem was proposed by Hoerl and Kennard in 1970 - 

ridge regression. Ridge regression is a method of estimating the coefficients of 

multiple-regression models in scenarios where the independent variables are 

highly correlated [38]. What makes this technique so attractive is its easy to 

compute analytic solution, which allows the coefficients associated with the least 

relevant predictors to be shrunk towards zero without them reaching exactly zero 

[41]. Let us explain this with an example, the hospitality industry has a variety 

of characteristics, and researchers and data scientists are attempting to determine 

the correlation between various independent columns of the data and the cost 

and revenue of a given room [10]. In other words, since we do not the exact 

behaviour of the customer we try to relate the price of the room with other 

columns in data a linear relationship. It is sometime easy to build relationships 

between two columns of numbers and other time it can be difficult but there can 

always a relation be formed but if it is a real or fake is hard to determine. 

Nevertheless, there may be associations between these independent variables 

that can lead to multicollinearity among them, thus decreasing the accuracy of 

predictions [37].  Usually, the columns are omitted to bypass this issue but this 

results in the suppression of important data while modelling. Hence, ridge 

regression assists us in finding best coefficients with help of a concept called 

damping factor 𝜆 . 

We use generally MSE (Mean Square Error) score for calculating the error 

between original and predicted values but this does not tell us error is due to 

which input features. In case of several independent features it is possible to 

obtain a biased result due to the overfitting of some features diminishing the 

impact of other features.  So the MSE can be modified in a way such that the 

scores can demonstrate which features are causing the bias in the predictions. 

The modification is what differentiates ridge regression from linear regression. 

 

Regular MSE (Mean Square Error) = ∑(𝑦 − 𝑦�̂�)
2 is modified into  

Penalized MSE  =  ∑(𝑦 − 𝑦�̂�)
2 +  𝜆 ∑ 𝛽𝑗

2𝑝
𝑗  
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Where y is the actual value 

𝑦�̂� is the prediction value 

𝜆 is the damping factor 

𝛽𝑗
2 is the regression coefficients of the  feature variables. 

 

The damping factor is also known as the shrinkage coefficient and its job is to 

penalize the coefficients and verify their contribution to the outcome and if it 

finds the results are similar or better after making some of the coefficients to 

zero then those variables can be deemed as less relevant features.  We have to 

set the value for damping factor and right value can help us determine best 

features to keep and discarded indirectly during the process [42] [41]. 

But we have to be careful because of the effects of lambda can be two ways. 

• The bias increases as λ increases. 

• The variance decreases as λ increases. 

 

Reduction in variance is good thing but if we keep increasing the λ we may run 

into increased bias so we have find the optimal value which can reduce variance 

as well as not increase the bias. To do this we apply GridSearchCV [43] to find 

best lambda value by looping through a range of values and testing out each 

value and comparing results obtained from those. Therefore, we can use cross-

validation techniques like GridSearchCV(which iterates through a loop of 

provided parameters for a model and returns a model with best set of value after 

testing it through a scoring metric)   to select the best value of λ that gives the 

best trade-off between model complexity and performance on the test set. 

GridSearchCV is explained in detail in later chapters with examples. 

 

3.5 Random Forest Models 
 

Random Forest was first introduced by Breiman [44] is an ensemble of 

randomized decision trees which makes decisions based on aggregation of results 

from these individual trees in the forest. Random forest uses the bootstrap 
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aggregating or bagging technique to generate multiple decision trees. In bagging, 

a random sample of the training data is taken with replacement, and a decision 

tree is trained on each sample. This generates multiple trees with different 

decision boundaries. Once the individual decision trees are trained, their 

predictions are combined to generate the final prediction. In regression tasks, the 

predictions of the individual trees are averaged to generate the final output [45]. 

Random forest has several hyperparameters that can be tuned to optimize its 

performance. These include the number of trees, the depth of the trees, the size 

of the bootstrap sample, and the number of features considered at each node.  The 

Random Forest performs well even under uncertain conditions which makes it 

easy to pick and model. The performance of the model depends on parameters we 

chose for hypertuning and they can be looped through and also with application 

of techniques like GridSearchCV we can estimate the best parameters for the 

model and utilize those. It has only few parameters to tune compared to that of 

models described in the next section like LSTM . Even though the increase in 

depth of trees in Random Forest improves accuracy it is not advisable in most of 

the scenarios because it with every level of depth increase the computation power 

increases drastically and time to run the model also increases [19]. We can also 

define number of estimators to be used during sampling as one of the parameters 

during definition of the model and by right combination of all these parameters 

we can construct a good split between the trees nodes. 

Overall, random forest regressor is a powerful and versatile algorithm for 

regression tasks, particularly when dealing with high-dimensional data or noisy 

data with complex interactions between features. Its ability to generate multiple 

decision trees with different decision boundaries and to combine their predictions 

makes it a robust and reliable algorithm for a wide range of applications 

 

3.6 LSTM Models 
 

The Long Short Term Memory (LSTM) network is a type of Recurrent Neural 

Network (RNN) that is particularly useful for learning long-term dependencies in 

sequential time series forecasting. First introduced by Sepp Hochreiter and Jurgen 

Schmidhuber in Neural Computing, LSTM models have the ability to selectively 

remember or forget information from previous time steps, which makes them 

well-suited to problems that involve time step lags [18]. 
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In time series forecasting, historical data patterns are analysed to create a 

collinearity that can be used to predict future values. RNNs are effective at this 

task, but they often encounter the problem of vanishing gradient, which makes it 

difficult to propagate output back to the model layer of input. LSTM memory 

cells can be used to overcome this problem, as they allow for differential memory 

that makes small modifications to data through the addition or multiplication of 

information during the flow of information through cell states. 

 

 

Figure 3.2 Long Short-Term Memory cell by Alex Graves under CC BY SA. 

The LSTM architecture is particularly useful for time series analysis, where past 

observations from multiple time steps are used as inputs to the model. The process 

of incorporating these past observations into the model is known as time step lags 

[46]. For example, to predict the temperature at time t, temperature readings from 

the previous 5 time steps (t-5, t-4, t-3, t-2, t-1) might be used as inputs to the 

LSTM. 

As shown in Figure 3.2 the LSTM model reads input(it) and passes the 

information through different cell states and  can selectively remember or 

forget(ft) information  from previous time state based on the current input (Ct ). 

This is achieved through the use of memory cells that can store information over 

multiple time steps and gates that control the flow of information into and out of 

the cells. To incorporate time step lags into an LSTM model, additional features 

are typically added to the input vector to represent past observations. In the 

https://commons.wikimedia.org/wiki/File:Long_Short_Term_Memory.png
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temperature prediction example, the input vector at time t would include the 

temperature readings at time t-5, t-4, t-3, t-2, t-1, as well as any other relevant 

features such as time of day or day of the week. 

The architecture of the LSTM model will depend on the specific problem and 

data at hand. Some common approaches include using multiple LSTM layers, 

adding additional regularization techniques such as dropout or weight decay, and 

using techniques such as teacher forcing to improve training stability. 

 

 

3.7 Forecasting 
 

Forecasting is a fundamental concept that constitutes the primary objective of this 

thesis. It entails comprehending the examination of historical data, making certain 

assumptions, and establishing the possible future values under similar conditions 

as those of the past. Time series forecasting is a distinct type of forecast in which 

the approach is through sequential periods. For instance, after analysing the sales 

data of the previous year, patterns and conclusions can be drawn, and 

presumptions can be made to determine the correctness of the thinking. This 

process facilitates decision-making regarding marketing, sales, and adjustments 

of prices for the current year, thereby enhancing the outcome. It is preferable to 

base decisions on thorough analysis rather than relying on intuition or gut feeling. 

Additionally, forecasting aids in comprehending the rationale behind any 

deviations from expected results, allowing for re-evaluation and better judgment 

in future decision-making. The forecasting process involves various techniques 

and steps that aim to improve the accuracy of results. All the preceding and 

subsequent sections of this thesis aim to enhance forecasting and improve the 

precision of the outcomes. 

 

3.8 validation techniques  
 

The validation of time series forecasting is a necessary step, as the accuracy of 

the model may be impacted by biases, overfitting, or underfitting [47]. In such 
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cases, the true value of the forecast may differ significantly from the reality, 

rendering it unusable. However, the evaluation of time series forecasts is not a 

straightforward process, as it often requires significant amounts of time and 

memory and is particularly challenging due to the temporal nature of the data. In 

this thesis, we will explore various validation techniques, including cross-

validation and repeated k-fold, to address these challenges. Cross-validation is a 

widely used technique for model validation in machine learning, and it can also 

be used for time series forecasting. In cross-validation, the data is split into 

multiple segments, or folds, and the model is trained on a subset of the data and 

tested on the remaining data. The process is repeated multiple times, with each 

fold acting as a test set once. The results are then averaged to provide an overall 

performance estimate.  
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Algorithm 1 Repeated K fold cross validation 

 

Input: D: time series data set , K: number of iteration folds 

Output: O: Model performance 

1. function cross_validation(D,K) 

2.   P     {} 

3.   scores   {} 

4.  for i in 1 to K do  

5.     Randomly split D into K parts namely {D1,D2,….DK} 

6.     for d in D do  

7.       Dtest            d 

8.        Dtrain   D-d  //all the remaining subsets 

9.       model.fit(Dtrain[features], Dtrain[target]) 

10.        Y model.predit(Dtest[features]) 

11.       Save the Y to P 

12.     end for 

13.     Compare the P={ Y1, Y2,Y3,….Yk} with orginal datset    

  prediction   

14.     Save the performance score of MSE or RMSE to scores 

15.    end for 

16.   return average(scores)  

 

As defined in Algorithm 1 Repeated K-fold is a technique used for model 

validation that involves dividing the data into K subsets and repeating the process 

multiple times. In each iteration, K-1 subsets are used for training the model, and 

the remaining subset is used for testing the model. This process is repeated 

multiple times to obtain a more robust estimate of the model's performance. In 

time series forecasting, repeated K-fold can be used in a similar way to cross-

validation. However, instead of using a rolling window, the time series data is 

divided into K subsets of equal size. The model is trained on K-1 subsets and 

tested on the remaining subset. This process is repeated multiple times, with the 

subsets being shuffled each time to provide a more robust estimate of the model's 

performance.  
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4. Problem Formulation 
 

 

The present chapter tries to explicate the intricacies pertaining to the data that are 

the subject of examination in this thesis. The scope of this examination ranges 

from the raw data procured from diverse sources to the output data employed in 

the following chapters as inputs for model application. Furthermore, we also 

describe the pre-existing model utilized for pricing the room, along with a 

discussion of the need for a novel solution. 

 

4.1 Problem Description 
 

The hospitality industry is comprised of various resources, customers, roles, 

products, benefits, and services - both digital and physical. Each of these 

elements significantly influences the price of a room. This study focuses on 

hotels and resorts and how they determine pricing for their various rooms. The 

bookings for rooms in these establishments are received through several 

channels, including online travel agencies (OTAs) such as Booking.com and 

Expedia, client websites, direct check-ins, physical tour operators, and various 

other physical handbooks. All data is recorded in Excel files and stored in 

warehouses [21]. 

While OTAs have their individual analytics platforms and dashboards, which 

help in understanding the pricing and its effects, it does not provide entire picture 

of all the bookings for  hotel. This is because the price of a room depends on all 

the bookings from the total, and not just one OTA. Therefore, a central analytics 

platform is necessary to process all the bookings that come through. The Figure 

4.1 explains the structure of the data collection flow. 
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The data originates from various locations, with each CSV file containing 

bookings received from multiple sources (i.e., OTAs/channels). This data is 

received multiple times a day and each file comprise distinct columns, exclusive 

of the primary columns. Hence, unless we are conducting separate analyses for 

OTAs, the surplus columns are redundant, as our objective is to perform 

centralized analysis. It is advisable to eliminate these extraneous columns for the 

sake of efficiency and accuracy in our analytical endeavours. 

Additionally, it is imperative to comprehend that the data pertaining to bookings 

includes a multitude of factors that contribute to the final price. These factors 

include the base price, additional services such as breakfast and bread, discount 

coupons, and various other hidden charges. As a result, it is not feasible to extract 

the base price directly from each Online Travel Agency (OTA). Therefore, it is 

necessary to devise a methodology for examining the prices and correlating them 

to the base prices in a meaningful manner. It is essential to note that although the 

prices appear to be continuous values in the data, they are derived from bar 

prices, which are predetermined levels assigned to each room. These bar prices 

are adjusted to modify the final price. Furthermore, it is imperative that price 

fluctuations remain within a reasonable range, as excessive variations may 

prompt potential customers to seek alternative vacation destinations. Hence, as 

a means of adhering to industry norms and maintaining pricing consistency, it is 

customers 

Client 

website 
OTAs Direct 

check in 

Tour 

Operators 

Other 

offline 

Figure 4.1 Data Collection Flow. 
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established that adjustments to prices shall be limited to a single bar increase or 

decrease, rather than several. This approach ensures that prices remain 

competitive without compromising the resort's market share or profitability. 

Moreover, it underscores the resort's commitment to providing a superior 

vacation experience for its patrons. 

The data exhibits a multidimensional nature due to the fact that customers not 

only reserve bookings for the current day, but also make advance bookings for 

several days into the future, with the belief that such an approach would prove 

more cost-effective than making a last-minute booking. To regulate this trend, 

pricing is determined such that the rates for rooms are set lower for bookings 

that are made further in advance and gradually increase as the demand for the 

bookings grows and the dates of the bookings draw closer. However, this results 

in a significant problem between the customers and the owners of the resorts, as 

the latter are inclined to prioritize profit maximization and maintain market 

competitiveness by setting prices that are in line with the best available prices, 

as opposed to offering discounts. This issue shall be comprehensively addressed 

in subsequent chapters. 

While the management of this situation may seem complex, it can be effectively 

navigated with a thorough understanding and in-depth analysis. However, a 

unique challenge arises when there is a lack of data for a specific period. As our 

data collection only dates to 2018, we had assumed that at least three to four 

years of data would provide a sufficient sample size for analysis. Unfortunately, 

the sudden outbreak of the COVID-19 pandemic has created a global 

catastrophe, resulting in the shutdown of all hotels and resorts. 

Under normal circumstances, this might not pose a significant problem if there 

were no bookings scheduled during the period of shutdown, which is nearly two 

years in duration. However, due to the proactive nature of customers who often 

make advanced bookings, the hotel owner is required to keep bookings open, 

albeit not for the current period, but for the upcoming season that is six months 

away. Despite the lack of clarity regarding when the shutdown will end, the 

owner remains optimistic and maintains an open booking policy. 

Furthermore, many customers are eager to leave their homes as soon as the 

shutdown is lifted, and hence they have made bookings for future nights with the 

option of cancelling them later. These factors pose unique challenges that must 



pg. 39 
 

be addressed and managed effectively to ensure the continued success of the 

hotel. 

The various scenarios that transpired during the pandemic had a significant 

impact, particularly once it concluded. Not only did we have to re-evaluate our 

models to account for the pandemic as an anomaly, but we also had to consider 

the altered mindset of users who had grown accustomed to extended periods of 

isolation at home. Following the initial phase after the pandemic, there was a 

considerable surge in bookings, leading to overbooking. Furthermore, several 

bookings made during the pandemic were subsequently cancelled by customers 

due to various reasons, adding to the challenge of adapting our model. As we 

anticipated that this was only a temporary situation, we needed to adjust our 

model to restore equilibrium as soon as possible. 

Considering these developments, we recognized that existing solutions were no 

longer adequate and needed to be replaced with new solutions that could 

accommodate seasonality and trends. As a result, a series of experiments and 

proposed solutions were undertaken, which are discussed in the next chapters. 

 

4.2 Existing Solution 
 

The Online Travel Agencies (OTAs) have already implemented their individual 

analytics, while for central analytics, the concept of price elasticity of demand is 

utilized. In order to understand the characteristics of price with respect to 

changes in occupancy rate, the demand curve is drawn, and the price elasticity 

coefficient is examined. As per the law of demand, the quantity demanded of a 

good or service is inversely proportional to its price. However, due to the 

consideration of customer behavioural psychology and the case of luxury goods, 

this law appears to be uncertain since rooms with very low prices are considered 

to be of poor quality and those with very high prices are often overlooked by a 

certain class of customers. For this reason, it is widely believed that setting the 
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appropriate price for a room at the correct time would result in an equilibrium 

between the price and demand. 

 

 

Figure 4.2 price elasticity of demand by Pawel Zdziarski under CC BY SA. 

 

Figure 4.2 depicts the relationship between the quantity and price of a product 

or service. It shows that as the price of the product decreases, the quantity 

demanded increases. However, it is noteworthy that the primary objective of any 

business is not solely to increase the quantity but to generate revenue. This fact 

is also applicable in the case of resorts, where the goal is to maximize profit 

while maintaining an acceptable quantity of services provided. 

In this context, it is important to find an optimal point, indicated by the blue point 

in the curve, where the profit can be maximized without compromising the 

quantity provided. The determination of this optimal point is facilitated by the 

concept of price elasticity of demand. 

As show in Figure 4.2 for a given period of time the change in quantity from Q1 

to Q2 is designated with △ Q and its price impact on y-axis and their difference 

from P1 to P2 is defined by △ P then  

 

Elasticity ratio   =   
%𝐜𝐡𝐚𝐧𝐠𝐞 𝐢𝐧 𝐭𝐡𝐞 𝐪𝐮𝐚𝐧𝐭𝐢𝐭𝐲 𝐃𝐞𝐦𝐚𝐧𝐝𝐞𝐝(△Q)

% 𝐜𝐡𝐚𝐧𝐠𝐞 𝐢𝐧 𝐭𝐡𝐞 𝐩𝐫𝐢𝐜𝐞(△P)
 . 

 

https://www.google.com/url?sa=i&url=https%3A%2F%2Fcommons.wikimedia.org%2Fwiki%2FFile%3APrice_elasticity_of_demand.svg&psig=AOvVaw2bCRaMCqseHO0onrXlDiGP&ust=1677492750215000&source=images&cd=vfe&ved=0CBEQjhxqFwoTCOit-835sv0CFQAAAAAdAAAAABAE
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The whole pricing strategy revolves around the concept of elasticity ratio which 

determines the sensitivity of demand towards price changes. This ratio is 

characterized by two distinct scenarios that have a significant impact on the 

pricing technique. 

Firstly, when the elasticity ratio is greater than one, it implies that the demand is 

highly responsive to price changes, and even a slight alteration in price leads to 

a considerable impact on the quantity demanded. Secondly, if the elasticity ratio 

is less than one, it suggests that the demand is not affected by price changes. 

Based on these two cases, it has been determined that on regular days, without 

any external factors influencing customer behaviour towards the night of stay, it 

is advisable to set the price at a minimal level to attract more customers. 

However, in the case of days where external events such as holidays, festivals, 

and weekends have a positive effect on bookings, the price is observed to be 

inelastic. Even with an increase in room rates, bookings still occur at an 

acceptable rate, thereby maximizing profits. 

The goal of this thesis is to determine the occupancy rate for a particular check 

in date given historical data belonging to it. It can be formulated as a regression 

problem since occupancy rate is a continuous variable and historical data can be 

considered as input variables and occupancy rate is output variable. In terms of 

formal definition: 

 

Oi   =  𝑓(𝑥𝑖1, 𝑥𝑖2, 𝑥𝑖3, 𝑥𝑖4 … 𝑥𝑖𝑛) + 𝑒 , 

 

Oi  is the occupancy rate for a given check in time in future be it tomorrow, 

next week, or next month 

xi1,xi2,…..xin are features in the data listed in Table 6.1 

e is the random noise which is not directly observed in data but observed 

during statistical analysis 

𝑓 is the function that describe the relationship between input variables and the 

occupancy rate output variable. 

In this thesis we model various algorithms explained in detail in  Chapters 5 

namely Ridge Regression, RandomForest, LSTM and best model is found 
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based on features and the minimal errors obtained from the difference of actual 

of predicted values using several cross validation techniques explained in 

Chapter 3.8  
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5. Proposed Methodology 
 

 

Due to the recent pandemic events and highly unpredictable demand, it was 

deemed necessary to adopt different methods. In this chapter, we will outline the 

steps that were taken to arrive at the final solution that is currently being utilized 

by our clients. 

The first step in this process was to comprehend the various csv files that are 

received from the OTAs and align the data to the central database. While 

collecting and saving the data to the database, several challenges were 

encountered, which will be expounded upon in Section 5.1. 

Next, we developed charts to identify patterns within the data, in order to 

determine the most appropriate model to employ. Since the price is not 

continuous and required an adjustment, we focused on determining the 

occupancy rate of each room night and adjusting the price accordingly. Through 

an extensive evaluation process, we identified a set of features that correlated 

with occupancy and could be utilized during modelling. We experimented with 

several algorithms that were well-suited to the chosen features, including Ridge 

Regression, LSTM, RandomForest and others. 

We validated the accuracy scores by cross-testing them against individual 

resorts, as the data covers a chain of resorts. Ultimately, we selected the 

algorithm that yielded minimal error and a higher accuracy score, and created a 

hybrid algorithm that corrects the room rate based on the predicted occupancy 

rate.  

We have also performed several experiments on different concepts like periodic  

cancellation rate, daily average return,  revenue pickup compared to last year and 

monthly forecast and each of these are tested on global level as well as individual 

resort level too.  The following algorithm provides a high-level description of 

our implementation. 
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Algorithm 2 Adjusting room rate with occupancy rate 

 

Input: D: the dataset, h: hyper parameters of the model, Cbars: existing room 

rates( defined in categorical BAR(Best Available Rate) prices ) , P: future time 

frame  

Output: DF: the output dataset with adjusted room rates, score: accuracy and 

MSE  

1. function   forecast_occupancy_rate (D, h, P) 

2. Dp                      preprocess(D) 

3. Xtrain, Xtest ,Ytrain ,Ytest                    train_test_split(Dp) 

4. model ML_algorithm(h) 

5. model.fit(Xtrain , Ytrain )  

6. Ptrain   model.predict(Xtrain ) 

7. Acc model.best_score_ 

8.  scoretrain   root_mean_squared_error (Ptrain , Ytrain  ) 

9. Ptest   model.predict(Xtest ) 

10. scoretest root_mean_squared_error (Ptest , Ytest  ) 

11. DF model.predict(P) 

12. score  (Acc, scoretrain, scoretest ) 

13. return DF, score  

14. occupany_rates, score forecast_occupancy_rate(D,h,P) 

15. function  adjust_room_rate(occupancy_rates, Cbars) 

16. Pbars                      assign_bar_level_using_if_else (occupany_rates) 

17. for future_date in P do  

18. if  absolute(Pbars  [future_date] – Cbars [ future_date] >= 2)  and 

Pbars  [future_date] > Cbars [ future_date] then 

19. Pbars  [future_date] = Pbars  [future_date]+1 

20. else if  absolute(Pbars  [future_date] – Cbars [ future_date] >= 2)  

and Pbars  [future_date] < Cbars [ future_date] then 

21. Pbars  [future_date] = Pbars  [future_date]-1 

22. return Pbars 
 

As stated in Algorithm 2 we have two separate functions during the whole 

process of adjusting the prices of the room. The first function 

forecast_occupancy handle the operations like reading the data from the files, 

processing and transformation for several feature columns and defining the 
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model, splitting the data into train and test using techniques like train_test_split 

provided by scikit-learn and fitting the training data and validating it against 

test data. In order to avoid bias the model is run multiple times with different 

parameters and best performed model is selected using the GridSearchCV  and 

finally the performance scores are measured using the RMSE(Root Mean 

Square Error) scores and the model with least score is utilized to forecast the 

occupancy rates for the prepared forecast data and passed these values to the 

other function adjust_room_rate. Which contains different if else conditions 

relating to the occupancy rate and adjusting BAR(Best Available Rates) prices 

from the provided forecast occupancy rates and current prices. 

 

5.1 Data Pre-processing 
 

During the course of our data analysis project, we encountered various 

challenges associated with the data files that we were working with. Each file 

had its own distinct structure and format, which required us to spend 

considerable time on several issues such as mapping the columns between the 

files and the database, converting numbers to their appropriate format as 

specified in the database, and even dealing with prices that were sometimes 

saved as text and had to be converted to float before saving them as Decimal in 

the database in order to maintain accuracy and long precision. 

As the data in these files constituted a time series and contained numerous date 

and time columns, formatting the dates posed a major problem. This was because 

there was no particular standard for the format of dates. To address these issues, 

we made use of the pandas datetime processor, which enabled us to externally 

specify the format in which the data had been received from clients. By doing 

so, we were able to ensure that the data was accurately formatted and ready for 

analysis. 

Furthermore, each booking in the data set had four distinct statuses, namely, ok, 

pending, suspended, and cancelled, which gave us insights into the behaviour of 

the customers. These statuses provided us with valuable information that allowed 

us to draw meaningful conclusions about the data and make informed decisions. 

We had duplicate rows in the data that arrived regularly. The only discrepancy 

between the two duplicate rows is the status columns, and if we were to keep the 
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existing row and add the new row, it would produce inaccurate results during 

total computations. To resolve this issue, we had to pipeline a procedure for 

removing duplicate records every time  a new data file is processed from the 

warehouse and before data ingestion is started on the database. 

As the study was conducted in Italy, a non-English speaking country, some of 

the columns, such as names and text columns, contained Italian values with 

special characters that are not available in English. Therefore, we had to convert 

the data to utf-8 format to save it in the database. To accomplish this, we utilized 

all the available techniques and tools in Pandas for data processing and saved the 

final data in the database. 

In conclusion, our preliminary analysis was marked by a number of challenges 

related to the structure and formatting of the data files we were working with. 

However, through the use of the appropriate tools and techniques, we were able 

to successfully navigate these challenges and draw meaningful insights from the 

data. 

 

5.2 Data Insights 
 

Initially, the dataset at our disposal encompassed reservations from 13 resorts 

belonging to a single chain, each of which received orders through 10 plus  

channels, both online and offline. In light of this, we resolved to investigate 

whether any discrepancies existed among the diverse categories. To achieve this, 

we undertook an analysis of the data from different perspectives, namely by 

establishing grouped index keys that allowed us to discern historical patterns. 

Subsequently, we were able to identify a significant number of patterns in 

customer behaviour towards bookings, both pre- and post-pandemic. 

 

In order to understand the patterns found in the data, it is necessary to be familiar 

with certain terminology and pandemic history. The "status" column in the 

database defines the current situation of each booking with regard to customer 

behaviour. It is described using the following values:  

• "Ok" (indicating that the booking has been done and confirmed) 
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•  "Modified" (indicating that the booking has been made and corrected with 

some details such as date, age, time of stay, etc.) 

•  "Suspended" (signifying that the customer did not show up), 

•  "Pending" (describing a booking that has yet to be confirmed),  

• and "Cancelled" (indicating that a booking was made but subsequently 

cancelled). 

These statuses have been grouped into four categories, each with a specific 

meaning: 

• T1 (Ok, Modified, Suspended, Pending, Cancelled) represents the total 

number of bookings in the database. 

• T2 (Ok, Modified) represents the total number of bookings that have been 

confirmed. 

• T3 (Pending, Modified, Cancelled) describes bookings that do not generate 

revenue. 

• T4 (Cancelled) represents all cancellations. 

 

We show these four T1, T2,T3, T4 categories as different histogram bars for 

various hotels in the following graphs. 

 

Figure 5.1 Bookings patterns before covid 2019. 
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The Figure 5.1 illustrates that T1 and T2 exhibit consistent patterns, with a 

negligible cancellation rate (T3) compared to confirmed bookings (T2). This data 

suggests that customer behaviour is readily predictable. This is an ideal expected 

situation where customers make reservation and they showed on the date of check 

in and so we do not need to worry mostly about the cancellation.  However, with 

the onset of the pandemic, the situation has drastically changed, causing 

heightened levels of tension and fear among consumers. Consequently, their 

behaviour has become largely unpredictable. In addition, the government has 

implemented various sudden notifications and shutdowns, resulting in an entire 

year spent at home. 

 

Figure 5.2 Booking patterns during covid 2021. 

In the year 2021, the prevailing situation remained unchanged, and customers, 

despite their desperation, made bookings for the end of the season with the 

understanding that they could cancel later. Figure 5.2 clearly shows that 

customers made bookings despite the confusion about the lift of lockdown and 

status of pandemic hoping it would be cleared out soon.  In doing so, customers 

hoped that normalcy would return and enable them to travel. Unfortunately, this 

was not the case, and most customers cancelled(T4) their bookings   while some 

remained in a suspended state(T3-T4) difference of T3 and T4 bars.  Additionally, 

the patterns observed were highly unpredictable since the T3 and T4 bars in 

Figure 5.1 are negligible but suddenly saw a spike in Figure 5.2  showing sudden 
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deviation from historical data, rendering the date before pandemic useless for 

training and testing. 

 

Figure 5.3 Booking patterns post covid 2022. 

Upon the lifting of the Covid lockdown in 2022, it was expected that customer 

behaviour would revert to pre-pandemic patterns and was thought that plotted 

graph would be similar to Figure 5.1 in best case , but this assumption proved to 

be incorrect and patterns were not similar to both Figure 5.1 and Figure 5.2 but 

creating a whole new set of distinct patterns shown in Figure 5.3. In the above 

Figure 5.3 we can observe that difference between T3 and T4 is higher which 

means  Customers exhibited constantly changing plans, and due to inflation and 

budgetary constraints, several customers cancelled their bookings. As a result, 

they can neither confirm bookings nor cancel bookings and left those in 

suspended or waiting states which is the meaning of T3-T4 from Figure 5.3. 

To validate these theories a data set spanning four years was collected, including 

a year in normal conditions (2019), a year of lockdown (2020), a year of pandemic 

(2021), and a year of post-pandemic conditions (2022), each with distinct patterns 

within the data and tested under different periods and observed the patterns . 
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Figure 5.4 monthly booking date before covid 2019. 

 

Figure 5.5 monthly booking data after covid 2022. 

 

The Figure 5.4 and Figure 5.5 shows that the distortion in data related to bookings 

prior to the onset of the COVID-19 pandemic was not limited to the cancellations 

alone. The data was found to be skewed, thereby making it difficult to discern 

which period witnessed higher levels of bookings. Moreover, the impact of 

COVID-19 on the data has been less pronounced in terms of left-skewing. As a 
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result, there has been limited opportunity to obtain a clear understanding of the 

booking trends during this period. 

A correlation analysis was conducted to examine the relationship between 

variables and the total number of bookings, while taking into consideration other 

variables such as the type of room, online travel agencies (OTAs), and the hotel, 

as illustrated in the Figure 5.6. However, it was discovered that the data contained 

numerous gaps and was sparsely distributed across the timeline, thereby limiting 

the accuracy and reliability of the analysis. 

 

Some of the main variable used for corelation analysis are: 

Room_reference_type: unique room code defining the type of room ( numeric 

code)  

Total : total price paid by customer for a booking( decimal values) 

Channel: source from where booking comes from (constant values)  

Group_channel: Constant value defining whether booking is for a individual or 

bunch of people 

Status : status of the booking record in the database ( constant values) 

 

Figure 5.6 corelation heatmap among booking variables. 
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Consequently, a decision was made to develop a model that leveraged short-term 

data rather than long-term data to enable more accurate predictions. So, we started 

looking at short term timestep lags for changes in occupancy rates and 

surprisingly they seem to fit more than we expected.  

 

Figure 5.7 correlation heatmap of occupancy rate between various time lags. 

 

We then tried to understand which are best timestep lags could perform well since 

all of them seem to fit well and as the lag goes far from day zero the correlation 

seems to become less. 

 

The correlation matrix exhibited evidence that there exists high collinearity 

between lagged timesteps compared to that other independent variables shown in 

Figure 5.6. So we believed that these time steps could be a potential solution to 

our problem of occupancy rate prediction. 

 

5.3 Data preparation 
 

After conducting an extensive analysis, we have arrived at the decision to employ 

timestep lags as training data. The rationale behind this choice is the sparse nature 

of the data and the existence of independent patterns among data from historical 
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periods. It is worth noting that the occupancy rate is not a direct column in our 

data, but rather a derived variable, necessitating the need to prepare the data 

ourselves. 

 

 

Algorithm 3 Data preparation with occupancy rate 

 

Input: h: list of hotels c: hotel room capacities, P: future time frame left in the 

season, timelags: list of timelags  

Output: DF: the output dataset with occupancy rate with various timestep lags  

1. function   get_occupancy_rate (hotel_id, capacity, booking_dt 

,stay_night,delta) 

2. Occ                       SELECT ( occupancy rate data from database for given 

time booking_dt)  

3. return Occ  

4. for dt in P   do 

5.      for lag in timelags do 

6.      DF[dt][lag] get_occupancy_rate( hotel_id, 

 C[hotel_id],dt,dt,)  

7.      End for 

8. End for 

9. return DF 
 

As described in Algorithm 3 we create a new pipeline procedure which runs at 

predefined timeslots to prepare the training data for list of provided timelags. We 

can always adjust the number of timelags at any given point of time. We query 

the total bookings from the database along with capacity of the room from 

inventory table and calculate the occupancy rate for a given and timelag.  

The data preparation process for all resorts under the chain was executed using 

the aforementioned algorithm, resulting in the creation of separate CSV files. 

However, due to the time step lags being farther from zero, the computation time 

and memory usage were significantly higher for larger lag values (such as lag=60) 

in comparison to smaller lag values (such as lag=30). As a result, a decision was 

made to limit the time step lags up to lag=30 in order to reduce processing time 

and memory usage. 
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The data in question is presented in decimal format, and it is expected that values 

should fall within the range of 0.0 to 100%. However, upon examination, it was 

observed that certain rooms had experienced overbookings resulting in 

occupancy rates exceeding 120%. Conversely, there were instances where room 

occupancy rates were extremely low, with percentages close to <5%. These 

findings suggest that the data is not normalized, which prompted the decision to 

normalize the data using the sklearn pre-processing package, with values being 

standardized to fall between 0 and 1. 

 

5.4 Model Implementation  
 

Our model utilizes a list of multivariate algorithms that utilize independent 

variables to predict target variables. One primary distinction in our algorithm is 

the number of time step lags used in the data to forecast the target output, which 

is the occupancy rate on day zero. It is important to note that the occupancy rate 

may either increase or decrease over time due to cancellations. 

Initially,  we utilized the Ridge Regression algorithm, which penalizes the results 

and checks for the total errors, along with a penalized cost function explained in 

section 3.5.2. This method enabled us to determine the best time lags and 

subsequently use them in both training and testing data. The model was then able 

to return the occupancy rate of day zero. After multiple rounds of cross-validation 

testing using the Algorithm 1 describe above, we selected the best model and 

applied the final obtained results in the Algorithm 2 described in Section 5.1. 

To further improve the accuracy of the results, we performed several hyper-

tuning of parameters for the model and cross-validated each of them. The final 

results obtained after applying Algorithm 2 were the adjusted room rates, which 

were saved in the database for future usage. 
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Once the model was fully prepared, we deployed it on an AWS EC2 instance and 

set cron jobs to run and update the model every week. We assumed that we would 

need at least a week to make any changes to the model due to data gathering and 

the frequency of changes to reflect. 

 

 

Algorithm 4 Weekly Model Updates 

 

Input:  train: train dataset , test: test dataset, model_file_name: previously 

saved model in pickl format   

 

1. function   EvaluateModelWeekly (train,test,P,model_file_name) 

2.  model load_model_from_file(file_name) 

3.  model.fit(train , test ) 

4.  Pred model.predict(P) 

5.  model.save(model.pickl) 

6.  return Pred  
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6. Experiments 
 

 

This chapter provides a detailed account of the experiments we have conducted 

and the corresponding results. As stated in the previous chapter, the cost of a room 

in a resort is influenced by various factors. Our main objective was to forecast 

changes in occupancy rates and make necessary price adjustments accordingly. 

In addition, we conducted various other experiments related to booking statuses, 

considering that there are several types that can impact the price. To achieve our 

goals, we employed a range of algorithms to predict the percentage of bookings 

associated with particular booking statuses. This helped us to anticipate situations 

of overbookings and under bookings, allowing the resorts to make necessary 

preparations. The first six months of our project were devoted to understanding, 

analysing, and training the model that was presented in Chapter 5. The remaining 

months were dedicated to model updating, validation, and experimentation with 

additional data. 

 

6.1 Dataset Overview 
 

Despite having a limited amount of data at our disposal, we were able to achieve 

commendable performance owing to the fact that the data emanated from a chain 

of 13 resorts, centrally located in popular tourism destinations. This positioning 

accorded us an advantage in terms of the high frequency and volume of bookings. 

Consequently, we were able to access a substantial quantity of data on a daily 

basis, ranging from 1000 to 3000 bookings per day. The data set spans a duration 

of three years, from 2019 to the present. Further information on the input and 

output variables can be found in Table 6.1 and Table 6.2, respectively. 
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Table 6.1 Description Of Input Variables(num= numeric , string = descriptive, alphanum= 

alphanumeric, bool= Boolean, float= decimal value). 

 

 

 

List of Input Variables 

Column Name Description 

id_hotel (num) Unique Identifier for a hotel/resort 

id_booking (alphanum) Unique identifier of a booking 

booking_date( Date)  Date of the booking 

booking_from( Date) Customer chose date of check in 

booking_to(Date) Customer chosen date of checkout 

Status (constant) Booking status 

Adult(num) Number of adults 

Children(num) Number of children 

Price(double) Price of the room in decimal format 

Promotion(string) Type of promotion applied if any  

Room_reference_type(num) Unique identifier for Type of room 

Room_reference_service(constant) Additional services like B&B , meals 

etc  

Channel(string) Source of the bookings(OTAs) 

Night(date) Customer chosen date to spend at the 

hotel 

Room_count(num) Number of rooms 
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Continuation of Table 6.1 

Group_channel(constant) Constant value defining whether 

booking is for a individual or 

bunch of people 

Capacity(num) Room capacity for that particular 

room_reference_type 

Current_bar_price(float) Current base price set for that 

room decimal format 

Derived Variables for  night  customer choose to check in the resort 

Holiday(bool) Boolean value defining whether 

the customer staying night is 

holiday or not 

Week_day(num) Numerical value representing the 

day of the week  

Weekend(bool) Boolean value determining sat or 

sun necessary since they have high 

bookings theoretically 

Month_edge(bool) Boolean value checking if 

customer checkin is on first two or 

last two days of the month 

Special_day(bool) representing if there is any external 

events  

Occupancy_rate(float) Percentage of occupied capacity 

for a given room 
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Table 6.2 Description of Output Variables(num= numeric , string = descriptive, alphanum= 

alphanumeric, bool= Boolean, float= decimal value). 

List of Output Variables 

Predicted_occupancy_rate(float) Percentage of room capacity that can 

be occupied in the future 

Adjusted_bar_price(float) Room price after applying algorithm 

and business rules 

Channel_revenue(float) Forecasted Revenue generated from an 

OTA 

Room_revenue(float) Forecasted revenue for individual 

room type 

Hotel_revenue(float) Forecasted revenue for individual 

hotel 

 

 

6.2 Procedure 
 

Given that our dataset has multiple dimensions, with each booking date having 

bookings for several nights and receiving bookings from various sources, 

searching for transactions in the database requires the use of multiple index keys. 

Therefore, we conducted experiments on various levels of grouped indexes. 

Initially, we examined the daily booking patterns and revenue flow for individual 

hotels, and subsequently developed Key Performance Indicators (KPIs) to 

comprehend the daily sales changes. One of the KPIs we used was ADR (Average 

Daily Returns), which is computed as follows:  

ADR = 
(total revenue generated in a period) 

 (total rooms booked in the same period)
 . 

Our observations indicate that the Average Daily Returns (ADR) exhibit a 

volatile daily change. Specifically, we observed ADR fluctuations between 0-1% 

on some days, while on other days, they can rise up to 10-20% before returning 

to normal levels the following day. We endeavoured to comprehend the rationale 

behind this trend by scrutinizing data from comparable days, such as yesterday 
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and the same day last year. However, as elaborated in Chapter 5, the pandemic 

has resulted in a dearth of data or invalidated established patterns. Due to the 

requirements of our clients and the shortage of data, we had to develop a model 

that could function well and adjust to the market, predicting trends and 

forecasting occupancy rates that would be close to reality (either similar to the 

existing daily occupancy rate or with slight changes if there were trends with a 

valid justification for the change). Since we lacked data, we could only do short-

range forecasting for up to 3 to 4 weeks in the future, utilizing past data for 

predictions. We utilized the bookings from the previous month to predict the 

current month's occupancy rate, and we continued this process for each month as 

new bookings arrived every day. 

Given that we had a group of indexes separating each transaction in the database, 

we had several options to utilize the occupancy rate by fixing on an index or a 

subset of indexes. We had mainly three possibilities with the available indexes 

(booking_date, check_in_night( also referred to as column night in the database), 

channel) as follows: 

1. We could have used booking_date as an index to predict the daily 

occupancy rate, but we agreed not to due to the volatility of ADR that was 

explained earlier. Furthermore, this approach reduced the amount of data 

we had compared to the other two approaches. 

2. We could have used channel and booking_date as indexes to forecast the 

occupancy rate. Although this approach would also reduce the amount of 

data, it was not much compared to approach 1. However, we decided not 

to proceed with this approach because existing OTAs are already providing 

these insights on their platforms. 

3. We could have utilized the check-in night as an index to study the historical 

bookings belonging to that night and forecast the future occupancy rate for 

the same check-in night. 

We decided to proceed with the third approach because it has more benefits 

compared to the other two approaches. It certainly increases the training and test 

data for the model. The ADR change with this index is less compared to the first 

booking_date index. Additionally, it provided us with unintended useful insights 

for the owners to understand whether the rooms will be fully booked or not for a 

particular night. Furthermore, marketing teams can take advantage of these 

insights and focus their efforts on specific nights with promotions. 
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In order to derive the occupancy rate, we developed an algorithm (Algorithm 3) 

which is explained in Chapter 5. The input data table was prepared using time 

lags as columns and night customers chose to check in as the index. Our objective 

was to establish a relationship between period trends for each check-in night in 

the season by considering past days. This approach enabled us to obtain data and 

make it less complex compared to other possibilities. 

Figure 5.7 shows that as the distance between the check-in night and booking day 

becomes large, the correlation seems to reduce. After conducting several trial and 

error experiments, we selected seven different time lags within the last 30 days, 

which were one, three, seven, ten, fifteen, twenty, and thirty. The output was day 

zero, which represents the current day occupancy rate of the check-in night. 

To take into account the impact of bookings, we also incorporated two external 

parameters, namely day of the week and holidays. Finally, we stored the prepared 

data along with all these variables in csv files named after the hotels. 

 

6.3 Model Training 
 

A pipeline was implemented to process the training data in accordance with the 

guidelines provided in Chapter 6.2. The data was partitioned into training and test 

sets using the train/test split method. Subsequently, a ridge model was created, 

and all its parameters were supplied to the GridsearchCV technique of the sklearn 

package to determine the optimal parameters for the model. The damping factor 

and k-fold split values were provided as parameters to GridsearchCV, and the 

model was executed in a loop to identify the best parameters that produced a good 

score. The lambda values were examined in a range of 0 to 1 with a precision of 

digits (i.e., 0.00, 0.01, 0.02, ..., 0.99, 1.00). The scoring mechanism utilized was 

the "neg_mean_absolute_error" of the sklearn package, as this was a regression 

problem. The experiment was repeated several times with a constant random state 

to enable comparison of the results. 

After preparing the model, it was fit against the training data and evaluated for 

errors and performance using the Root Mean Square Error (RMSE). The model 

was subsequently leveraged to forecast the behaviour of unknown data in the test 

set. The RepeatedKFold technique with 10 splits was employed to rigorously test 
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the model by looping through subsets of the data split during the process. The 

best model was returned, which was used for training and testing. Once the RMSE 

scores were generated for all the models we picked the one with least values and  

the model was employed to forecast for future periods, such as the next 7 days. 

The experiment was repeated using two additional models, namely the 

RandomForestRegressor and the LSTM. Both models were selected for their 

ability to handle the type of data under consideration, with the 

RandomForestRegressor being an ensemble of decision trees on subsamples of 

data and the LSTM being a neural network model capable of storing and updating 

information using cell states and ignore gates. 

Similar to the ridge model, the data was split using the train_test_split technique 

and the RandomForestRegressor was defined, with its parameters such as the 

number of estimators and the maximum features selected using the square root 

technique from sklearn. The depth of the trees generated was limited to three 

levels to ensure efficient computation. The RepeatedKFold and GridsearchCV 

techniques were used for cross-validation, and the RMSE scores for each hotel 

were stored for future comparison with other models. 

For the LSTM model, the two-dimensional data was first converted to three-

dimensional data using a defined pipeline before being passed to the model. The 

model was defined with basic parameters, such as one dense layer and 50 epochs, 

and a custom RMSE loss function was defined to facilitate result comparison. 

The ‘rmsprop’ optimizer was applied given the data being numerical and 

continuous. The data was fitted to the input side and then passed through the 

dense layers before being inverted to return to the two-dimensional data format. 

The LSTM model required more computation, time, and complexity compared to 

the other models. 

In summary, the experiment involved the use of three models: the ridge model, 

the RandomForestRegressor, and the LSTM. Each model was selected based on 

its ability to handle the data under consideration, and various techniques were 

employed, such as cross-validation and custom loss functions, to ensure accurate 

and consistent results. The results from each model were stored for future 

comparison and analysis. 
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6.4 Results 
 

As explained in Chapter 6.2 we used third approach from the available options( 

which is taking the time lags i.e. occupancy rate of the past days for a given check 

in night as the input data and the day zero occupancy rate as the target variable). 

We focused on performance of the models that had already been created. Each of 

these models included several hyper parameters, and we tested various 

combinations of these parameters in order to identify the best settings. We 

repeated the testing process multiple times and set constraints on resources and 

time to run the models. For example, we tried to increase the depth of the random 

forest tree up to 1000 levels, as doing so we have improved accuracy by only a 

small percentage at a significant cost in terms of time and computing resources. 

Despite running models once a week, it still took hours to generate results due to 

the large number of hotels and nights involved. Furthermore, the random forest 

model suffered from bias when averaging results from all subtrees due to the 

limited number of variables included in some trees. Similarly, increasing the 

number of dense layers in the LSTM model would have required processing and 

understanding more information, putting us in a similar situation as with the 

random forest model. In contrast, the ridge model is a type of supervised learning 

algorithm that can interpolate trends better than other models. As a result, we 

expected the results from this model to be favourable, as was ultimately the case. 

After testing the 3 models and getting the RMSE scores for all the models we 

compared them in order to understand which works better. The results were 

shown in figures below related to different hotels and their RMSE score with 

respect to training and test dataset. 

For better understanding of the results we plotted the RMSE score of all the 3 

models using the graph representation using hotel number on the x-axis and 

RMSE score on the y-axis as shown in Figure 6.1 and Figure 6.2 below. 
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Figure 6.1 RMSE training dataset scores. 

 

Figure 6.2 RMSE scores on test dataset. 

 

To verify the model performance, we used K fold cross-validation as we thought 

our model might be biased if we did the manual test once or twice and compared 

results. Setting a random seed might result in the same outcomes, so we decided 

to use K fold cross-validation. 
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After conducting an analysis of the results obtained from Figure 6.1 and Figure 

6.2, we have analysed the results in two ways: 

Firstly, we compared the root mean square error (RMSE) scores among all the 

models for both training and test data. We found that the RMSE scores were 

almost similar or slightly higher in all the models, except for a few hotels such as 

hotel 2, hotel 13, and hotel 28. These hotels showed large differences between 

their training and test data scores. However, we know that these hotels did not 

receive many bookings from the available data, and they were also closed both 

online and offline for most of the time during the pandemic. Despite other hotels 

showing close differences in RMSE scores, we could only verify the results after 

obtaining more data. As the model is updated continuously, we decided to accept 

the results and move forward. 

Secondly, we compared the RMSE scores among different models and found that 

each model had its unique ability to process information involving correlations, 

branching, state changes, and  partial information storing and updating the rest 

like a memory cell. However, we observed that simple models like Ridge 

performed better than complex models like LSTM and RandomForest Regressor. 

We assume that this is due to the lack of data to process in LSTM memory states 

or in splitting enough trees in RandomForestRegressor. Therefore, we decided to 

keep the Ridge model as primary for the time being and take the next steps while 

validating the other models periodically and utilizing them as soon as they 

improve accuracy. 

 Furthermore, it was observed that the Ridge model outperformed the 

RandomForestRegressor and LSTM models. In addition, the Ridge model 

exhibited a lower time complexity and was easier to build and update. Thus, the 

decision was made to implement the entire system pipeline using the Ridge 

model. The Ridge model was updated on a weekly basis by fitting new data and 

storing the resulting models in pickle files for each individual hotel. The output 

obtained through the forecast was subsequently passed through Algorithm 2, 

resulting in the generation of final adjusted room rates. These adjusted rates were 

then stored in a MYSQL database for further use. The models were stored on 

AWS and scheduled to run once a week, taking into account the frequency of 

bookings. 
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7. Conclusion & Future Works 
 

 

This thesis explores a specific case of dynamic pricing within the hotel/resorts 

industry, focusing on data scarcity during times of crisis. Despite having three 

years of data, the pandemic and inconsistencies in the data during the last two 

years before the study prevented its use. The impact of COVID-19 and new 

inflation would also continue to affect the industry for at least the next year or 

two. Initially, a model with synthetic data similar to that generated before the 

pandemic was proposed, but after discussion and consideration of the severity of 

the pandemic and news information, a model was developed to adapt to real-time 

data during the pandemic period where traditional seasonality and trend analysis 

failed. Several analysis techniques were explored before selecting the occupancy 

rate of the rooms as the input variable for a hybrid model that adapts to market 

demand and business rules set by clients. For each night in the season, the model 

considers the occupancy rate during previous time steps and forecasts the current 

day occupancy rate, with a continuous update of the model in real-time. 

The study involved the evaluation of several regression models, namely Ridge 

regression, RandomForestRegressor and LSTM models, in order to predict the 

occupancy rate. Based on the Root Mean Squared Error (RMSE) scores and the 

computational efficiency, the Ridge model was chosen as the best option for the 

prediction task. The predicted occupancy rates were then subjected to certain 

business rules defined by the clients, including a function that contains various 

if-else conditions to set the initial occupancy rate. The rate was then adjusted 

based on bar/level up or down to the current price, and the process was repeated 

on a weekly basis. 

Additionally, external factors such as the day of the week and holidays were taken 

into consideration as they were believed to have a significant impact on booking 

rates. Special pricing was therefore applied during such periods, with rates set 
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slightly higher than the regular price. It is noteworthy that these factors were 

determined based on experience and intuition of the clients. 

 

Due to the limitations imposed by both data and business considerations, and the 

timing of the current season, we have been unable to test all potential theories for 

improving revenue. However, we believe that by combining certain behavioural 

tests with pricing techniques, we can increase revenue. Specifically, we propose 

increasing room prices during special days and periods of high demand at the start 

of the season when check-in dates are distant, as this will allow the model to 

adjust prices based on occupancy rates over time. By implementing this pricing 

strategy at the start of the season, we could have improved profits. 

Furthermore, while our analysis has focused on short-term occupancy rates, we 

anticipate that next season we will have access to an abundance of data that will 

allow us to incorporate seasonality and long-term trends into our revenue 

optimization efforts. Finally, although we encountered some challenges in 

accessing information related to promotions and other variables while processing 

raw data, we believe that by combining pricing and promotional strategies, we 

can gain further insights into customer behaviour and improve revenue. 
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