
Executive Summary of the Thesis

Customer Churn prediction in a slow fashion e-commerce context: an
analysis of the effect of static data in customer churn prediction

Laurea Magistrale in Computer Science and Engineering - Ingegneria Informatica

Author: Luca Colasanti

Advisor: Prof. Marcello Restelli

Academic year: 2021-2022

1. Introduction
As defined by [13], a customer is labelled as a
churner if they have no events (purchases in this
instance) in a set period of time. Thus, the
"customer churn" event is the point in time af-
ter which a customer has no purchases. In the
specifics of a fashion application, churn rate be-
comes central in ensuring the profitability and
survivability of a business. Due to the increas-
ing costs of customer acquisition [11] and the
tendency of customer to churn in the presence of
non-personalized marketing [10], it becomes fun-
damental to invest on customer retention pro-
cesses. This is even more relevant in the con-
text of emerging slow fashion, which emphasizes
slowing down both the production and the con-
sumption processes [1][7].
The problem of churn retention represents an
instance of survival analysis, a subfield of statis-
tics where the goal is to analyse and model the
data where the outcome is the time until the oc-
currence of an event of interest [14]. Developing
from medical applications survival analysis also
captures an element of time to an event rather
than simply addressing frequency. It also in-
corporates censorship, in which data about the
event of interest are unknown because of with-
drawal of the patient from the study [12].

Most of the early proposed solutions addressing
survival analysis have drawn on non sequential
ML models being fed with static features, that
remain immutable during the analysis period,
to come to conclusions. More recent studies, es-
pecially after the introduction of sequential ML
and DL models, have seen a shift towards the
use of dynamic features that instead evolve and
change during the analysis. The rapid shift of
models and data to more data hungry and pow-
erful sequential models that leverage on dynamic
features has left little time to experiment on the
possible combinations of non sequential models
with aggregates of dynamic or even sequential
models enriching the data representation with
static features. As shown by [3] the combina-
tion of static and dynamic features has in fact
proven to be an interesting investigation in the
context of RNN,that warrants further investiga-
tion.
This study thus investigates a comparisons of er-
ror performances of different sequential and non
sequential architectures when trained and tested
with two combinations of datasets: datasets
composed of either dynamic only (RFM) fea-
tures or a combination of static and dynamic
features.
We organise this summary as follows: in Section
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2 we provide a more detailed overview of the
survival analysis literature and of the theoreti-
cal concepts applied in the study, in Section 3 we
present an overview of the applied methodology,
the data and how it is structured for the inves-
tigation, in Section 4 we provide the empirical
results garnered from the analysis and their as-
sessment and in Section 5 we proceed to discuss
about the accomplishments as well as possible
avenues of further research.

2. Related Work
Many of the early applications of survival analy-
sis have found solutions that relied on static data
being fed to non sequential models. Such works
were often organised as comparison of various
ML models or introduction of new frameworks
of analysis with a common denominator being
the use of static features that remained constant
during the analysis period. Out of the various
proposed solutions, one went on to become a
staple in many survival analysis problems: the
RFM framework. It introduced a different scope
to the study of survival analysis in the guise of
churn prediction [6][2] and characterized a cus-
tomer along 3 aspects:

• R (Recency): the period since the last pur-
chase.

• F (Frequency): number of purchases made
within a certain period.

• M (Monetary): the money spent during a
certain period.

The prototype of a very loyal customer thus
presents low recency, high frequency and high
monetary value. Like more recent work, this
framework tried to appreciate the evolution of
customers’ behaviour over time and not limit
itself from drawing conclusions just from im-
mutable, static features.
Most recent works and those that can be re-
garded as State of the Art in the survival anal-
ysis field [4][8][5][15] have finally started ap-
proaching it through sequential DL architec-
tures, such as RNN, able to make predictions
based on series of observations instead of static
datasets. Such solutions often use attributes
that can be regarded as dynamic, which means
that their change over the analysis window al-
lows the model to better understand the evo-
lution of the phenomenon. Examples of such
attributes can be the different observations of

temperature gathered on various components of
jet engines like in [8], or different diagnoses and
analyses performed over time in a medical appli-
cation, users recurrent musical interests like in
[5] and finally features related to location check-
ins like in [15]. Static features are basically ig-
nored in such studies, even though error scores
are not affected.
Some very promising findings in the matter of
defining how to model churn, are showcased by
[8], where the author, rather than focusing on
"the absence of an event", decides to shift the
attention towards the concept of Time To Event,
that is literally the amount of time until the next
event (e.g. a purchase). This TTE could po-
tentially tend to infinity, indicating churn, or at
least give an estimate of the Remaining Useful
Life of a customer. In his approach the author
uses a specific model introduced in [9], the so
called WTTE-RNN, a recurrent neural network
leveraging on the Weibull distribution to per-
form predictions on the Time To Event. The
event is thought of under the influence of sur-
vival analysis and can thus be interpreted as the
moment a machine becomes unusable as well as
the next purchase in time, like in a fashion ap-
plication case.

3. Methodology
3.1. Data
To the ends of this work, we employed transac-
tional data belonging to customer orders placed
on a clothing ecommerce website between July
2015 and up until June 2022. The features are of
varying nature, mainly relating to orders, ship-
ment and website interactions amounting to a
total of 35. In order to ensure the quality of
data, customers with at least 3 purchases dur-
ing the analysis period have been selected for
the analysis, thus reducing the overall amount
of available customers to 24k between July 2015
and June 2022.

3.2. Data Mining
In order to achieve a less complex configuration
of the available data. different dimensionality
reduction techniques have been applied. Most
importantly FAMD has been employed to try
and obtain a reduced representation of the data
and together with an analysis of the correlation
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matrix the available features have been reduced
in number while maintaining most of their ex-
pressive power.

3.3. Survival analysis approach
The analysis of the performances of models
mainly relies on an inspection of the MAE, MSE
and R2-Score based on two different data con-
figurations. The first configuration includes only
dynamic features from the datasets along with
a cluster features. The dynamic features are es-
sentially drawn from the RFM framework, which
has proven to be very apt at providing such
representation. The cluster feature instead has
been obtained by running a clusterization task
on the dataset in order to obtain a distinction
of the various datapoints that would make the
interpretation of results and assessment easier
to conduct by identifying 5 different clusters.
The second configuration of data instead is com-
prised of the same features of the first one to
which we add the other static features present
in the dataset.
According to the nature of the model further
tweaks have been made to the dataset. For se-
quential models, the dataset will be divided in
monthly timeframes. In the case of non sequen-
tial models instead the dataset will not be orga-
nized in different timeframes,but with one data-
point per customer where the dynamic features
have been aggregated.
As commonly adopted for ML applications,
models’ performances and errors have been anal-
ysed through the use of cross-validation tech-
niques. In particular a training-test split of
70/30 has been applied in order to comfortably
allow for a good portion of customers to be un-
seen to the model and thus provide as good an
evaluation of the error (and eventual over or un-
derfitting) as possible. Regarding the validation
set instead a further 20% of the dataset has been
at each run dedicated to it, with a k=3 employed
in the k-fold cross validation technique.

3.4. Models
As referenced in Table 1 the investigation is con-
ducted on both sequential and non sequential
models. All models have been chosen based on
their occurrence in previous studies, as well as
to provide a certain degree of variety to the ends
of the investigation.

Table 1: List of models employed in the analysis.

Non sequential ML
models Sequential models

SVM LSTM
RF
xGboost
MLP

Among non sequential models there are both
tree-like structures and a DL model, while for
sequential models the choice has fallen on the
LSTM as the most commonly used representa-
tive of this category in previous studies.

4. Results

Table 2: List of models errors and metrics with
a pure dynamic dataset.

TTE prediction MAE MSE R2-Score

SVM 0.029 0.131 0.115
RF 0.029 0.139 0.086
xGboost 0.034 0.147 -0.014
MLP 0.035 0.138 -7.397
LSTM 0.025 0.12 -1.55

In Table 2 we can observe the error measure-
ments of the various models when trained on
the dataset composed only of dynamic features.
Through the use of just RFM variables it can be
clearly observed that the LSTM model was able
to provide a better all around predictive per-
formance when compared to other models that
are unable to handle data in a sequential way
and had to rely on aggregations of the dynamic
data. The ability of the LSTM model to col-
lect an evolving and time-bound representation
of the data has definitely helped it in bulding a
better abstraction of it and thus a better per-
formance when handling predictions on unseen
data. In particular we can observe a 14% re-
duction in MSE, 8,4% reduction in MAE and
20,3% reduction in average negative offset when
comparing the LSTM to the best performing
non-DL model (all the traditional ML models
except the MLP) for each metric. It is also wor-
thy of observation that the non-DL models were
instead able to provide a less chaotic predictive
performance according to the R2 score, proba-
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bly because of the unnecessary complexity of the
MLP and LSTM models compared to the task
at hand. It is also because of this that such "less
powerful" models were able to keep up in per-
formances given the variety in the data could
still be represented without unnecessarily com-
plex abstractions.

Table 3: List of models errors and metrics with
dataset consisting of both dynamic and static
features.

TTE prediction MAE MSE R2-Score

SVM 0.028 0.133 0.127
RF 0.026 0.13 0.203
xGboost 0.029 0.133 0.117
MLP 0.04 0.149 -8.54
LSTM 0.028 0.121 -2.08

In table 3 the error and performance measure-
ments can be observed when evaluating the
models with a combination of both dynamic
and static features.
The error and metrics put an edge of traditional
ML model over the LSTM, in particular: MSE
sees a reduction of error of 7% of the RF
compared to LSTM and a reduction of 7% in
MAE. Differently from before we can observe
a different trend in performances: in terms
of errors the traditional ML models seem to
have benefitted most from the addition of
static features in their performances. While
the number of samples has not changed, the
addition of static features has created a more
complex and rich data representation that
because of its nature has not benefitted in the
same way the LSTM model, that does not deal
well with unchanging data across different time
steps.
The increased complexity of the data represen-
tation is evident when observing a shift in R2
score behaviour, although in this case the differ-
ence between values in the two configurations
does not necessarily mean the model improved
or not, but rather the absolute value the score
assumes, which is generally higher in the second
configuration, tells the prediction tends to be
more chaotic.

In table 4 it is possible to observe the difference
between the errors and scores of the model in

Table 4: Percentage changes between model per-
formances when using only dynamic features
and dynamic + static ones.

Variation MAE MSE

SVM -3,5% +1,5%
RF -10,3% -6,4%
xGboost -14,7% -9,5%
MLP +14,3% +6,5%
LSTM +12% + >1%

the configuration with static and dynamic data
against the one with only dynamic data.
As already briefly mentioned, the inclusion of
static attributes in the analysis seem to have
provided different benefits to the various mod-
els and we can summarise such changes in three
points:
• Non-DL models: For the SVM, RF and xG-

boost models the introduction of static fea-
tures has aided the models in reducing their
prediction errors, in particular in the cases
of tree structures. This shows how a config-
uration including only dynamic attributes
actually affects the predictive performances
of such models negatively, since they are un-
able to process this kind of information ef-
fectively after the required aggregation and
instead prefer working on features and at-
tributes that are natively built to represent
invariant, static information regarding the
whole analysis window.

• DL, non-RNN models: in the case of MLP,
while the model is not meant to handle
sequential data, the introduction of static
features did not improve the error perfor-
mances, but rather made the model struggle
with predictions even more. This is prob-
ably due to the increase of complexity in
the prediction that may require better op-
timization on the number of samples com-
pared to amount of features. DL models are
in fact traditionally data hungry.

• RNN models: the LSTM models, similarly
to the MLP, does not benefit from the intro-
duction of static features, mostly because
of the increased data complexity that it
causes and the lack of an increase of avail-
able samples at the same time. In general
though, such reduction is less felt and it
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still manages to retain most of its predictive
power and its best performance in terms of
MSE, thanks to the reliance on the sequen-
tial configuration of data. Still the inclusion
of static attributes can be regarded as the
wrong step in an attempt to increase data
complexity.

The specific implications of such results are very
diverse and strictly dependent in each single cat-
egory of models on the way such models them-
selves handle different kinds of data.

5. Conclusions
This work focuses on the task of applying sur-
vival analysis to a specific application, churn
prediction, by analysing the contribution to re-
ducing performance errors when using ML mod-
els.
By observing how the addition of static features
to a dataset consisting of dynamic ones, derived
from the RFM framework, contributes to the er-
ror performances of models has shed light on
how to optimise such a task and makes a case
on whether or not such additions make sense in
order to continue improving on the current State
of the Art.
In the specific application of Time To Event pre-
diction problems the contribution provided by
static features can be seen as a positive one, be-
ing that the enriched contextual representation
that it provides to the data tends to provide
equal if not smaller error measurements when
other operational factors hindering the perfor-
mances are not present. What can be gathered
from the experience of this thesis is that expand-
ing on its findings in an application where the
lack of data does not hinder DL model perfor-
mances, it can be further shown that static fea-
tures have a positive effect on reducing the error.
This research in itself is twofold: on the one hand
improving on RNN architectures in order to al-
low them to handle more features without the
risk of overfitting can push their performances
to the best achievable. On the other hand in-
stead such models are very complex, power and
data hungry and maybe not always suited to ap-
plications in smaller studies where data may be
a problem. In this case non-DL architectures are
to be preferred and possibly expanded upon in
order to make them able to perform equally if
not better than such more complex ones.
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