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Abstract: In recent years mechanical oscillators have been proposed as an alter-
native for the implementation of quantum computing. One of the proposals for a
nanomechanical qubit is a suspended carbon nanotube, in which a double quantum
dot is integrated using gate voltages. In this work we study one of the possible
read-out methods of this mechanical oscillator, based on a single electron transistor
(SET). The SET, composed of a metallic island isolated by tunnelling junctions,
allows the passage of one electron at a time, thus in principle being suitable for
high sensitivity in the detection of the oscillator displacement. Here, we compute
the back action of the SET on the oscillator, presenting the oscillator excitation
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1. Introduction

Quantum computing has raised interest due to its potential to solve problems that are intractable for classical
computers. Unlike classical computers that use binary digits (bits) to represent information, quantum computers
use two level quantum systems (qubits) that can be in a superposition of both 0 and 1 simultaneously, thanks
to the properties of quantum mechanics. This enables to perform multiple calculations in parallel, leading
to exponential speedup in certain computations and tasks. On the other hand this new technology has to
face significant challenges to realize its physical implementation. In particular quantum systems easily lose
their characteristic superposition when interacting with the environment: this mechanism is called decoherence
and is one of the main obstacles to quantum computing implementation. A qubit has to be read-out and
manipulated, in other words it has to be subject to interactions without the superposition being destroyed.
There are several types of qubits that have been proposed and demonstrated experimentally, such as supercon-
ducting micro circuits, trapped ions, and quantum dots. The already mentioned challenges make it difficult
for all these qubits to be assembled in circuits, because scaling up the system size makes it more sensitive to
decoherence. In this frame, nanomechanical qubits have been proposed as a promising platform for quantum
information processing and storage, due to their unique features. Since any force lead to a mechanical motion,
they can in principle couple to different force fields. Furthermore, they exhibit large quality factors and long
coherence times. In addition they are compatible with modern microfabrication of resonators [1]. The resonator
that we explore here is a suspended carbon nanotube whose oscillation modes can be used to encode information.
Anharmonicity is introduced to make the energy levels unevenly spaced and to make it possible to isolate a two
level system to be used as a qubit. In detail, anharmonicity is induced by the presence of a double quantum
dot, created by applying voltages trough gates all along the nanotube. As always, the main challenge is the
read out and manipulation of this qubit since the oscillating frequency can extend up to the order of the GHz.
Using a resonant microwave cavity was proposed as a solution for qubit readout.

In this thesis work we will investigate an alternative solution based on a single electron transistor (SET). A
SET consist of a metallic island of micrometric size isolated from the rest of the circuit by two tunneling
junctions. The main feature which makes this device interesting is the ability of controlling the current flow up
to single electron accuracy. This is possible when the central island is small enough that well separated discrete
energy levels appear. In detail, in this work we are going to explore the coupling between the SET and the
nanomechanical qubit (NMQbit) via theoretical modeling, with the aim of study the backaction of the SET on
the NMQbit, and the sensitivity of SET current to the oscillator displacement. This will asses the feasibility of
this device, and suggest suitable operating regimes.

The research work discussed in this thesis was conducted during my stay at the Laboratoire Onde et Matiére
d’Aquitaine (LOMA), from March to August 2022, under the supervision of Prof. Fabio Pistolesi whom I
sincerely thank.

2. Basic formalism of Quantum Mechanics

The new ideas and concept carried within quantum mechanics require a different mathematical formalism with
respect to classical mechanics. In this section the aim is not a complete overview on the subject, rather it is
to highlight in the most straight forward way the key features of Quantum Mechanics that are going to be
exploited in this work.

2.1. Quantum States and Observables

In Quantum Physics, states of a system are completely represented by unitary-norm vectors in the Hilbert space
associated to the system. They are indicated with kets |¢)). The time evolution of these states in quantum
mechanics is given by the solution of the Schrodinger equation:
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(1)
Here, H is the so called Hamiltonian operator, i.e. the operator corresponding to the total energy of the system,
and h = % with A Planck’s constant. We can introduce the time evolution operator, which is a unitary operator
that describes the time evolution of a system.

[%(t)) = Ul(0)). (2)
For a time independent Hamiltonian the solution of the Schrodinger equation reads:
i E
[W(t)) = e~ [y(0)). 3)



Therefore:

U= e_i%t. (4)

As a further note we recall that unitary transformation operators in a linear space have the property:
Ut =1 (5)

In quantum mechanics, any physical observable is associated with a Hermitian operator in the Hilbert space
of the system. For each operator it is possible to define a set of eigenstates. The collection of eigenvalues
associated to the eigenstates represent all the possible outcomes from a measurement of the observable. It is
therefore possible to write an eigenvalue equation for an operator:

A|¢n> = an|¢n>7 (6)

here |¢,) is an orthonormal basis of eigenvectors of the operator A. If the operator is Hermitian, as it always
is when it represents an observable, the eigenvalues will be real and the eigenvectors will form a complete
orthonormal set in the Hilbert space associated to the system.

Coherent Superposition

Being the Hilbert space linear it is possible to express any wavevector corresponding to a physical state as a
linear superposition of wavevectors of any basis.

=3 ea(t)lén). (7)

Here ¢,, are complex coefficients. These are the formal terms of the superposition principle yielding to the
conclusion that the superposition state |¢) correspond to a physical state of the system in the same way as |¢y,)
do. In other words, to highlight the most counter intuitive aspect, each of the states composing the superposition
is simultaneously present. Note that, if the state composing the superposition are solutions of the Schrodinger
equation, so will be the resulting state. Before going on, we say that for each ket in the Hilbert space there is
an hermitian conjugate (i.e. the complex-valued vector is transposed and conjugated) that is called bra, (.
The product between a bra and a ket is called inner product. This being said, the expression for the coefficients
of Eq. (7) takes this form:

they can be thought as the projection of ¥ over the n — th vector composing the basis. Their square modulus
lc, (t)]? is the probability to find the system in the n-th eigenstates at a given time when measured. These can
be referred to as Born probabilities. To confirm that we define the projection operator:

it is easy to see that we get:

lea (O = (Y] Palt))- (10)

Let’s introduce the quantum average (A) also known as expectation value: the average over all possible outcomes
a, of a measurement weighted by the corresponding probabilities:

= Zan|cn Zan (Y| Pplab) = (2] ZanP ). (11)

Having said that {¢,} constitute a complete basis yield to defining the identity operator as follows:

f = Z|¢n><¢n| = Zpru (12)

eventually obtaining the expression for the expectation value:

(4) = (W[A[y). (13)

Note that A = > a,|¢)(¢| is the spectral decomposition of the operator A. Note also that being the basis
complete yield to Y., |c,(t)]> = 1, which means that the probabilities are normalized: the probability of
obtaining an outcome from a measurement of the observable is equal to 1. This is consistent with:

(W) = lea(®)* = 1. (14)
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Let’s now consider a system in a two state superposition:

(W (t)) = A(B)[e1) + Aa(t)[9h2), (15)

and let’s consider the probability of obtaining a certain measurement outcome:

[{Dnl )P = M Dnl)|* + [Nal*[{@nlth)[* + 2Re {A1 ()" Ao (t) (V1[0 ) (D [102)} (16)

The last term is called an interference term. It is a purely quantum mechanical trait. The probability of
obtaining a certain measurement does not only depend on the the square moduli of the coefficients A\; and Ao,
but also on the relative phase between these complex numbers. Whenever we find a superposition that shows a
coherent relation between the phase terms of the states, we have a coherent superposition. The persistence of
this coherence when a state interacts with another one is a key aspect that this work partially tries to investigate.
We have said that the Hamiltonian operator represents the total energy of a system. Let’s consider now a system
interacting with another one. The total Hamiltonian will be given by the unperturbed Hamiltonian of the two
systems:

HO :f{sl +ﬁ827 (17)

plus the so called interaction Hamiltonian H; that will depend on the type of interaction, having:

H = Hy+ Hy (18)

Time dependence

Let’s now clarify how time dependence is addressed in quantum mechanics: there are three equivalent ways or
pictures.

The first we are going to see is the Schrodinger picture in which time dependence is held in the wavefunction,
solution of the Schrodinger equation, while operators remain constant.

(1)) = e 7 p(0)) (19)

The expectation value is defined as:

(0) = (W(DION(E)) = (e O H ) (20)

Then we introduce the Heisenberg picture, in which the wavefunction is constant and the operators are evolving
in time:
A H
h

Ot) = et tOe— it (21)

Here the expectation value is computed trough:

(O()) = (|O®)]) = (e O 1) (22)

Lastly we have the so called Interaction picture, that can be seen as an intermediate representation between
the previous two. As the name suggests, is useful in dealing with dynamics due to interactions. Therefore the
Hamiltonian will be written as: H = Hy + H;. In this frame Hj usually is the unperturbed part, and H; the
interaction Hamiltonian. Being [1(t))s the time dependent state vector in the Schrodinger picture, the state
vector in the interaction picture is defined from it with an additional timer dependent unitary transformation:

r (1) = e~ P s (8)). (23)

Time dependence of operators is given by:

. Hg

O(t) =¢' tOe~ 1L, (24)

Here the operator is not dependent in time because usually this is the case. An exception would be that of the
density matrix operator, which will be later introduced.



2.2. Entanglement

Entanglement is a key aspect to understand when dealing with composite quantum systems. It is, in Erwin
Schrédinger words, not one but rather the characteristic trait of quantum mechanics. Let’s consider a bipartite
system, i.e. two subsystems S and FE composing a system W. Then the associated Hilbert space will be given
by the following tensor product:

o=, 0, (25)

whose basis set can be constructed from tensors products of the basis vectors of H, and H, e, here assumed both

n-dimensional.
{len)} {lsn)}- (26)

A generic state vector |w) is written as of W is written as |[w) = >, ;|e;) ®|s;) and is said to be entangled with
respect to S and E if it cannot be written as a tensor product of different and separable state vectors of the
two subsystems.

If we could write |w) = |€) ®|s), then the state would be separable. When the state is entangled, it is impossible
to look at the subsystems as separate entities. They can only be described by a global composite quantum
state. The most adopted example is that of two spin—% particles. We will refer to them via the orthogonal basis
|0) and |1), corresponding to spin up and down along some given axis, in a two dimensional Hilbert space. The

four entangled states arising from this configurations are called Bell states and are the following:

65) = —=(00[0) % 111)2) (1)
L
V2

with 1,2 referring to the two particles. In practice one of these states can be obtained if two particles in a
superposition of states |¥*) = %(M)) + 1)) are made to interact, without neither of the two collapsing in one
of the two states. The measurement of one state will therefore allow the observer to automatically know the
other.

Bell states are defined as maximally-entangled. It is to say, by observing one of the two subsystem the observer
will learn everything about the other one. This relies both on the fact that the states of the two particles are
one-to-one correlated and that the basis on which states are defined is orthogonal.

Consider the entangled state |w) composed by two sub states:

) (10)1]1)2 £ [1)1]0)2), (28)

1
|w) = ﬁ(|€1>|81> + lez)]s2)), (29)

where the states |e;), with ¢ = 1, 2, are not mutually orthogonal, the larger is their overlap the more difficult is to
distinguish the two states in a projective measurement.As a consequence it will be also impossible to distinguish
with certainty between the states of the system |s1) and |s2). In this case the environment E encodes little
distinguishing information about S. The amount of information learned by the environment about the system
increases with the entanglement. Entanglement lead to the system losing its individuality, and won’t be possible
to describe it as a coherent superposition of states belonging to just the basis set of H,. For an entangled state
coherence is said to be shared with the environment, eventually leading to decoherence.

2.3. Density matrix description

So far we have considered systems in pure states, i.e. the quantum state vector |1)) encapsulate the maximum
knowledge about the state of the physical system. If instead there is a lack of information about the system, i.e.
the system is in one of the [¢;) pure states, but it is not known in which, the quantum state can be described
by a weighted mixture of these states. This is called a mixed state and it is not possible to describe it in terms
of a wavevector. In order to describe it we introduce the density operator defined as:

p=" prltn) (Wl (30)
k

where p; is the probability of sampling from the population of different quantum state the state |1x). Note that
the configuration just described represent a classical ensemble, with the probabilities p; > 0 being of completely
different nature from the probability |c,|? that is related to the process of quantum mechanical measurement



of a superposition of states.
In this frame the expectation value of an observable O will be:

O =" pr(nlOgr). (31)
k
If we now define a complete basis set of eigenvectors of O, {|¢,)}, it is possible to write:
(0) = ;Pk<¢n|wk><¢k|m¢n> =) ($nlpO|n). (32)
Therefore: | A A
(0) = Tr(p0). (33)

where T’ r(pO) is the trace operation of the product pO. Since the average value of an observable can be always
obtained with this operation, we can say that p must contain all the physically relevant information that we
can learn about a system.

We can also define the density matrix for pure states as:

p =)Wl (34)

In this specific case, writing the state as a superposition |¢) = Y. ¢;|¢)) we get:

p= Z cic; 1) (. (35)

%

Properties

The density matrix has characteristics worth mentioning is Hermitian: let’s consider its elements, obtained via
matrix representation over the orthonormal basis{|¢,)}:

Pij =Y PrChiChj- (36)
k

From the above expression it can be demonstrated that p is indeed hermitian.
Moreover T'r(p) = 1, which can be proven exploiting the Eq. (36) :

(o) = pii =S o 3 lenil? = 1. (37)
7 k

%

If we now consider a pure state, it can be proven that p? = p, therefore Tr(p?) = Tr(p) = 1. For a mixed state
instead it is found that Tr(p?) < 1. This constitute an important yet simple criterion to determine the degree
of mixedness of a state. The more a state is mixed, the less information is retained about its preparation, the
smaller will be the value of T'r(p).

Density matrix elements have specific physical meaning.

Diagonal elements are referred to as populations, and represent the probability to measure the system in the
state |phi;). They are written as:

pii =Y prlexil®. (38)
k

The off diagonal terms are referred to as coherence elements or coherences. They represent the phase relation
between two states |¢;) and |¢;). They read:

Pij = D PkCkiChj- (39)
k

These elements are present for any state of the statistical mixture containing a linear superposition between
i-th and j-th states.

Lastly, the time evolution of the density operator can be obtained from the Schrodinger equation for |¢;) and
its dual bra:

Ol (t))

HIyy(t)) = th—s—"" (40)
(i) 1 = —in O (a1)



d d d d
590 = g Sl O) 0] + el0) (0] (12)
obtaining the so called von Neuman equation:
d 1.~
Solt) = 5 . p(t)] (43)

Commutation relation

The object appearing in the right hand side of Eq. (43) is a commutator. Given two operators A and B it is
defined as:

[A,B] = AB — BA. (44)
When the commutator between two operators is zero, the two are said to commute. It can be demonstrated
that two commuting operators share a set of eigenstates. In physical terms, the observable associated to the
operators can be observed simultaneously in a system’s measurement. For example the position and momentum
operators, & and p = ih% do not share any set of eigenstates, leading to a commutation relation: [p, ] = ih.
This result is well known in quantum mechanics e lead to the counter intuitive result that the position and
momentum of a particle can never be observed by the same measurement.

{A,B} = AB + BA. (45)

Reduced Density Matrix

As we have seen in section 2.2, entanglement is the result of the interaction between two systems. Often the
two systems can be seen as environment and system of interest, the latter being the object of the observations.
Environment is often inaccessible or not measurable, if not of no interest. Still, being entangled with the
environment, the system is not describable with an individual state vector from which to derive its statistics.
Let’s consider an entangled state:

1
|w) = ﬁ(lel>|81> + le2)]s2))- (46)

Here |e;) and |s;), i = 1,2, are normalized (but not necessarily orthogonal) states living in Hg and Hg respec-
tively, Hilbert spaces associated to the environment and the system. Note that this is indeed a pure state, even
though composite. Its density matrix will read:

p=lw)ul = 3 S led e @ 15:) sl )

Supposing now as observers to only have access trough measurements on the system’s state. In other words
consider now an operator acting only on the system S: O = Og ® Ig. Let’s carry out the calculation of (O),
given and |¢;) |1)y) orthonormal bases of Hg and Hg :

(0) = Tr(pO) (48)
= kZJ<¢l|<wk|ﬁ(Os®fE>|¢z>\wk> (49)
= ;wu(;wz\pw»)@s\ww (50)
= > _(UklpsOslux) (51)
= Tkrs(psOs). (52)

Given the form of the operator, the trace on the environment was carried out immediately, yielding to the
definition of a new operator, the reduced density matrix:

ps =Trep=y_(dilplor). (53)
l

By tracing over the degrees of freedom of the environment of the system—environment density matrix, we
obtained a mathematical object containing all measurement statistics that an observer can extract from the
system. Note that reduced density matrix is necessarily non pure due to the presence of system-environment
entanglement. Therefore, it is possible to compute the expectation value of an operator acting only on S as if
the system were isolated and described by the reduced density matrix p.



2.4. Pauli Matrices

In order to discuss two level energy systems, we shall often use Pauli operators, first introduced to describe the
spin state of the electron. Indeed, one of the most recurring configuration is that of a system effectively acting as
a two-level system. This could happen for a system having discrete energy levels and interacting with an external
perturbation, e.g. electromagnetic field, having an energy resonant with a couple of levels. The two levels can
then in turn be mapped onto a two dimensional discrete Hilbert space, having a two vector orthonormal basis:
{]10),|1)} . In order to describe such two-level energy systems, Pauli operators were introduced. Consistently
with the notation used so far, they would read:

or = [0) (1] +[1){0], oy =i|0)(1] = i[1)(0], o= = [0){0] — [1){1]. (54)

While in the much more common and handy matrix representation:

e am () (s

Being o, diagonal, the eigenstates correspond to the basis of the space:

1 0
o=(g). w-()) (56)
with eigenvalues +1 and —1.

Going further, it is possible to introduce the non hermitian lowering and raising operators:

oL a=(g o). 67)
mo. o= (7 ) (58)

Even though they do not represent any observable, they act on the states allowing the transition from the lower
to the higher and vice versa:

0+

)
I

o4l0) = 0, o4[1)=]0), (59)
o_|1) = 0, o_|0)=]1). (60)

Note that Pauli operators can be rewritten as a suitable combination of o, and o_. Also, any observable
represented in this 2-dimensional Hilbert space can be rewritten as a suitable linear combination of the Identity
matrix and the Pauli matrices.

2.5. Second quantization formalism

Trough this formalism it is possible to describe fields as operators, introducing the number state representation,
and for that purpose it uses the destruction (annihilation) and creation operators. The quantization of electro-
magnetic field is a good example of how this formalism works [2]. Here we bring the example of the quatum
harmonic oscillator as is a model that we used extensively in this work. First we recall the harmonic oscillator
adimensional Hamiltonian:

H= ﬁ[(mwsﬁ"f + p? (61)

where we have the operators associated to the canonically conjugated variables position & and momentum p, m
being the mass of the oscillator. We already briefly introduced annihilation and creation operator, but we did
for a two dimensional Hermitian space, in matrix representation. In the Hilbert space defined by the oscillator
system these operators read:

al = \/ﬁ[mwi + ip) (62)
b= — [mwi — i) 63)

vV 2mhw

one being the hermitian conjugated of the other, leading to the Hamiltonian to be reformulated:

H= hw(% +a'a) (64)
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The product between the operators appearing in this expression has a specific meaning and is called number
operator 7 = a'a. It clearly commute with the hamilotnian, with which it shares a set of eigenstates called the
the number states {|n)} representing a complete and orthonormal basis. The eigenvalues of these states indicate
the quanta of excitation of the oscillator. Starting from the so called zero point energy %“’, the energy separating
each quantum is Aw. The creation and destruction operators act on these states respectively increasing and
decreasing the value of the eigenvalue by one.

naln) = (n—1)aln) (65)
natln) = (n+1)a'|n). (66)

It can be demonstrated that:

aln) = +/njn—1) (67)
at = Vn+ln+1). (68)

In the case of the electromagnetic field, the number states eigenvalues indicate the number of photon present
for the mode identified by the frequency, and the number states are called Fock states. As a last remark, we
highlight that these were the bosonic creation and annihilation operators. also fermions can be described in
this type of formalism, with the creation and destruction operator having some different properties that we will
later introduce.

3. Quantum Computing

The idea of encoding information in a quantum variable dates back to the 80s, and was first considered by
Richard P. Feynman [3], and later postulated by D. Deutsch [4]. In its paper Deutsch had given an example
of the superiority of quantum computing over classical deterministic computing. This superiority stems from
three purely quantum properties:

e superposition: ability to be in multiple states at the same time,

e entanglement: ability to be part of one large quantum state together through entanglement,

e interference: exploiting quantum interference, see Eq. (16), it is possible to know the state of a quantum

system without destroying it.

The single unit of information in quantum computing is called qubit, and it is in fact a quantum state. Due to
superposition principle and entanglement, a quantum register composed by N qubits can be in a combination of
2N number of states. On the contrary a classical register composed by N bits can be in one of the 2V possible
states. This is the difference at the core. Note that even if the quantum system is in superposition of states,
once measured it will collapse in just one of them with a certain probability. As a matter of fact, no advantage
can be taken from this configuration unless quantum interference is exploited before measuring the state of
the system. Being all qubits entangled they will be described by an overall wavevector in a superposition of
entangled state. This will set the probabilities of all the possible entangled state combinations through the
coefficients. By changing the states of the qubits, i.e. manipulating them,probabilities can be changed and
thus the outcome of any computation. In doing so constructive and destructive interference are exploited.
The manipulation of these machines is in the realm of quantum algorithms. As a final remark, we point out
that there are some problems that are thought to be intractable with classical computers while easily solvable
with quantum computer: see Shor algorithm [5] for factorization. Furthermore, quantum encoding could yield a
physically secure way of transmitting encoded information [6] due to the non cloning theorem [7]. Unfortunately,
there are major obstacles in the implementation of this new technology, the main two being decoherence (i.e.
entanglement with the environment) and noise, which will be the argument of section 3.2, both getting worst
the more qubits are composing the system.

3.1. Quantum Bits

In classical computing the fundamental information unit, the bit, can take two possible values, 0 or 1. A
quantum bit, also called qubit, is a two level quantum system, living in a two dimensional complex Hilbert
space. The orthonormal basis set is formed by the vectors |0) and |1), which can be assigned to the classical
bit states. In contrast with the classical bit, that can exist in one of the two, a qubit can be written as a
superposition of these states:

) = a|0) + BI1), (69)



following Eq. (7). Also in this frame the normalization condition has to be satisfied with |a|? + |3]? = 1. From
what we have seen, it follows that a single qubit state is described by two real numbers, as opposed to the
classical bit. In practice, a two level quantum system can be used as a qubit if:
e it can be prepared in a defined state,
e any state of the qubit can be transformed in any other state,
e it can be measured in the the basis {|0),|1)}. The operator associated to this measurement is the Pauli
matrix o, whose eigenstates compose the basis, as per 2.4.

Representation: Bloch Sphere

Another way to rewrite the state [¢) is:

0 0,
[v) = cos§|0> + sin§e”¢|1>. (70)

Indeed, this expression respects the normalization requirements and we know that the overall phase factor can
be neglected. This formulation allows us to visualize the state and its transformations in a geometric fashion.
We can represent a single qubit state by a point on a sphere of unitary radius, called the Bloch sphere, Fig. 1.
Coordinates of the point will be given by x = cos¢senl, y = singsinf, z = cosf . When 6 = 0 the qubit
state |¢) will correspond to |0), while for 6 = 7 |¢)) = |1). Any other value of § will correspond to a coherent
superposition of states. From two measurements outcomes +1 associated to o, corresponding to |[¢)) = |0), |1)
can be obtained with probabilities:

0 0
(O)? = cos?2, (1) = sin?s (71)

> <

Figure 1: Bloch-sphere representation of a qubit (left) and sinusoidal projection of the Bloch sphere
(right) from [8].

Measuring and manipulating the qubit

The measurement of a qubit will always give a projection of his quantum state over one of the two states
composing thew basis, with a probability given by the coefficients @ and 3. Therefore no actual advantage is
obtained solely from the coherent superposition of two states (or more in the case of quantum circuits). It is
by exploiting quantum interference that the system can be put in a superposition with a higher probability
of collapsing in the state encoding the information needed, when measured. In order to do so, depending on
the type of computation, suitable algorithms have been invented to encode all the relevant information in the
state with the highest probability. In other terms, constructive interference is used to increase the probability
of collapse on the state with information, destructive interference is used to decrease the probability of collapse
on the state with no or wrong information.

To implement the algorithms, as for classical computing, gates are used. In quantum computing the number of
possible gates coincides with the number of possible unitary transformation of the qubit state, e.g. for a single
qubit the infinite possible transformations that can be performed on the surface of the Bloch sphere. As said
the only requirement is that the matrix associated to the transformation is unitary, being M the matrix:

MM =1. (72)

Note that the matrix being unitary leads to the transformations being reversible as opposed to classical com-
putations.
We shall now introduce some gates to clarify the type of actions performed on the qubit states.
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Hadamard gate

Before going on let us introduce the column vector representation of a qubit:

C
) = Colo) + Cil1) = | 2] (73)
In this notation every single-qubit gate will be a 2X2 matrix. The Hadamard gate is defined as:
1711 1
PRER A -

It acts on a generic state superposition as follows:

o =nlg] =gl Al - h)- sla el &

Note that this gate turns the basis state {|0),|1)} in the following state superpositions:

) = = (10)+11) (76)
1) = —5=(0) =) (1)
Moreover, considering the fact that quantum gates are reversible:
1
Hﬁ(lw +11) = 10) (78)
1
Hﬁ(|0>—|1>) = 1) (79)

Thus using this gate it is possible to prepare the initial state in a superposition of states, a key feature for
quantum computing.

CNOT gate

As we have pointed out entanglement is the second key feature of quanutm computers. In order to have two
entangled states a two qubit gate must be implemented, since it allows two qubit interactions. The gate allowing
such to happen is the CNOT gate. Given two qubit as input, the gate will flip the second qubit (target) if
the first (control) is in the state |1), and it will do nothing if the control is in state |0). The column vector
representation of two entangled qubits reads:

Coo
C
[) = Co0l0)[0) + Cor[0)[1) + Cao| DIO) + Cua D) = | (80)
Cn
Thus the gate in this case will be represented by a 4X4 matrix:
1 0 00
01 00
0 01 0
By applying this gate to a separable state we can see that it can be used to generate entangled states:
Ucnor(al0) + 5[1))[0) = «|0)[0) + 5[1)[1) (82)

It can be demonstrated that a universal gate, i.e. a gate that allows arbitrary operations, can be implemented
using single-qubit gates and CNOT gates [9].
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3.2. Decoherence description: Master equations

At first we shall properly define decoherence. The interaction with the environment entails two main conse-
quences for a quantum system, that we shall report as written in [10]:

1. The irreversible disappearance of quantum coherence, which as we have seen is responsible of state

superposition and interference effects,

2. The definition of observable properties of the system, i.e. the selection of a set of preferred states.
In the following, when talking about decoherence, we will be referring to these two consequences, especially
the first one. Quantum computing is indeed based on the superposition principle, and quantum computer
is able to work as long as quantum coherence is preserved, therefore decoherence is a threat to the physical
implementation. In this frame we point out that most of the research regarding the implementation of quantum
computers is centred on the problem of controlling and minimizing decoherence. Even if at first one would be
tempted to isolate as much as possible the qubits from the external world, it should be remembered that in
a quantum computer a series of transformation and measurement shall be operated on the qubits, therefore
they should remain accessible, at least up to a certain degree. The inner challenge in quantum computing is to
address both these necessities, isolation and read out, finding the best trade off.
Decoherence dynamics can be described via the Master Equations. These equations describe the time evolution
of the reduced density matrix ps(t) for a quantum system S interacting with the environment E. As we saw in
Section 2.3, tracing out the degrees of freedom of the environment means not having to determine its dynamics.
What is most interesting to us is indeed the influence of the environment on the system. In the master equation
formalism, p4(t) is calculated from a first order differential equation of the form [10]:

@ ps(t) = L (s, ps(t)] + Dlps(n)]. (83)

The first term appearing on the right-hand side of the equation resembles to the term in the von-Neumann
equation. However, Hyg differs from the unperturbed Hamiltonian one of the system, as the influence of the
environment causes a perturbation that leads to a re-normalization of the energy levels (assumed a weak inter-
action with the environment). The second and more interesting part shows a non-unitary operator representing
Decoherence due to the environment. The derivation of this term won’t be covered, we will only present the
main approximation and their physical interpretation.

Approximations: Born-Markov master equation

Often it is impossible to determine the exact time evolution of p4(¢). For this in the following we make use of
these two approximations:

e Born Approximation: being the environment large with respect to the system, the interaction between
the two does not lead to any significant changes of the density operator of the environment. In other
words coupling between system and environment is sufficiently weak that they don’t get entangled, i.e.
the system-environment state can be described as an approximate product state.

p(t) =~ ps(t) @ pp (84)

e Markov approximation: the self correlations within the environment due to coupling with the system
decay faster than the characteristic timescale of the system dynamics. In other words, the environment
is assumed being memory-less: the variation of pg caused by the interaction have no effects on pg. This
is a non trivial requirement and it is not true in general [11].

Let’s now assume the interaction Hamiltonian has the following form:

Hint = ZS ® B, (85)

where the operator S“w assumed to be hermitian, correspond to physical quantities of the system that interact
with the environment. We shall refer to them as being continuously monitored by the environment through the
operator E,. Given these assumptions and approximations, it can be demonstrated that the evolution of pg(t)
is given by the Born-Markov master equation:

d T A N

5 Ps(t) = —7[Hs, ps(t)] — Y AlSa, Baps(t)] + [ps(1)Cas Sal} (86)

where:

Ba:/ dTanﬁ )S (1), Aa:/ dTZcﬁa 7S (r) (87)
0 0
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Here 5’&1)(77) stands for the system operator in the interaction picture, see section XX. Cnp(t) represent the
environment self-correlation function:

Cap(r) = Tri { Ba(r) Bspe | = (Ba(r)Es) s (88)

This expression tell us to what extent he result of a measurement of a particular observable E,, is correlated
with the result of a measurement taken after a time 7. It quantifies to what degree the environment retains
information over time about its interaction with the system. Given the Markov approximation these correlators
are going to be sharply peaked around 7 =0 .

Even though at a first look this equation and its terms may be difficult to understand, it simplifies consistently
in many case, such as situation in which just one operator of the system is monitored by the environment and
for trivial time dependencies of the operators S, and E,.

3.3. Physical Realisations and possible uses

As aforementioned, decoherence is the main threat to the practical realization of quantum computers. This
is mainly due to the fact that when the scale of a quantum system increases, the coherence time, the time
duration in which qubits can be manipulated, drops. In other words, the larger is the system the more likely
it is to get entangled with the environment, loosing the information retained in the coherent superposition of
system’s states. As a result, it is very hard to realize a large scale quantum computer. For it to be achieved,
decoherence timescale should be long with respect to the gate operation time. On the other hand, read-out of
the state should be possible and reliable. In addiction, one should consider the preparation of the initial state
and successive manipulation of it.

Therefore, we are facing conflicting objectives: a well isolated system with which we must strongly interact. In
the following we will briefly introduce two examples of potential solutions to this problem. Both are examples
of solid state qubits as this kind of frame display certain advantages: they are fabricated with established
lithographic methods, allowing for scalability and tunability. Also, they show to be flexible in design and
manipulation schemes, adding up to the fact that they can be easily embedded in electronic circuits. Lastly,
the field of solid state physics and nanotechnologies is rapidly progressing. The main downturn is indeed the
management of decoherence.

Superconducting qubits

One of the most popular approaches to encode qubits is based on superconductivity. Superconductors can
support flowing charge currents without loss of energy, i.e. they have zero resistivity. In this type of material
electrons form couples known as Cooper pairs. When a thin insulating barrier is put between two supercon-
ductors a Josephson junction is created. The cooper pairs can go through this junction via quantum tunneling,
without any dissipation of energy. Cooper-pairs can be confined in boxes of micron size with electrostatic poten-
tials. It is thus possible to use the two charge states of a box, differing by one cooper-pair, as the two states of a
qubit. A cooper pair can move in and out the box via quantum tunneling and, by inducing oscillations between
the two states, single qubit logic gates can be implemented. The maximum current flowing without destroying
the junction is called critical current I;, and is related to the Josephson energy E; = I;//2e. Depending on the
ratio between this energy and the charging energy for a single cooper pair, three type of qubits can be defined:
charge flux qubits, flux qubits and phase qubits. Qubit control has been demonstrated experimentally, making
this proposed technology one of the most flexible in terms of different design types and manipulation. As a last
remark, note that the operation of a two-qubit logic gate (CNOT), has been reported in recent years[12].

Spin qubits in quantum dots

Applying electrostatic potential to semiconductors, it is possible to deform the band structure of the electronic
energy levels in order to create small three dimensional wells, of size comparable to the wavelength of the elec-
trons. This confinement leads to the discretization of the energy levels [13], so that these potential confined
regions, dots, can be regarded as macroscopic atoms. The interaction between two sufficiently close dots leads
indeed to the formation of artificial molecules, via the overlapping of the electron wave funcitons of each dot.
The number of electrons populating each dot can be controlled via the gate voltage applied to the semicon-
ductor, down to just one electron. In this frame, the qubit can be realized through the spin state of a single
electron quantum dot, |0) being spin up and |1) spin down. Inducing an energy gap between these two states via
a magnetic field (effect known as Zeeman splitting), it is possible to control the qubit state with an oscillating
magnetic field resonating with the splitting energy. In principle this type of scheme is scalable as, creating an
array of so build qubits, they can be singularly adressed applying to each different gate voltages that would
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in turn lead to different energy splitting due to the magnetic field. It is indeed possible to produce arrays of
quantum dots with present technology [11].

We shall conclude this section pointing out that the effectiveness of each technology can be traced back to the
trade-off problem between decoherence and controllability. It should be noted that current experiments have
achieved coherent control of only a few qubits [14], the problem being that external control operations typically
introduce noise into the qubit circuit, thus disturbing the programmed coherent evolution.

4. Device: Nano-mechanical qubit

Mechanical qubits have in recent years raised interest as an alternative to the already mentioned possible
implementations of quantum computing. The reasons of interest are diverse. To begin with, a mechanical
qubit could be sensitive to a wide range of force fields, since any force leads to a mechanical displacement [15].
Furthermore, these resonators can show large quality factors, leading to long coherence times[16] [17]. This
would in turn allow to develop circuits with large number of qubits that still show long lasting coherence, as
opposed to superconducting qubit circuits, where scale effect bring down the decoherence time with respect to
a single qubit [18].

In order to make an oscillator suitable to be used as a qubit some sort of anharmonicity have to be introduced.
The harmonic oscillator have indeed equal spaced energy levels, thus making it hard to access just two of them
without interfering with others. The introduction of anharmonicity would generate a shift in the energy levels
leading to energy-dependent spacing in the oscillator’s quantized energy spectrum [19]. In this way controlled
excitation of energy states (say the ground and first exited state) can be obtained which can be treated as a
two level system (see Section 3.1).

4.1. Structure and Model

In order to obtain such a scheme, a suspended carbon nanotube has been proposed [20]. The idea is to couple
the flexural modes of the nanotube to the charge state of an integrated double quantum dot obtained in the
nanotube itself (Fig. 2). The double dot is formed using multiple gates generating an electrostatic potential
along the nanotube. In this configuration therefore a double potential well is formed, each well having a set of
discrete states. Here just two states, one for each well, are considered accessible, the others being at a higher
energy due to Coulomb interaction. The Hamiltonian capturing this system is [20]:

- P mw?a?

t
H =" 7m+50'z+*017h9m£0—2' (89)

[ V)

2m 2 2 2

Here the first two term are those of the well known quantum harmonic oscillator [13], and refer to the flexural
oscillation of the nanotube. The charge state in the double dot is here represented with Pauli matrices, with
€/20, modelling the energy splitting and ¢/20, the interdot charge hopping trough tunneling, being t/2 the
hopping energy term and € is the energy difference between the two-dot states. The last term stands for the
interaction between the charge state and the oscillator, where hig/xz, represents the variation in the force that
acts on the oscillator, when the charge states varies. Here the zero point quantum fluctuation is introduced as
z, = (h/ 2mwm)1/ 2. This last term is crucial as it conveys the interaction via the term g, a coupling constant
that can be tuned acting on the gates creating the double dot structure.

We can first treat the system in a semiclassical approximated way in the Born-Oppenheimer picture: iw,, <
V1% + €2, therefore the displacement x is considered as a classical variable being the oscillation frequency very
small w.r.t. other energies. From the diagonalization of the Hamiltonian given by Eq. (89), neglecting p?, the
two eigenvalues are obtained|20]:

2 ,.2
er(z) = % + \/e— (e — 2hga/z,)® + £2/2. (90)
This energy profile can be seen as the effective potential of the oscillator. The Taylor expansion for small x and
€ = 0 reads: ) i ) -
t mw 4hg 9 _ dmifwnphtg® 4
=4- ™14+ _— 91
exla) =g+ o (12 0 ) 2 IS 0y (91)

From this equation it can be easily seen how the coupling with the double dot lead to a variation of the quadratic
coefficient, which is indeed o 4g?. Therefore the resonating frequency gets stiffened by the interaction for the
upper branch, while softened for the lower branch. This is clearly depicted in Fig. 3. For g = ¢3¢ = (wyt/ 4h)1/ 2
the lower branch quadratic term is null and the potential is purely quartic: it is therefore expected that tuning g

14



Figure 2: Schematic of the proposed setup. A suspended carbon nanotube hosting a double quantum
dot, whose one-electron charged state is coupled to the second flexural mode. a. Sketch of the elec-
tronic confinement potential and of the two main parameters, the hopping amplitude t and the energy
difference € between the two single-charge states. b. Physical realization. One of the gate electrodes is
connected to a microwave cavity for qubit readout.

m

e./hw,

XIXz

Figure 3: Effective potentials e and e_, for t/hw,, = 20 and different values of (4g/wy,)2. The thicker
line corresponds to g3¢

around this value it should be possble to modify the ratio between the quadratic and quartic terms, controlling
the degree of anharmonicity of the system. For even higher values of ¢ Fig. 3 shows clearly the formation of a
double well potential, i.e. a bistable configuration.

4.2. Implementing the qubit

Role of anharmonicity

Using a basis composed by the 102 lowest harmonic oscillator states it is possible to aproximately diagonalize
the Hamiltonian from Eq. (89), so to finding the eigenvectors and eigenstates [20]. As already pointed out, the
coupling constant g can be tuned by adjusting the gate voltages. Fig. 4 shows the dependence of the energy
levels on g. It can be seen how the enhancement of the coupling leads to a separation of the third level |2) from
the first two, |0) and |1), which for g > ¢3¢ would have the same energy. Defining the transition frequencies

between two energy levels as:
_E,—-Ep

mn — £ 92
w . (92)
we can define the anharmonicity as:
o= 2220 (93)
)
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Figure 4: Lowest energy levels dependence on the coupling expressed as ¢g/wy,. The dashed line
indicates the lowest non interacting electronic level —t/2.

Thus a will diverge for g > ¢°¢. As already pointed out, anharmonicity enables quantum control of the qubit
effectively separating two levels from the others. Considering a value of a that allows this to happen, it has to
be taken into account as a minimum requirement that the transition frequency wip between |0) and |1) needs
to differ from wi2 between |1) and |2) by much more than the spectral line-width of the states.

Using as basis set the two qubit states {|0),|1)}, the Pauli matrices {7,,7,, 7.} and a unitary matrix 7 are
defined. The notation is changed to distinguish from the Pauli matrices referring to the charge states. In this
basis the Hamiltonian of the qubit is H = hwiors /2 . From the theory we know that every operator acting in
this Hilbert space can be written as a linear combination of the four 7 matrices. This is valid also for operators
appearing in Eq. (89):

Ozlgp = Bimo+ BT (94)
oylgy = BsTy (95)
(o |qb = B47'x (96)
Tlgp = PBsTe (97)
Pl = BeTy- (98)

Numerical methods can be implemented to obtain the coefficient 3; of the linear combinations describing the
operators acting on the charge states o;, position & and momentum p. In [20] analytical estimation of these
coefficient where obtained. Among the many interesting features of these calculation, we shall highlight the
fact that the projection of the charge operator ¢, in the qubit space, given by B4, vanishes linearly for small
g, remaining small for g < \/wy,t/k if t > hw,,. This meaning that the qubit has a predominantly mechanical
character in its degrees of freedom, as the projection coefficients of  and p, 85 and (B¢ respectively, remain in
the order of the unity.

Decoherence

The nanomechanical qubit can be thought as being composed of two subsystems: the double quantum dot
and the mechanical oscillator. Both these two are coupled with the environment, leading to decoherence. The
subsystem having the larger decoherence rate, i.e. limiting the performances of the qubit, is the double quantum
dot [21]. The Hamiltonian for the coupling with the environmet reads:

H; = AFE, + 2E, (99)

having A = - & as the most general operator in the charge subspace. Note that here no coupling constants
appear because they are absorbed in the E operators. In this frame, by tracing out the degrees of freedom of
the environment, the reduced density matrix is obtained. Following the theory introduced in section 3.2, the
study of p dynamics allows the description of decoherence in terms of the following rate equations for a two
level system:

poo = poolor + p111'10, (100)
por = —po1(Tor +To+ 2F§1)/2, (101)

where ppm = (n|p|m) is the matrix element of p in the basis of the Hamiltonian Eq. (89). The terms I',,,, are
transition rates describing the probability of transition from one state |n) to another state |m) of the basis and
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the term Fgl is the pure dephasing rate. Both these components are dependent on two quantities: the matrix
elements of the operator A and the Fourier transform of the correlation function C;(t) = (E;(t)E;(0)), defined
as S;(w) = [ dte™'C;(t). Roughly speaking, in analogy with electronics, we could say that these functions S;(w)
describe the energy spectrum of the noise generated from the interaction with the environment with the i;h
subsystem.

Top = 2mS1 (wo1)]Ao1 | + 2752 (wor ) |zo1 |2, (102)
F6¢1 =75 (0)(A00 — A11)2 + WSQ(O)(Q?OO — .2?11)2. (103)
As we have already mentioned in early chapters, the off-diagonal elements of a density matrix are called coherence
elements, as their dynamic describe the ongoing coherent superposition in a system, at a given time. Eq. (101)
is indeed very important, as it defines the coherence time of the qubit:
B 2
Lo+ T+ QF& .

T, (104)

The study of this equation in the interacting case, i.e. g # 0 yields some notable results such as the fact that
the pure dephasing rate is strongly reduced in the qubit compared to the charge system. Furthermore, also the
decay rate gets dampened by the coupling represented by g. Lastly, the larger is t the larger the decoherence
time, as a consequence from the mechanical nature of the qubit for ¢ > 2hAw,,.

Manipulation

The coefficients describing the operators in the qubit basis are also crucial to understand the manipulation of the
qubit. Control is implemented by an oscillating voltage applied to a wire near the nanotube, which couples to
the charge state. In particular, this coupling can be studied through the coeflicient associated to the interaction
between the voltage and the operators o; and Z. Results from [20] find that standard methods such as nuclear
magnetic resonance can be used to manipulate the qubit states.

In [22], readout was proposed exploiting the coupling of the system to a microwave superconducting cavity,
similarly to what is done with superconducting qubits). In this work instead we investigated the possibility
of reading out the states of the qubit through the capacitive coupling of its charge state with a nearby single
electron transistor (SET). Hereafter we briefly introduce the main features of this device.

4.3. Read out device: Single electron transistor

Quantum tunneling and tunneling junction

Quantum tunneling is a purely quantum effect that is verified when a particle with an energy lower than a certain
potential barrier crosses it due to non vanishing probability amplitude of the wavefunction beyond the barrier
[13]. This effect has been largely observed and is exploited in technologies such as the scanning tunneling
microscope. This effect is also exploited in electronics in the so called tunneling junction. This junction is
composed by two metal leads (contacts) that are put in contact trough an insulating material, and is at the
basis of the single electron transistor (SET). From a theoretical viewpoint, the electrons in the metals can be
described as an ideal Fermi gas with a single particle dispersion € = h%k?/2m with k the momentum of the
particle and m its mass, disregarding the spin degree of freedom. In this description the tunneling can be seen
as a perturbation in the Hamiltonian of the two leads Fermi gases. We introduce the resulting Hamiltonian as
later will be largely used:

H=Hy+ Hp+ Hr (105)

where Hy, = >, gkclkcak is the Hamiltonian of the Fermi gases, with a = R, L indicating left ad right lead,
and c,x fermionic destruction operator related to the electron occupation number states. Then we have the
tunneling Hamiltonian Hyr = Zkk, tkk/cTchRk/ + h.c. . The general tunneling rate between two states ¢ and f
is given by the Fermi golden rule:

2T
iy = — (Mg P8(E: - Ey) (106)

Where M;y is the matrix element of the tunneling Hamiltonian, E; and Ey are the energies of the initial and
final state. The Dirac delta §(E) accounts for energy conservation. While the previous formula holds for a
single initial and final state, we have to deal with two Fermi gases, therefore the rate will depend also on the
probability that initial state is occupied and that the final state isn’t. In the case of non interacting fermions
these probabilities are given by the energy dependent Fermi distribution functions fr(e) = 1/(1+e“*27) where
T is the temperature, and the Fermi energy is set to zero. When the two leads are connected to a voltage source,

17



CL CR OL CR
Qu| |-Qr —Qr||Qr Qu||-9r —Qr||@=r
| | | ||
Q ~Qy Qr

O — Yy —

7@5 Qg *Qr

|\?@L+
|
|

Figure 5: On the left: electrical scheme for the single electron transistor device. The central island is
connected to the left and right leads by two tunnel junction here represented by two capacitance (Cf,
and CR), and to a gate lead by a capacitance Cy. On the right: scheme for the single-electron transistor
with the sources represented by capacitances, in practice a 5-metallic islands system is obtained

the difference in energy between the initial and final state (considering the battery as a large capacitance) is
approximately g.Vj, i.e. the value of the elementary charge times the bias voltage generated by the source. The
resulting rate reads:

2
Pior =7 O Befe(l = f)dler — e + V). (107)
kq

Via non trivial calculation considering the momenta as continuous variables, integrating and considering the
fact that the density of state can be assumed constant near the Fermi level, the following is obtained:

Gy Ve
I'yor= o 1o avi/EaT (108)
where we introduced the tunneling conductance G; = 2% pLprtq2.

Single electron transistor scheme

A single electron transistor (SET) is obtained when a micron-size metallic island is connected trough two
tunneling junctions to two leads (source and drain) kept at voltages Vi, and Vi by voltage sources. In addiction it
has to be connected to a third conductor that acts as a gate, trough a capacitance Cy (Fig. 5, left). Considering all
the voltage sources as ideal, the scheme of which in Fig. 5 (right) is obtained, where all the sources are substituted
by capacitors, and now the structure can be thought as five metallic island connected trough capacitive coupling.
In order to evaluate the tunneling rate toward the central micrometric island, the difference in the electrostatic
energy when a charge is transferred from an island to another has to be evaluated. The computation of the
energy difference between initial and final configuration when an electron tunnels is far from trivial. Here we

report the main result:
Vi

iCi
Co

AE%,R =FEc(Q+q) —Ec(Q) £ QZ FqVir (109)
1

where coulomb energy defined as Ec(Q) = >, Q?/2C; and C, = Y, C; with i=L,R,g. Subscripts R and L
indicate with which contact the charge exchange is taking place, and the superscript 4 indicates whether the
charge is being given of received from the metallic micrometric island. In order to determine the stable (no
current flowing) and unstable (current flowing) configurations of this system one has to study the regions of V,
V5, Vg for which the energy variation are positive (stable) or negative (unstable).

This allows to identify the region where electron transport is possible, leading to the following expression for
transition rates:

G _AEJEiR

—_— 11
Ge 1 —eAEz:,R/kBT’ ( 0)

+ _
1_‘L—>R -

From Eq. (110) can be seen that the tunneling rate is strongly reduced for AE; r > kT, increasing linearly
for negative AEiR.
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Figure 6: Device, courtesy A. Bachtold. In this picture, the thin line crossing the gates is the suspended
carbon nanotube

If at low temperature gate and bias voltage are chosen in a way that AEzr < 0 and AE < 0 only two rates
are significantly different from zero 7 = ¥, and ¥z = Xg. This condition is called sequential tunneling, and
it is indeed the condition in which the SET considered in this work is going to operate. Later on the master
equation for the state of the central island are going to be written treating this condition in more depth.

5. A new idea for the read-out

In the paper in which the aforementioned structure was first proposed|20], read out and manipulation has been
assumed possible using a microwave cavity coupled to the charge and to the displacement of the double quantum
dot. In Fig. 6 a picture of one of the first samples fabricated by the group of A. Bachtold in 2022. In this work
we aim to study a different way of detecting the displacement, or, more in general the nano-mechanical qubit
(NMQbit). It is possible to fabricate a SET near the suspended carbon nanotube, and measure the current
through the metallic island. Due to capacitive coupling between the charge in the metallic island and the charge
in the double quantum dot, one can expect that the device could be very sensitive to any change in the charge
of the double dot. Since the metallic island has nanometric size, in the following we are going to refer to it
both as metallic island and single quantum dot. In addition, we note that we are going to assume the single
quantum dot engineered (trough the gate voltage and the its dimensions) in a way that just one electron energy
level is accessible, thus guaranteeing single electron passage. Since any displacement of the oscillator leads
to a variation of the balance between the charge of the double quantum dot, one can detect in this way the
displacement of the carbon nanotube. There are now several questions that we could ask. The first is of course
which is the classical sensitivity of this detection. The second is how this method could be used to measure
the qubit state, and finally what is the back-action on the coupled system oscillator-double quantum dot of the
detection method. To answer these questions we begin by writing an Hamiltonian for the full system.

Hamiltonian

We can write the following Hamiltonian fro the full system:

H=Hs+ Hr+ H¢+ Hg_¢ (111)
Here Hg is the Hamiltonian of the system:

Hg = epn — Fonid + g.no, + EDTDOZ + %0‘,; + hwma'a + go. i (112)
where a is the destruction operator for the displacement of the mechanical oscillator, & = a + af, 7 the charge
operator for the single dot (with eigenvalues 0 or 1), ep is the energy level of the metallic island (controlled
mainly by the gate voltage), o, is the third Pauli matrix and represent the charge operator for the double dot,
Fy and g, are the coupling of the charge state in the SET dot with the mechanical displacement and the charge
of the single dot respectively. Lastly g is the coupling between the double dot and the displacement (see section
4.1). Note that the zero point energy of the oscillator has been here neglected. As for the other terms, Hr is
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the Hamiltonian of Eq. (105),

Hr = Z fakcick + Z [tkk’CLLck'R + h.c. (113)
k,a kk’

here @ = L, R indicates the two leads coupled to the single dot, k is an eigenvalue used to lable the metallic
lead electronic states of energy &x, Tri is the tunnelling amplitudes assumed constant.

The environment of the oscillator and the double dot is constituted mainly by the phonons in the carbon
nanotube. This phonons can be thought to interact with the oscillator and the double dot separately, so to
avoid many body problems. As a result the Hamiltonian both for the oscillator and for the double quantum dot
is described as a collection of non interacting harmonic oscillators (corresponding to the phonons) thus the total
energy being the sum of the parts. The coupling is assumed linear and given by the coupling constants n for
the quantum dot and m for the oscillator. In the second quantization formalism the environment Hamiltonian
will read:

He =) hwgaa, + > hwyblb,, (114)
q P
while the interaction between the environment and the oscillator + double dot reads:

Hs ¢ =U-HZ(CLE—Faq)#—:ﬁch(bL—kbp). (115)
q p

5.1. SET Back action on the oscillator

Following our purpose of evaluating the back-action of the detection method on the qubit, we start by considering
the coupling between the quantum dot and the oscillator. We hereby define the Hamiltonian of the oscillator-
quantum dot system re-arranging some of the already encountered terms:

H=Ho+ Hy, + Hr, (116)
where Hyp is the previously defined tunneling Hamiltonian, Hp = hw,,a’a is the oscillator Hamiltonian and

Hy, = eph — Fond (117)

is the quantum dot Hamiltonian, in which the second term on the right-hand side is the term due to the coupling
between the oscillator and the dot.

In the following we treat the oscillator classically, considering the tunneling rates much higher then the oscillator
frequency, kgT'/h > T' > w,,, since this is a common experimental case. In this way we can give an exact
description of the oscillator motion. This said the energy level in the dot will be:

€p =€ep — Fo(d). (118)

The motion of the oscillator thus provokes a change in the dot energy level, perturbing it. The force operator
that drives the interaction is
5 OHp(2)
ox

In the following we will derive the dot’s energy level dependence of the SET’s tunneling rates.

= Fon (119)

Oscillator response

The interaction Hamiltonian between the oscillator and the charge state of the SET island capacitively coupled
with it reads:
Hint == —Fofl.’l,’. (120)

When the oscillator is assumed coupled to the SET and to a bath of oscillators (i.e. the phonons). The motion
can be described by a classical Langevin equation [23]:

mi = —kx — myod + fo + Fon(t), (121)

where fo —m~ypd are the environment induced terms, with vy the damping and fj the corresponding fluctuating
force. The remaining part Fyn(t) is the term describing the back action of the quantum dot on the oscillator,
with 7 standing for the occupation state of the dot. Both the environmental-due force and the charge back
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action have fluctuating components. Indeed, Fyn(t) can be described as the sum of a fluctuating part and an
average part. In order to evaluate the noise induced on the oscillator by the conductor (i.e. the dot of the SET)
we are going to evaluate the effective temperature caused by their interaction. To do so we have to introduce
the results of the quantum linear response theory [24], in terms of two main factors: fluctuation and damping.
We define the quantum noise spectrum associated to a quantum operator, in this case the charge state in the
quantum dot n that, from now on, we are going to indicate as n:

“+oo
Si(w) = / (n()n(0))e=“"dt. (122)
— 00

We note that quantum noise is defined similarly to classical noise, although it can be demonstrated not being
symmetric. Just to give a scent of what this means it can be said that the positive-frequency part of the
spectral density is a measure of the ability of the oscillator to absorb energy, while the negative-frequency part
is a measure of the ability of the oscillator to emit energy. This is the term from which we are going to retrieve
both the fluctuation magnitude and the damping:

_ F 02 (Sn(w)

yw) = _S’(_w)> : (123)

w
This last result of quantum linear response theory that we are taking for granted is the so called fluctuation-
dissipation relation, stating that noise and damping are related to one another via the temperature, specifically
it links the classical symmetric-in-frequency part of the noise to the damping. Introducing the symmetrized
quantum noise of the operator 7.

5= 500 + 8] = Lot (Y (5,(0) — () (124)
n T o= S O 2k Ty (w) ) T T
Putting together Eq. (124) and Eq. (123)it we obtain:
hw S (w)
th = 12
“ <2kBTeff(w)> myhw’ (125)

Going on we can consider the oscillator frequency w small compared to the tunneling rates I'. This is usually
true since w is usually in the order of 100 MHz, producing a very small current in the order of we = 1071 A, In
this regime we can try to give an exact description of the oscillator dynamics, thanks to the separation of time
scales.
In this case the effective temperature can be obtained from the equation:
F25,(0)
kpT.pp = —2"—=. 126

sler = =5, (126)
The effective temperature indicates the amount of excitement induced in the oscillator by the interaction with
the metallic island charge state, thus being a measure of the induced noise in the oscillation.

SET rates

Considering the tunneling from a metal to a Quantum dot described by a single level that can be either occupied
or not, the suitable expression for the tunneling rate is the following:

27
Ir= T > IMif|?P,o(E; — Ey) (127)
f

where P; is the probability of the initial state in the metal of being occupied and the sum is operated over all
the final states. The sum can be performed via an integral changing the variable to energy and using the density
of states, which we are going to assume constant given that the transport properties are mainly influenced by
electrons at the Fermi level. Using the results of appendix A we obtain:

2m

TP = ZpIMfrler —eco(Vy = Vi) = ecr(Ve = Vi), (128)
27

FE - fﬂ‘MFfF[Q —ecg(Vg = Vr) —ecL (Ve = Vi) (129)

e2—2Qe
2Cs

where €] = e, + and €, = ep — Fy(Z) as we wrote
E;=ex+ES,  Ep=ep+ES. (130)
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With E€ coulomb energy of the SET. We thus obtained the dependence of F+ LR ON the movement of the
oscillator. According to appendix A, we can write the rates in a more compact form for both the tunneling
towards the dot and from the dot to the leads:

It =19 fr, I =T%r (131)
where
folep) = frlen —ec,(Vy — Vi) — ecr(Ve — V1)), (132)
frep) = frle —ecy(Vy — Vi) —ecr,(Vi, — Vi) (133)
and, considering the reverse process:
Uy =T9(1—f1), Tgr=T%01- fr) (134)

In the following we are going to refer to the total + or - rates, respectively:

It =T} +Tf, (135)
I~ =TI, +Tp. (136)

Quantum dot charge power spectrum

We consider the island charge n as fluctuating between the values 0 and 1, with occupancy time of the island
determined by the rates I'" and I'~. Note that we are interested in the fluctuating part of the noise spectrum,
thus we evaluate (7(t)72(0)) = (n(t)n(0)) — #%. To do such a thing we take into account the master equations
for the charge state of the island, describing the probabilities Pj, island occupied by the charge, and P, island
unoccupied.

Py = -TtP+T P, (137)
P, = —-I'"P +T"R,. (138)
The solution of the system gives
Py = Py(0) + [Py — P1(0)](1 — e~ =), (139)
Here I'y, = I't 4+ I'~ is the total tunneling rate, Py = % is the stationary solution leading the mean value of
the charge to correspond to m = ePs;. Moreover the stationary current is defined as I = 1‘55:1;1 .
Back to the noise spectrum, we need to evaluate
(n(t)n(0)) = P1|P1(O):1 Py (140)
in order to compute
S (w) = / [(n(t)n(0)) — T2Je—""dt. (141)

Considering the island occupied at zero time, P;(0) = 1 we are left with the calculation of a Fourier transform,
that eventually lead us to
2T

Sp(w) = =5—,
() ' + w?

(142)

where I’ = F;g_ . Furthermore since we’re considering the oscillator frequency to be small compared to tunneling
rates, w — 0 we’ll have
+ —_
Sulw) = Ay (143)
b
This is the final expression for the noise induced fluctuations, generated by the charge state and affecting the
oscillator.
The previous master equations also allows us to evaluate the damping term, relating it to the tunneling rates.

Given that P, =1 — Py, from Eq. (137) and Eq. (138) we obtain the following expression:

P = -TgP +T7" (144)
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which we expand in subsequent order terms:

PO 4+ PV = T (P” + PV) + T+ (145)

equating the same order terms we obtain the expression for the stationary solution and for the first order
correction:

F+
pO _ 146
1 FE ’ ( )
1 o0Tr*
P _ ;. 14
1 Iy 0z (147)

If we consider the general relation between energy and force:

0
—FE = —Fy, 148
o E=-F (148)
with F energy of the quantum dot, we obtain the first order correction to the force:
F2 o 1t
P(l)F — 20 ; 149
LT TR Ty (149)

from which we can extract the expression for the damping term:

dp(T'*/T)

my = —F¢ (150)
'y
We assume that I =T+ + '~ =T9 +I'%, a constant, thus we obtain:
Op(TT
my = —F2 E(Q ). (151)
I's

We will these expressions to advance some considerations about the behaviour of the damping term and the
fluctuating term over energy. Eventually we’ll do the same for the effective temperature, which expression in
light of Eq. (126), Eq. (143) and Eq. (151) is:

r+r-

_7F28E(F+)' (152)

kpTery =

Equilibrium

At equilibrium, i.e. assuming the two leads to be at the same voltage, fr = fr = f, we obtained the following
expressions:

2
y = Pyjf—;ﬂf(l—f):mm—f) (153)
2F2
Sp = gf(l—f)ZQSlf(l—f) (154)
Tepp = T (155)
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Where we used the derivative f/ =1 EC); }1). Substituting back the Fermi distribution we have explicit energy
dependencies for these quantities (Fig. 7, Fig. 8). We note that both for the fluctuations and for the damping
when the energy of the quantum dot level coincides with the Fermi energy level of the two leads, i.e. when
the tunneling event are maximized, we reach the maximum value. In Fig. 7 and Fig. 8 the zero of energy
coincides with the Fermi level of the leads. The effective temperature is always constant and coincides with the
temperature T.

For simplicity and being it possible to implement experimentally, in the following I'} and I'%, will be considered
equal.

Out of equilibrium

The difference in voltage will cause different distribution in the two leads.Given V' the voltage difference, the
energy difference between the two Fermi levels will be —eV. Functions as plotted are dependent on energy of
the dot normalized on the thermal energy and the parameter V3 = eV/kpT Assuming the right lead to be at
higher voltage than the left lead, Fermi distributions will read:

1 1
fr(ep, V) = eBlepteV/2) 4 1 - et +1 o0
1 1

fr(ep, V) (157)

eBlep—eVi2) 11 el 41

where we put the zero of the energy in correspondence of the unbiased Fermi energy for the leads. We recall
that 'Y = F% = I'. We therefore proceed to evaluate again the expressions for damping, fluctuations and
effective temperature:

2
Y = Zﬂﬂiﬁ(ﬁ(l—fﬂ-ﬁ-ﬁz(l—f}g)): %(fL(l—fL)+fR(1—fR))7 (158)
2
Sp = %(fL"‘fR)@—fL—fR):%(fL"FfR)(?—fL—fR), (159)
Teyr 1 (fo—fr)?
¥ T S T T (160)

From these expression we obtain the dependence on these quantities on the quantum dot energy level position
and the voltage bias applied. It’s immediate to see that:

v o< —(fr, + fr) (161)

Therefore the damping will be characterized by two peaks coinciding with the Fermi levels of the two metal
leads, i.e. when at ep = £eV/2, displaying a local minimum for ep = 0 . Both damping and fluctuations go
to zero for |ep| >> eV/2. One should notice that the fluctuations maximum value does not depend on the bias
voltage applied, while the FWHM is eV (Fig. 9). The function increases like 1 — (fg)? for ep — —(eV/2)~ and
decreases like f1,(2 — f1) for ep — (eV/2)". Near the zero this term increases more or less slowly depending
on V, reaching the maximum for ep = 0. The effective temperature (Fig. 11) starts from the limiting value of
T and reaches a maximum for ep = 0 showing exponential behaviour around +eV/2. We underline that the
dependence of the effective temperature on the voltage has an exponential nature, therefore in experiments one
would want to limit the bias. For eV > kpT the effective temperature rapidly increases reaching high value
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at its maximum, since for energy among zero the damping term reaches very low values, Fig. 10, while the
fluctuation for ep = 0 is constant. We recall that the temperature of the oscillator is given by both the effects
of the environment and the quantum dot, Eq. (121). In this section we neglected the effects of the bath of
oscillator, whose effects could be explored in further studies.

5.2. Double Dot effects on response to back-action

In this section we are going to investigate the effects of the coupling between the double dot and the oscillator
on the back-action of the Detection method on the oscillator, consistently with the semiclassical treatment. The
oscillator and Double Dot Hamiltonian reads:

p? o omwg ot

€DD
g=Lr [M0,2, *, | (2D .. 162
om T3 ¢ Tt e (162)

Once the double dot Hamiltonian is diagonalized, it all can be rewritten as:

1
Hpp = (2\/(@13 + 2g7x)2 +t2) .. (163)

In the following we will consider epp = 0 since it is the most relevant case in terms of sensitivity. As a
consequence of the presence of the double dot therefore the total energy of the oscillator-double dot system
splits in two branches:

2
1
E* = %xz + 5292 + 2, (164)

where we neglected the kinetic energy term. For small displacements, we can expand in series this expression,
stopping at the second order:

2 " 2,2
Ei:m;doxzi(2+gtx) (165)
or, in a better fashion:
2g° t
Bt = (wg + ngt) %xg * 2. (166)

Each energy branch will correspond to a different state of the two level system set up by the double dot and
oscillator. Each branch will have a different resonating frequency:

2

1/2
29
+ 2
= + . 1
w (Wo t) (167)

We note that for high values of ¢, even if the splitting between the branches increases, the difference in the
quadratic coefficients is very small, meaning that the two branches are characterized by almost the same resonant
frequency. Given the assumption made in Section 5.1, i.e. oscillator frequency much smaller than tunneling
rates, the damping coefficient does not depend on frequency, see Eq. (151), therefore at first order no variation
in behaviour is expected even when considering the double quantum dot effects. In principle fluctuations should
be dampened by higher values of resonant frequency, stiffened by the interaction with the double dot for the
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lower branch, and enhanced by lower values of the resonant frequency in the lower branch. On the other hand
in Eq. (143) the assumption of oscillating frequency being small with respect to the tunneling rates leads again
to a non dependence on the frequency. This allow us to say that at first order the double dot does not change
the behaviour of the back action when considered.

6. Device sensitivity to displacement

6.1. Semiclassical approach

We aim to retrieve a relation between the current and the displacement, given that the current will be a function
of the energy level in the dot € and the bias voltage between the two metals. In turn, the energy of the dot will
be affected by the displacement on the oscillator as we already know from section 5.1. We assume the device to
be working in sequential tunneling regime, kgT/h > T, where T is the temperature and T',, are the tunneling
rates for the double quantum dot. Since kgT/h > T' > w,, this approach is valid only in the classical limit
of the mechanical oscillator. This being said we can express the operators acting on the oscillator subspace as
their quantum averages:

€p — €p = €p + gc(0.) — Fo(&). (168)

As already done we diagonalize the Hamiltonian of the double dot

__ (€DD t . 1 €pp + 291’ t
Hpp = (52 +g2) 0s + 500 = 5 ( | enn 20 (169)
obtaining: UTHppU = 0. Epp(x)/2 with
Epp =/(epp + 29x)> + £ (170)

and U = e~ 974/2 with tan § = t/(epp+2gx). Assuming the system in the ground state we calculate the change
in the charge unbalance as a function of the displacement:

2
(02) = (Ulo.U) = —cosf = — (epp + 297) . (171)
V/(epp +2gx)% + 2
Expanding in series for small displacements and putting everything in Eq. (168) we get for ep:
2t°gg. .
ep =€)+ |- 99 __ 4 g\ (172)

(& + 12772

where we included into €}, the first term of the expansion. In particular we know that ep o (Cy/Csx)eV, , thus
if we know the current dependence on V; we can derive the current dependence on any displacement. Note
that in Eq. (172) we are indicating the dimensionless displacement by & = a + af, the dimensionfull being
T = Typm& With z,pm = \/A/2mw,, and m the mass of the oscillator. By equating the two expressions for ep
and exploiting the chain rule we get the derivative of the current with respect to the oscillator displacement, in
which the dependence of the current on the gate voltage is assumed known:

I Csdl 1 [ 2. )
dr — CoedVy Topm | (€5 + 12)3/2 G
We can see that the first term in the square brakets is maximum for epp = 0 giving
’ i
d| . dI Cs o B -
Az | . dVyCge  t Typm

Note that the last term represents the variation of the force on the nanotube when an electron is displaced
from the left to the right dot. Note that the calculation holds for kT < /€3, + t2, otherwise we cannot
assume anymore that the electronic system is in the ground state. If we include the upper state in the average
we obtain the following expression for the maximum sensitivity, which resembles the former:

dl dI Cs _hg.
— ———2 Fi h(t/2kgT). 1
dr . dVg Cg P otan (t/ ]{)B ) ( 75)

From this is clear that decreasing ¢ the sensitivity grows. In more physical terms, the easier is for the charge
to hop from one dot to the other, via tunneling effect, the more amplified is the sensitivity to the motion of
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the oscillator, since the coulomb interaction between the charge state in the double dot and in the SET is what
drives the device. If we consider the case for which t < kgT one obtains:

dI dl Cs hgc

05| @V Cye T

(176)

For a rough estimation of g., the coupling constant representing the capacitive coupling between the double dot
and the dot one can consider the term ,Zf}. This terms tell us that in order to have a gain in sensitivity the
capacitive coupling should be larger than the temperature. If the temperature is 10 mK this implies g. > 10
GHz. Being this a coupling between charge states this condition is achievable, even if it’s very strong. In [25]
a quantum dot has been used to detect a double quantum dot, finding that the conductance in units of the
quantum of conductance changes from 0.1 to 0.3 corresponding to a variation of the gate voltage of the dot of
10 mV. Therefore large values of the coupling constant may be achievable also in the proposed structure. The
additional advantage of this method is that it does not require a current to flow through the double quantum
do to measure the displacement of the oscillator. It is thus expected that the back-action on the oscillator can
be smaller. The method exploits the fact that a small change in the displacement induces a large change in
the charge of the dot. The double quantum dot acts as a quantum amplifier. It may be difficult to tune the
parameters in such a way that the tunnelling rate is smaller than the temperature, then the same expression
holds with ¢ replacing k7. Still a large effects possible.

6.2. Full quantum description of sensitivity

Let us now consider the problem without the assumption of semiclassical behavior. Furthermore let’s formulate
a slightly different model. We neglect the environment of independent oscillators and its effect on the device.
We are left with the oscillator, the in-built double dot and the SET. In this new frame we refer to the SET
as the environment and the oscillator plus the double dot as the system. Following this, we reformulate the
Hamiltonian as follows:

H=Hg+ He + H; (177)
where
t
Hg = EDTDJZ + 50a + hwma'a + go. & (178)
He = epn+ Zfakcick + Z [tkk/cLLck,R + h.c.} (179)
k.o kk’
Hr = goho, + gohd (180)

Here we recall that the charge state of the dot expression 7 = dfd. We aim now to estimate the sensitivity of
the read out method to the displacement of the oscillator, to do so we focus on the case epp = 0 that is the
most interesting, since we have seen previously that sensitivity is maximal for this case.

6.3. Expression for the current

In order to proceed we need to find the expression for the current. First we define the current:

d(NL)

I =
dt

(181)

where we have the charge density operator Np = 3", cTchLk. whose average is calculated in the interaction
picture, resulting in:

I="Tr {PINL(t) + PINL(t)} (182)
where N (t) = U(J)r(t)NLUO(t)7 p= Uo(t)pIUg(t), Hy = Hs + Hg. We now use the Von Neuman equation for
the interaction picture density matrix p;: p;y = —i[H(t), pr], where the interaction Hamiltonian evolves with

Hy. We insert the first order expression for the interaction picture density matrix:

t

pr = pr(0) — i / A H (), plt)]. (183)

Lastly the current operator can be defined as follows:

I=N, = Q[HO, Ni] = : Zta [chLk — c}kd] (184)



discarding the dependence of t;, on k. The final expression of the current obtained at lowest order is:

I=—ig / e Trs {(t)ps (1)) Tre { pel(6), ()]} = ~ig(a) / at'([1(t), n(t')). (185)

In physical terms, this consist in studying the linear response of the operator I to the external perturbation
gxn. What is left is to calculate the average of the commutator, that can be explicited:

([I(t),n(0)]) =ity > _(d (t)ex(t)dd — cf(t)d(t)d!d — ddd (t)cx(t) + d'def,(£)d(1)). (186)
k

Via the algebraic calculations each of these products can be decoupled, leaving:
(@) nO)) = ite Y [(df (Bt (en(t)d) = (el (D) (d(B)d) — (dlen(t)(dd! (1)) + (dFd(){del ()] (187)
k

Following the fact that the hermitian conjugation of a product of operators is the product of the hermitian
conjugate of the operators with opposite order, we note that the first two terms in the parenthesis, as well as
the last two, are one the hermitian conjugate of the other. Therefore Eq. (187) can be rewritten as:

(1), n(0)]) = its, Y [2Re {(d! ()d)(en(t)d)} — 2Re { (el (1)) (d()ah) } (188)
k

In the following section we are going to present the result obtained from the calculation of these terms, yielding
to a coefficient that is going to describe the proportionality between the displacement and the current.

Calculation of the correlators of the fermionic destruction and creation operators for
electrons in the dot

We calculate here the correlation functions needed to obtain an expression for the current. For this purpose we
will find the time evolution of the creation and annhilation fermionic operators. The electronic Hamiltonian of
the single dot coupled to the leads reads:

H, = epd'd+ Y arce, + 3 [tacd +he]. (189)
k,« k,«

The Heisenberg equations of motions for the operators give:
d(t) = i[He,d(t)] = —iepd(t) — iy thcar(t) (190)
k,«

éak(t) = i[Hea Cak(t)] = _igakcak(t) - itocd(t)' (191)

Introducing the rotating frame operators: d(t) = d(t)e*P? and Gap(t) = cqr(t)e’Pt we rewrite the previous
equations as:

dt) = —iy théax(t) (192)
k,«
Car(t) = —iDqnCar(t) —itod(t), (193)

where Ayr = (§ar — €p). One approach is to solve Eq. (193) obtaining:

t , , )
Can(t) = —itq / e Bk ()t 4 e Bk e, (0), (194)
0
that leads to: ,
d(t)=-Y_ |ta|2/ e~ Bar = a(t")dt +3 it e Aokt eg, (0). (195)
k,« 0 k,«

Defining the density of states of the metallic leads, po(w) = >, 6(w — Agk) the summation over k can be
replaced by integration.

t 00
Sltalt [ et Oaerar = o [ aerar [ e, ) (196)
k,a « -0

t
0
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In the the wide-band approximation we assume the density of states constant, therefore the previous expression

becomes: , ,
S 2 patal? / 5t — tyd()dt’ = 32T, / St — t)d(t')dt = Zra, (197)

were we introduced the leads tunneling rates as I', = 7r|ta|2pa. Also the second term of the left-hand side of
the equation Eq. (195) can be rewritten, defining the incoming field as:

Cain(t) =D e Bk, (0). (198)

Putting all together:
. _ _ o\ /2
d(t) = —Td(t) — Zz‘e“"a (°‘> Cor,in (1) (199)

™
. Pa

where we defined ¢, = |to|e™"?> and T' =3 2T',. We carry on by solving the equation in Fourier domain:

d(w) = —ix(w Ze“% ()1/2 Covin(W) (200)

TPa
where x(w) = (—iw + F)_l. This expression is interpretable as the response function to the external stimulus

given by the incoming field, represented by the time evolution of the annihilation operator for the fermionic
charge state in the metal. We can now compute the correlation functions beginning with:

(d'(t)d) w)[? Z £)ain(0)) (201)

Wpa w

in which
(@ i (8)Eain( ZBZA"‘” el 1 (0)cakin(0)) =D ek fro(Eak — pa), (202)

where fr is the Fermi-Dirac distribution function. Substituting again the sum with an integral, introducing the
density of states in the expression, one obtains:

@) =P 2 | [ el ep = )| (203)

Which because of the properties of Fourier transform can be written as:

(d'(t)d),, = IX(@)* > Tafrlen — pa —w), (204)
Let us define:
fr(ep = pa — w) = fa(w). (205)
Now we have, in time domain:
(d'(t)d) = h Me—iwtdw, (206)

2
27'[' oo w2+£

Similarly, the following correlators can be computed:

(dtd(t)) 7 _OO Zwe—mdw (207)
>ala Ja(-w)) _;
(d(t)yd"y = ; e~ Wi (208)
27r/ wQ—I—I;
ddi(t)) = % i ZQF:;Q(:——FJ;Y( ))efiwtdw (209)

We proceed in computing the correlation functions between the fermionic operators of the metal and the dot.
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Calculation of the correlators of the fermionic destruction and creation operators for
electrons in the dot and in the metal leads

In light of Eq. (188) to proceed we need to evaluate (cj(t)d') and (c}; (t)d). To do such a thing we first define
some expression that will be useful in the following. From the equation of motion:

éak(t) = _igakcak(t) - Ztocd(t)a (210)

Laplace transforming and switching to the rotating frame, this expression can be obtained:

Car(0) — itod(w) '

Cor = - 211
Cak(w) =i o Aoyt in (211)
Equivalently, for its Hermitian conjugate:
o Car(0) +itod! (w)
= . 212
At this point we explicit the expression for the incoming field, see Eq. (198), in the Laplace domain:
~ . cak(0)
in,q = ) 213
o) = iR (213)
T
~t _ : Cak (O)
é J(w) = —a 214
ot = Tizalo 11

that will later turn out to be useful. Knowing the time dependent expression of <5Lm (t)€a,in(0)) from Eq. (202),
and knowing that:

(a0 = [ dee el (e in O, (215
we have:
(eh, in(W)cain(—w)) = 27pq fo(w). (216)
We remind that we defined fr(—w + €p — pia) = fo(w). Analogously:
(e in(~W)ain(@)) = 2mpafa(-w) (217)
(Cain(@)eh in(-w) = 2mpa(l = fa(-w)) (218)
(Cayin(~w)eh ;@) = 2mpa(l = falw)) (219)

We now have all the elements to compute the current. We want to first evaluate ity Zk<CLk(t)d>, that given
Eq. (212) and Eq. (200) can be rewritten in frequency domain as:

CL L (0) +itrdf (w)

ch(WDd(—w)) = 7
tL;< Lp(@)d(—w)) tL<l; w+Ap g +in

In the first factor we recognize the expression for the incoming field, obtaining:

Fdlon — (|t o5 trdiw)
tLZk:<CL7k( )d( )>—tL<[L,in() Xk:wAL’Hm

d(—w)). (220)

d(—w)). (221)

Taking advantage of the results from previously computed and bringing all together:

£ 3 (e]  (@)d(—w)) = “jz Pofplw) -3 b Zalofolw) (222)
k w?

2
L T wHALg a2y L

We proceed by separating the imaginary and real parts. We notice that in Eq. (188) the terms (df(t)d) and
(d(t)d') are real, therefore we can discard the imaginary part in Eq. (222). Exploting Sokhotski-Plemelj theorem:

1 2 ilp, .
Zk WEAL hFin Zkt P (TKL) — 5 we obtain:

Refts, Y (e} ()} = —— [—erfL ZzeLP(w+ Ky ) S Tefute ] (223)
w z

k

Re{t, >, (crkx(w)d'(—w))} can be computed analogously. These expressions can be substituted inside Eq. (188),
taking in to account Eq. (206) and Eq. (215), via a convolution integral eventually obtaining:

1= [ 5 “’FQ (0 Tafa)1 = J2e) + S Tall ~ Lu(D 1)) (221
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6.4. Semiclassical Calculation of the Current

Computing the current expression using a semiclassical treatment means calculating (f ), where I is the current
operator previously defined. With similar calculation to what has been previously done, we have:

(1) = [ 52 (frle) - ful)) (225)

2 w2 +

If we now consider an energy level for the dot given by e’D(x) = ep —xg in the spirit of a semi-classical treatment
of the motion of the oscillator, assumed the shift to be small enough we expand the Fermi functions so to obtain:

(1) = / do Tile, <fR<> fL<w>+,&[mwm(w)—1>—fR<w><fR<w>—1>J>. (226)

2 w2 _|_
We aim to compare this result with Eq. (224), which can be rewritten as

dw erFR

I =2g(x) ﬁﬁ(ﬁ() fr(w)), (227)
w? + g

and integrated per parts:

g{z) dw FLFR
1= 92 [ SR (uw)(ulw) = 1) = falw) (fa() — 1), (228)
which is precisely the correction term obtained by the semi-classical treatment, proving the validity of our
calculations and assumptions since the results coincides.

6.5. Device sensitivity to displacement

At this point we may ask ourselves what is the sensitivity of the device under consideration, the single electron
transistor, with respect to the oscillations of the carbon nanotube, i.e. how the current we just calculated is
affected by the displacement. To evaluate such a figure of merit one could either consider the derivative of the
expression of the current w.r.t. the position or the derivative of the conductance. We decided to go for the
second option. To do such a thing we first have to retrieve a valid expression for the conductance. We begin
again from the semi-classical expression of current

(1) = / o Tilr (fp(w) = o), (229)

27"w2+

where fr (w) = fr(ep — pr,r —w). We now take into consideration the chemical potential of each of the two
leads connected to the dot via tunneling junctions: pr, r = po+0Vz, r. For small potential bias of the two leads
we can use the expansion of the Fermi distributions:

fa(w) = fr(w) + fp(w)iVa (230)
with o = R, L and fr(w) = f(ep — p1o — w). Substituting in the current expression the following is obtained:
dw T'pT
— [ e )6V - Vi), (231)
™ w? + %

This is evidently the Ohm law for the SET quantum dot, in which the conductance is expressed by:
dw FLFR
G = / R (232)

To evaluate the dependence of the conductance on the displacement, we have the dot energy given by ¢}, (z) =
e€p — xg, we consider small displacements to use the Fermi function derivative series expansion:

flep —xFy — po —w) = f'(ep — po — w) —zgf"(ep — po — w). (233)

Substituting this in the conductance expression leads to:

dw I'i T
G= Go—ﬂﬁg/27T L fgf (€p — po — w) (234)
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Figure 13: Device Sensitivity as a function of the dot energy from Eq. (236), for values of I'y =
1,2,4,7,12, 20,28
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numerically the derivative of conductance w.r.t displacement, i.e.

where Gy =

(w). To have a measure of sensitivity we proceed by analyzing both analytically and

oG dw T'tT'r
o —h [E R ey — o) (235)
ox 2 (.d2 _|_£
If we apply the following changes in variables: y = FL/Z, €= kT = kBLT we get:
oG R Th ., T
e *TH /dyy2 n 1f (€1 — 7y)~ (236)

In this way we wrote an expression composed by a constant which has the dimensions of a conductance over
the displacement times an adimensional function:

1 r
S(er,I'1) = 1“?/dyy2 n 1f”(el - —Ly). (237)

2

The interesting part of this expression is the integral which has no trivial solution, so we decided to evaluate
it numerically. The result will be compared to the analytical results obtained for two extreme cases, the one
with I'y << 1, physically meaning a state in which the thermal energy is high compared to the total tunneling
rate related energy, and with I'y >> 1, i.e. the opposite case. We note that usually in experiments the first
condition is the one that occurs. Via numerical calculation we obtained the results displayed in Fig. 14 and
Fig. 15, where the sensitivity is normalized on the constant value Sy = —FoI' I'r/ 73, Also, we here show
just half of the function since it is anti symmetric. As it is shown the max of the function increase with higher
values of I'1, as expected, meaning that the lower is the temperature with respect to the tunneling rate energy
the higher will be the accuracy in detecting the fluctuations of the current. Nonetheless we note that for values
of I'; higher than 10 the increase in sensitivity steadily slows down. To better understand this behaviour we
approach the problem analytically distinguishing between two cases.

For high temperatures the above expression will be reduced to:

oG

I = Sorl3f"(e1), (238)

'kl

given that in this conditions the Fermi distribution functions appearing in the integral could be considered
smooth with respect to the Lorentzian. The maximum of this function is obtained for e; = log(2 — v/3),

therefore:

oG INAN 'y’ Fy

— = Iy = , (239)
Ox Mazx FB 6\/5 F(kBT)Q 6\/g

For very high temperature the absolute value of the max sensitivity follows a quadratic relation w.r.t. I';. It is

worth to observe more deeply the behaviour of the maximum in this limiting case since this are the conditions

realized experimentally (Fig. 13).

For very low temperatures, on the other hand, the fermi distribution functions could be considered peaked and

integrating per parts we obtained:

%
ox

_g 8a/) (240)

— 0
ry>1 (1+ (e1/5)?)?
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Figure 16: Comparison of the results ob-
tained with the two methods of calcula-
tion, for a value of I'y = 0.05

Figure 17: Comparison of the results ob-
tained with the two methods of calcula-
tion, for a value of I'1 = 28

The First thing to be noted is that this expression does not depend on the temperature. Also this expression
has its global maximum for e; = T'y/ 21/3, leading to:

I'/ T
oG :3\/55023\/3},0 I'r

—_— 241
0 | psow 2 2 s (241)

The value of the maximum sensitivity is constant with respect to I'y, in agreement with the behaviour of the
sensitivity function for high values of I'y observed in numlerical results. The maximum sensitivity achievable
therefore depends on phyisical values characteristic of the system i.e. the coupling Fjy and the tunneling rates.
In particulare as expected the max sensitivity is proportional to the coupling constant in both the limiting
conditions. Fig. 16 and Fig. 17 shows the agreement between the two methods of caclulation, with the numerical
results (blue line) approaching the limiting case case for very low and very high T'y.

7. Conclusions

In conclusion, we investigated several aspects of the coupling between a set and a NMQbit. This was done
mainly trough the analysis of the results in terms of parameters such as the coupling strength, tunneling rates,
bias voltage and temperature.

At first we imposed the condition of the oscillator motion being much slower with respect to the tunneling
rates which govern the current flow in the SET, given the typical experimental condition. This allowed a
semiclassical treatment of the coupling, with the displacement of the oscillator being described exactly. Making
use of the quantum linear response theory we were able to study the backaction of the SET metallic island
charge state on the oscillator, retrieving the expression of the induced effective temperature. The main result
were the exponential dependence of the effective temperature on the bias voltage applied to the SET, and the
independence of the maximum fluctuation value on the voltage. Furthermore we demonstrated the impact of
the energy level of the metallic island since by adjusting it with a gate voltage it is possible to control the
tunneling rates too.
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We then went on with the calculation of the current expression, in order to study the sensitivity of the device. To
do so we proceeded with both a full quantum description at first order and a semiclassical treatment, obtaining
the same result. From the expression of the current we computed the conductance, and given its derivative
with respect to the position we obtained a measure of the sensitivity. The behaviour of this figure of merit
was explored by adjusting different parameters, of which we highlighted the bias voltage, the temperature and
the tunneling rates. The maximum gain in sensitivity was showed for high tunneling rates with respect to the
temperature, up to a certain threshold Al' ~ 10kgT after which the gain in sensitivity is dumped presumably
by the strong backaction that would act on the oscillator for high currents in the SET. As a last remark, the
sensitivity showed to be directly proportional to the coupling between the metallic island charge state and the
oscillator.

Our work contributes to the understanding of the operations of this device composed of a SET and a NMQbit,
that could have the potential for quantum computing applications. With these results one could aim to tune its
device in an operation regime suitable to perform a read out of the NMQubit preserving its coherence, given its
quality factor and decoherence rates. Further research can explore the optimization of the system parameters
and the integration with other quantum technologies to realize practical quantum computing devices. Another
possible development is the study of the second order quantum treatment which may lead to a different expression
for current with respect to the semiclassical one. On a more technical note, a possible future development could
be to compute the noise generating from the current, i.e. the noise associated to conductance, in a similar
fashion to what was done with the charge state in section 5.2.
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A. Appendix: Derivation of the bias and gate voltage dependence of
rates

We begin by writing the Fermi golden rule tunnel rate expression from a metal to a single level dot:
+ 2 2
Tir= > Mg |*Pié(E; — Ey) (242)
i

where M;y is the tunnelling matrix element, that we will take as constant, P; the probability of the initial state,
and E; and Ef are the initial and final energy of the full electronic system, including the Coulomb electrostatic
energy. We can thus write

Ei=ex+Ef  Ef=ep+Ef (243)

where €, and ep are the quantum level energy and E€ the total Coulomb energy. Given the scheme of which
in section 4.3, the difference between coulomb energies reads:

2 2
— C
AES :EC_EC:M_i_ 2(71 _ 244
L,R f 3 ZCE 202 e p CE (‘/l VL7R> ( )
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this expression corresponds to adding one electron from left or right lead on the central island, V; for l = L, R, g
are the potential of the three leads, left, right and gate. We can now write explicitly the difference of energy:

2
-2
AEZ— = Ef —FE,=¢€p — €, + BT;QG — ecg(Vg — VL) — €CR(VR — VL) (245)
+ e? — 2Qe
7AE‘R = Ef—Ei:eD—ek—kW —ecg(Vg—VR)—ecL(VL—VR). (246)

where we defined ¢; = C}/Cs;. The probability entering the Fermi golden rule is simply the Fermi function:

1
we can now integrate the energy ¢, explicitly and obtain
27
If = SoplMPfrles — ecy(Vy = Vi) = ecr(Ve = Vi)] (248)
27
h o= SpIMPfrler = ecy(Vy = Vi) = cer(Vi = Vi) (249)

where €; = ep + EZQ_TZQE Being this term constant can be neglected in the following, by acting on the zero of

the gate voltage. In the experiment one of the two leads is set to 0 and the other to V, and the gate voltage is
measured with respect to the 0. Choosing Vi = 0, defining v = eV /T and vy = eV, /T we have

I} = Tyf(=cgvg+ (cr+cov) =TLfr, (250)
It = Trf(—cgvy—crv) =T fr (251)

with f(z) = 1/(e” + 1). From these expressions the expressions for I'" can be rapidly derived using the fact
that they are the reversed process, thus the variation of the energy is minus the one we found.:

Iy = Dol = f(—cqug+ (cr+¢)v)] =T9(1 = fr), (252)
Iy = TY[1— f(—covg —crv)] = T%(1 — fr). (253)
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Abstract in lingua italiana

I recenti sviluppi degli oscillatori nanomeccanici li pongono come interessante alternativa per I'implementazione
dei computer quantistici. Recentemente, é stata proposta la realizzazione di un qubit nanomeccanico nella
forma di un nanotubo di carbonio, i cui modi di oscillazione sono accoppiati a un doppio quantum dot integrato
nel nanotubo stesso. In questo lavoro, puntiamo a studiare uno dei possibili metodi di lettura dello stato
di questo oscillatore meccanico, attraverso un transistor a singolo elettrone (SET). Quest’ultimo si compone
di una isola metallica micrometrica isolata dal resto del circuito attraverso due tunneling junctions. Questo
schema permette il passaggio di un elettrone per volta, il che lo rende in principio adatto come dispositivo di
lettura ad alta sensitivita. Qui calcoliamo la retroazione del SET sull’oscillatore, presentando ’eccitazione di
quest’ultimo per mezzo della temperatura efficace. Dimostriamo ’andamento esponenziale della temperatura
efficace in funzione della tensione di bias applicata al SET. Inoltre ricaviamo la dipendenza della temperatura
efficace dal livello energetico dell’isola metallica del SET. A seguire, calcoliamo ’espressione della corrente nel
SET ottenendo la dipendenza dalla posizione dell’oscillatore. Questo calcolo viene fatto sia in approssimazione
semiclassica sia con una descrizione pienamente quantistica. Formuliamo la sensitivita del SET nei termini della
derivata della conduttanza rispetto allo spostamento dell’oscillatore ed esprimiamo questa figura di merito come
funzione del livello energetico dell’isola metallica e del rate di tunneling nel SET. Questo ci permette di stimare
il comportamento del dispositivo per diversi regimi operativi, caratterizzati da parametri quali la tensione di
bias applicata nel SET e altri valori fisici caratteristici del sistema oscillatore-SET.

Parole chiave: oscillatore nanomeccanico, nanotubo di carbonio, transistor a singolo elet-

trone, qubit
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