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1. Introduction

Emotions serve a pivotal role in numerous cog-
nitive functions, including rational decision-
making, perception, and learning, among others.
The physiological and psychological statuses of
humans are profoundly influenced by emotions,
thus underscoring the critical importance of rec-
ognizing and comprehending them in the con-
text of human behavior research. To facilitate
the study of human emotions, researchers must
evoke affective states in controlled laboratory
environments through various elicitation meth-
ods such as images, audio, videos, and more re-
cently, virtual reality (VR) [1].

1.1. Affective Computing

Affective computing, discipline introduced in
1997 by Rosalind Picard, has emerged in the
last few decades as a significant area of research
that aims at facilitating automatic quantifica-
tion and recognition of human emotions. The
interdisciplinary nature of this field encompasses
psychophysiology, computer science, biomedical
engineering, and artificial intelligence.

Emotional characterization can be performed
using discrete and continuous models. Discrete
models rely on the universality of emotional fa-

cial expressions to define a set of basic emo-
tions, such as the Pick-A-Mood Model. Continu-
ous models use instead a multidimensional space
to represent fundamental emotional characteris-
tics. The Circumplex Model of Affect (CMA)
is one of the most used continuous model that
represents emotions in a three-dimensional space
defined by valence, arousal, and dominance.
Affective computing classifies emotions using
biometric signals and machine-learning algo-
rithms. Various signals have been employed, in-
cluding voice, face, neuroimaging, and physio-
logical measures. The Central Nervous System
(CNS) and Autonomic Nervous System (ANS)
dynamics are commonly used to classify emo-
tions. EEG measures CNS activity, while sig-
nals like HRV, GSR, EMG and respiration have
been used to analyse ANS changes.

Identifying characteristic physiological behav-
iors associated with specific emotions has been
the focus of multiple studies [2]. Highly arousing
emotional states, such as happiness and fear, are
typically associated with sympathetic activation
and consequently to an increase in heart rate
(HR), a decrease in pressure waves, and galvanic
skin response (GSR) activation. Meanwhile low
arousal affective states such as sadness and re-



laxation are linked to correlated to parasympa-
thetic activation, resulting in GSR inhibition,
lower HR, and higher pressure waves due to va-
sodilation.

1.2. Affective Elicitation Methods

Emotion elicitation is crucial for developing sys-
tems that detect, interpret and adapt to hu-
man affect. Two methods are available: ac-
tive and passive [3]. Active methods involve di-
rectly influencing subjects, while passive meth-
ods present external stimuli such as images,
sound, or video. Some of the most widely used
examples are the IAPS (pictures), IADS (au-
dio) and OASIS (which is used in this study)
databases. However, these methods are limited
in studying emotions in simulated real-world sit-
uations. Immersive VR is a new method that
could overcome these limitations.

2. Methods
2.1. Protocol Design

In order to develop a system that can detect, in-
terpret and adapt to human emotions, the elic-
itation of emotions is crucial. This thesis pro-
poses an emotion elicitation protocol consisting
of two techniques: a traditional picture-based
elicitation method that shows content through
a Flat Screen (FS), and a fully immersive VR
elicitation method, the latter accessed through a
Meta Quest 2 head-mounted display. Both tech-
niques were developed using the Unity graphic
engine to elicit four emotions in an increasing
arousal strategy: sadness, relaxation, happiness
and fear.

During the experiment, physiological signals
were measured from the subjects, including elec-
trocardiogram (ECG), peripheral pulse pressure
(ABP), galvanic skin response (GSR), and res-
piration, and their collection was managed by
a ProComp Infiniti device. After each section
of the protocol, the subjects also compiled a
subjective assessment survey. The FS tech-
nique employed images taken from the OASIS
database, selected by their pre-validated valence
and arousal values, that allowed their position-
ing on the CMA and determined the emotion
that they are expected to elicit in the subjects.
Using this criteria, 5 images for each target emo-
tion were selected, and they were identically

used for all subjects (to give an example, the
five images used for the relax elicitation part are
shown in Fig.1).

These same selected images were used as an in-
spiration to create the immersive VR scenes de-
puted to eliciting the same emotion, generating
continuity between the two methods and allow-
ing a comparison between them (the example
continues in fig. 2). In both techniques, to
prevent biased reactions from subjects to the
elicited stimuli, the emotional sections were not
only alternated with neutral sections, but also
ordered according to an increasing arousal strat-

egy.

Figure 1: The OASIS images of the FS relax
stimulation

Figure 2: The VR relax scene

2.2. Subjective Emotional
Assessment

Following each portion of affective elicitation,
an emotional assessment survey was conducted
through the Microsoft Forms platform. These
surveys aimed to collect additional information
about the test subjects and to qualitatively eval-
uate the coherence of the resulting subjective
emotional state with the administered elicita-
tion. The surveys were structured into two sec-
tions: the first section gathered general informa-
tion about the subjects, such as age and any pre-
vious VR experience, while the second section



asked subjects to evaluate emotions elicited by
individual sections using SAM and PAM mod-
els. To facilitate this, all OASIS images were
presented for FS method, and a picture of the
VR scene from the subject’s point of view dur-
ing the experiment was shown. Finally, an es-
timation of the perceived duration of the whole
experimental part was enquired.

2.3. Feature Extraction from the
Physiological Signals

From the four acquired physiological signals, a
total of 30 features were extracted. Starting
from the GSR signal, 17 features were extracted
both from the Tonic and Phasic component of
the signal, and using a Band-pass filtering. As
for the cardiac features a Point Process Model of
Heart Rate Variability was created [4] and 9 fea-
tures were computed, both regarding the time
component and spectral component of the sig-
nal; other cardiac features computed were the
Pulse Arrival Time (PAT) and Pulse Pressure
(PP). As for the recorded respiration signal, two
features were calculated: respiratory frequency
and amplitude.

2.4. Statistical Analysis

Statistical analysis was conducted separately for
the questionnaire results and extracted phys-
iological features, with both intra- and inter-
elicitation methods being evaluated using appro-
priate statistical tests.

Regarding subjective evaluations, for the flat
screen method, SAM-derived arousal and va-
lence coordinates were plotted (considering their
mean and confidence interval) against the ex-
pected mean points from the OASIS pictures.
For the VR method, these coordinates and their
confidence intervals were plotted against those
of the FS method. This allowed for an assess-
ment of any differences in positioning and accu-
racy of the emotional elicitation. PAM results
were used to qualitatively assess mood changes
induced by the experiment.

Regarding the extracted features, their trends
throughout the experiment were first observed
to confirm the de-biasing effect of baselines.
These trends could then allow for depolariza-
tion of the features, making it possible to assess
their actual response to the single target stimu-
lation in comparison with their preceding base-

line. Median trends were plotted and compared
not only between the four elicitating parts, but
also between the two stimulation methods. Var-
ious statistical tests were then performed on the
depolarized features, including a Friedman’s test
followed by a post-hoc with Bonferroni’s correc-
tion to determine which features were signifi-
cantly influenced by individual emotion elicita-
tion, and a Wilcoxon signed rank’s test to assess
method-related differences among the features.
In particular, the idea was to get to a first iden-
tification of the features that separate low from
high levels of arousal or valence, a research topic
that was carried out in the next sections of the
thesis.

2.5. Feature Selection

Additional analysis was conducted to identify
the best features capable of distinguishing be-
tween the four emotional states for each elicita-
tion method. A Square Method feature selec-
tion approach was applied for this purpose [5].
The best three features for FS and VR methods
were selected and their values plotted in a 3D
graph that allowed for an easy intuitive analy-
sis of their separation capacity among emotional
states.

The same features were also used to analyse
their separation ability among low and high
arousal and valence states. Eventually, a cross-
analysis was carried out by using the best FS
features on the VR database and viceversa.

2.6. Machine Learning Classification

The two datasets, each one referring to an elici-
tation technique, were divided into a train (80%)
and a test (20%) sets. Before experimenting
with the classification model, additional tests
were conducted for feature selection using dif-
ferent techniques besides the square method.
These methods included variance evaluation,
correlation level between features, and K-Best
selection based on an ANOVA F-value.

The sets that resulted from the aforementioned
methods were used to train a K-Neighbors classi-
fication model, and finally the sets that lead to
the highest accuracy were selected as the best
ones.

Then, various machine learning models were
trained to maximize their classification ability
for three different tasks:



e Multiclass separation: aims at correctly
classifying all 4 emotional states (sadness vs
relax vs happiness vs fear);

e Level of arousal: binary classification be-
tween low and high arousal states (sadness
and relax vs happiness and fear);

e Level of valence: binary classification be-
tween low and high valence states (sadness
and fear vs relax and happiness).

3. Results

3.1. Subjective Assessment Results

49 subjects filled out the qualitative assessment
questionnaires, their medium age resulted of
2342.56 years. Starting from the SAM results of
the post-FS stimulation, reported in Table 1, for
each elicitation part the delta between the mean
arousal/valence values and the respective OASIS
mean values for each emotion can be seen.

The results of the SAM assessment post-VR are
reported in Table 2, following the same organiza-
tion as the previous comparison, but the deltas
are computed between the VR and the respec-
tive F'S scores.

Scene | AArousal | AValence
Sad -0.53 ({) -0.04(~)
Rix 0.25(1) 0.43(1)
Hap 1.05(11) 0.05(~)
Fear 0.55(1) 0.51(1)

Scene | AArousal | AValence
Sad | 0.48(7) 0.29(1)
Rix | 0.28(1) 0.55(1)
Hap -0.65(]) -0.26()
Fear 0.04(~) 0.19(1)

Table 1: Variations of arousal-valence scores be-
tween F'S stimulation and used OASIS.

Table 2: Variations of arousal-valence scores be-
tween VR and F'S elicitation.

In figure 3 a graphical representation between
the OASIS mean values (black dots), the FS
confidence intervals (dark colors) and VR confi-
dence intervals (bright colors).

Talking about the PAM results, they were highly
on-point for the post-FS stimulation, while they
appear to be more distributed in the post-VR
survey. At the same time, they remain coher-
ent with the expected moods and highlight the
elicitation of a higher level of arousal, compared
with the flat screen stimulation.

3.2. Objective Feature Analysis

44 complete signals were used for this analysis.
All 30 features were extracted, and then their
median trends were observed, confirming the
baseline de-biasing effect. Thus, the expected

Arousal

Valence

Figure 3: OASIS-FS-VR placement on the CMA




depolarization of all elicitating scenes compared
to their previous baseline was possible. Median
trends of the depolarized experiments showed
that VR-induced deltas in the features were gen-
erally more pronounced than the FS-induced
ones, and that the VR stimulation generated a
higher level of arousal in the subjects.

The results of the Friedman’s test showed that
none of the extracted features for the Flat Screen
section were effective in distinguishing the four
different elicitated emotions. However, for the
VR section, the test was significant for 20 out
of 30 extracted features. Further analysis using
a Multcompare test with Bonferroni correction
identified 17 VR features as capable of distin-
guishing different emotional states. Specifically,
all significant features were able to distinguish
Fear from the lower arousal state Relax, while
six features were significant for distinguishing
Fear from Sadness.

To assess whether there were significant differ-
ences between the two elicitation techniques, a
Wilcoxon Signed-rank test was conducted be-
tween corresponding stimulation parts of the
Flat Screen and VR sections of the protocol.
The only feature that resulted significantly dif-
ferent for all parts of the two elicitation methods
is GSR slope, while others showed a significant
difference between two or more scenes. Finally,
some features showed highly pronounced differ-
ences for only a single emotion.

3.3. Feature Selection and
Classification Models

Using the Square Method, the three features
that were best in separating the 4 emotional
states were identified for each half of the proto-
col. The values of all subjects of those features,
divided for the emotional part in which they

GSR Slope GSRbp

SR Avg Abs 2 Norm GSR Avg Der GSRbp

Figure 4: 3D emotion separation based on FS
best features

were acquired, were plotted in a 3D graph in
order to visually assess their separation capacity.
The result for FS can be seen in figure 4, while
the ones of VR are reported in figure 5.

GSR Average

GSR Avg Abs 2 ‘ Resp Frequency

Figure 5: 3D emotion separation based on VR
best features

The K-Neighbors classification model achieved
the highest accuracy for all tasks in the machine
learning classification model, after selecting a
different set of best features for each dataset.
Arousal separation achieved the highest accu-
racy, followed by valence separation and mul-
ticlass separation for both elicitation methods.
The model trained on VR data consistently out-
performed the one trained on FS data in all
cases.

The accuracy scores for all the performed clas-
sifications are reported in Table 3.

Classification | Acc. FS | Acc. VR
Multiclass 25% 48.5%
Binary Valence | 47.2% 65.7%
Binary Arousal | 61.1% 80%

Table 3: Accuracy scores of classification models

4. Discussion

This work explores the integration of Virtual Re-
ality and Affective Computing using advanced
signal processing. A novel experimental protocol
was developed to test the validity of VR technol-
ogy as a medium for targeted emotional triggers
in a fully immersive virtual environment, and
it was compared against an already validated
picture-based method for emotion elicitation.

The results of the study showed that none of
the four different emotional parts tested had
mean expected values of valence-arousal that fell
within the 95% confidence interval. Specifically,
the evoked response for happiness fell into the
quadrant associated with relax, indicating diffi-



culty in inducing high arousal states. VR didn’t
show this limitation, probably also because of
the induced feeling of presence in the subjects.
Physiological signals and their features were con-
sistent with the literature for both elicitation
methods, but those acquired during the VR part
showed higher variability. This variability may
be helpful in subsequent classifications of emo-
tional states based on their values.

The Friedman’s test results, along with subse-
quent feature selection, provided a deeper un-
derstanding of which VR features are more use-
ful for recognizing and separating specific emo-
tional states. This insight was applied in the
machine learning classification section, which of-
fered good results despite smaller than optimal
training and test datasets.

5. Innovations

This thesis not only proposes a novel Virtual Re-
ality experimental framework for targeted emo-
tion elicitation, but also makes a direct compar-
ison of the new method and a traditional emo-
tion elicitation method. The result is a valida-
tion of the use of VR technology in the field of
Affective Computing. This work was also one
of the first to apply Point Process algorithms to
compute cardiac features in the Affective Com-
puting field. A novel definition of physiological
feature sets that can differentiate between emo-
tional states was identified, providing insights
for emotional classifiers. A last important inno-
vation that was introduced is that the environ-
ments used in the VR stimulation were designed
to create lifelike scenarios by implementing co-
herent and realistic audio and visual cues, both
static and dynamic, rather than relying on single
isolated stimuli as vastly done in literature.

6. Conclusions

In conclusion, this work defines a new VR-based
protocol for targeted emotion elicitation that in-
duces more specific responses than traditional
Flat Screen picture-based methods. Although
further studies are needed to confirm and ex-
pand on these insights, this thesis demonstrates
the efficacy of Virtual Reality as an emotional
elicitation tool and its potential in enhancing the
field of Affective Computing. This claim is jus-
tified by the more pronounced amplitudes and
higher variability of the VR~extracted features,

that better explain the changes in the arousal
of the subjects and, on a smaller scale, also in
in their valence. The 3D emotion separation
graphs of F'S (fig. 4) and VR (fig. 5) show graph-
ically and intuitively this enhanced ability of the
VR-derived features, also confirmed by the ma-
chine learning models’ performances. This in-
novative approach proved its ability to better
elicit specific emotional responses in the sub-
jects, compared with a traditional Flat Screen
picture-based method. VR provides a more im-
mersive and realistic experience for the subjects
that is sure to enhance the field of Affective
Computing, opening up exciting new opportu-
nities.
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