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Abstract

Technologies advances have allowed the fabrication of complex
yet reasonably cheap integrated photonic chips. The potentiali-
ties of these structures are enormous, ranging from the creation
of short-range optical interconnection schemes, to the implemen-
tation of artificial intelligence and all-optical signal processors.
However, integrated photonic systems have not reached the ex-
pected diffusion yet, hindered by the necessity of an electronic
layer to be operated. Electronic control algorithms are indeed
fundamental to counteract the effect of fabrication mismatches
and thermal and wavelength instabilities, that prevent open-loop
operations.

In this work, a closed-loop control scheme is proposed, de-
signed to easily scale up for heterogeneous and densely-integrated
photonic circuits. The dithering technique is first presented,
showing how it can be used to implement a power-independent
and calibration-free feedback loop to stabilize the controlled de-
vices on the stationary points of their transfer function. The
approach is experimentally validated, showing how it is possi-
ble to control multiple cascaded devices with a single external
detector by exploiting the concepts of frequency orthogonality
and frequency selectivity of the lock-in readout. The dithering
technique is then further developed, showing how it is possible to
realize a similar control loop for integrated modulators, stabilized
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on the maximum-slope working condition. This allows the use of
the same control scheme in heterogeneous architectures combin-
ing both classes of devices, paving the way to the integration of
complex functionalities on the same chip.

The huge flexibility achieved by the implemented design is
possible thanks to the adoption of a digital core. To maximize
the performance of the control, an FPGA is chosen to operate
the system, allowing an unprecedented grade of parallelization.
An efficient implementation of all the building blocks of the dig-
ital design is presented, allowing further scaling of the system to
accommodate future growth of photonic circuits.

Finally, a plasmonic-assisted ultra-compact bolometric sensor
is presented, that can be offered as a fundamental building block
for the next-generation plasmonic circuits. The effect of the sen-
sor dimensions on the propagation of the plasmonic modes are
assessed and the device is designed accordingly. The resulting
structure, fabricated in a TiO2 platform, is fully characterized in
terms of sensitivity and time response, and it is eventually used
in a first control experiment.
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CHAPTER1
Introduction

The introduction of optical fiber links for long-range data trans-
mission was a milestone in the history of modern telecommuni-
cations. The reliability and efficiency of optical fibers, together
with their ease of fabrication, has allowed the creation of a world-
wide network that nowadays comprises more than 4 billions km
of fibers [1]. While optical-based long-range communications are
expected to keep growing in the following years to answer the
needs of the growing industry, it is expected that optical inter-
connections will become the leading paradigm also at at mid-,
short- and ultra-short-scale [2]. Indeed, traditional copper-based
interconnections are reaching their intrinsic limitations in terms
of bandwidth and power consumption, effectively becoming the
bottleneck to further increase the computation performance of
these systems [3]. To answer these needs, traditional discrete op-
tical components are not a viable alternative, because of their
limited flexibility, bulky dimensions, high power dissipated and
high cost. Similarly to what happened with microelectronics, a
solid-state approach seems to be the answer to bring optics to a
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Chapter 1. Introduction

level of miniaturization and price suitable for short range commu-
nications. Several integrated optical technologies exist based on
different materials, like silicon [4], silicon oxynitride [5], indium
phosphide [6] and others, with different strengths, weaknesses
and levels of maturity.

In this framework, the most widespread and mature tech-
nology platform is indubitably Silicon Photonics, often in the
form of Silicon on Insulator (SOI). Silicon has indeed excellent
optical characteristics, being transparent to a broad range of
wavelengths, spanning from 1100 nm to 7000 nm, hence includ-
ing the wavelengths of interest in the telecommunication industry
(1300 nm and 1500 nm). Moreover, the big difference between the
refractive index of the silicon (nSi ≃ 3.45) and of the silicon ox-
ide (nSiO2 ≃ 1.45) allows to integrate compact waveguides where
the traveling mode is well confined within the silicon core. High-
curvature bending radii are then possible without introducing
substantial losses, allowing to further reduce the footprint of the
single devices. Hence, by leveraging the consolidated know-how
of the CMOS industry, densely-integrated photonic circuits have
been fabricated in the past years, featuring different kinds of
devices, such as Mach-Zehnder interferometers, ring resonators,
arrayed waveguide grating routers [7–9], and more, enabling ad-
vanced on-chip manipulation of light beams in a compact foot-
print.

The choice of silicon also allows to envision the creation of
integrated systems that include both optical and electronic com-
ponents on the same chip. Monolithic integration, that allows
to fabricate electronic-photonic integrated circuits on the same
chip using a single fabrication process, has already been demon-
strated [10–12], and it is expected to be the winning approach
once a sufficient level of technological maturity is reached [13,14].
For the moment, hybrid integration is the most common ap-
proach, where the electronic and photonic chips are fabricated
with different processes, optimized separately, and then electri-
cally connected through wire or flip-chip bonding [15,16].
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1.1. The need for control electronics

1.1 The need for control electronics

The level of development reached by Silicon Photonics was widely
predicted by the experts in the fields [4]. Nonetheless, very few
commercial solutions that leverage the potentiality of this tech-
nology exist [17]. One reason for this delay can be found in the
practical impossibility of having a plug-and-play solution operat-
ing these devices in an open-loop fashion. For example, the same
high index contrast between Si and SiO2 that allows dense inte-
gration of components can cause a 100GHz shift of the spectral
response of a photonic device due to a length mismatch of just
1 nm [18]. Similarly, the high thermo-optic coefficient of silicon
(1.86 × 10−4 K−1 at 300K [19]), makes the integrated devices
prone to thermal drift and crosstalk. For instance, a tempera-
ture variation of 1K can shift the resonance frequency of a ring
resonator by 10GHz [20, 21], making it difficult to reliably op-
erate complex photonic architectures in harsh environments like
datacenters.

This means that a photonic system has to be supported by an
electronic control layer, as schematically presented in Fig. 1.1.
To translate the information from the photonic domain into the
electronic one, different kinds of sensors can be employed. These
sensors can be placed outside the chip, measuring part of (or
all) the power emerging from the output ports. However, as
the complexity of the assembly increases, it is often necessary
to assess the behavior of intermediate points inside the circuit.
For these reasons, a lot of research effort has been carried out in
developing efficient integrated sensors that can be employed for
the task.

Besides extracting the information of interest from the circuit,
it is also necessary to be able to change the behavior of the con-
trolled devices. For the purpose, actuators of different kinds have
been proposed and integrated over the course of the years.

Finally, the control layer has to be designed as well. The tasks
of this layer can be divided into:

• compensate the effect of tolerances and fabrication nonuni-
formities;

• stabilize the behavior of the circuit compensating the pres-
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photonic circuit

electronic controller

detectorsactuators

inputs outputs

set-point

Figure 1.1: Control scheme of photonic systems. The state of the circuit is
monitored with light sensors and stabilized with actuators, driven by an
electronic controller.

ence of temperature variations, aging and mechanical stress;

• operate reconfigurable circuits, that can adapt their behav-
ior to different requirements of the application.

A review of the main sensors and actuators commonly em-
ployed is presented in the following. The proposed architecture
for the electronic layer is then introduced and discussed.

1.2 State of the art of on-chip light detectors

The behavior of a photonic circuit can be conveniently monitored
by placing light sensors directly in the silicon chip. The use of
external detectors, that can be extremely optimized in terms of
sensitivity and speed of response, is in fact unpractical and not
easily scalable to complex architectures, that would require too
many optical input/outputs (I/O) to perform an effective moni-
toring. Research interest is thus focusing on integrated detectors,
that trade the optical I/Os for simpler, more compact and robust
electrical connections to the external world. The development of
detectors easily compatible with the standard fabrication pro-
cesses and with good sensitivity is an ongoing activity.

On-chip sensors can be divided into two categories: i) absorb-
ing sensors, that rely on the direct absorption of the traveling
photons to convert them into free carriers, and ii) transparent
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1.2. State of the art of on-chip light detectors

sensors, that instead measure the changes in some electrical prop-
erties of the waveguide due to the photons normally absorbed by
the silicon, introducing virtually zero extra losses.

Absorbing sensors are fabricated with non-transparent mate-
rials and are often more sensitive than transparent sensors [22].
Germanium is a good candidate for realizing integrating pho-
todetectors, since it is an absorbing material easily introduced in
a CMOS fabrication process [23]. Bulk germanium has a good
absorption coefficient for wavelengths up to 1600 nm, thus in-
cluding the full O-band and most of the C and L bands. Sev-
eral papers in the literature present germanium photo-detectors
monolithically integrated on silicon obtaining remarkable perfor-
mance in terms of responsivity, efficiency, current noise and band-
width [22,24–26]. For this reason, many commercial foundries of-
fer nowadays germanium-based photodetectors in their PDK [27].

The in-line integration of this class of devices is usually un-
feasible, since the light emerging from the structure would be
too heavily attenuated. Instead, a splitter is usually employed
to spill a small fraction of light from the main path and reroute
it to a dedicated detector. Yet, this approach does not scale to
complex systems, since each measurement attenuates and slightly
perturbs the propagation of light.

Transparent detectors instead can be integrated directly on
the path of the light, without extracting any extra photons. For
this reason. even if they are usually characterized by a lower
sensitivity, they are a promising candidate to enable a mass in-
tegration of sensors in the circuit.

1.2.1 Transparent photodetectors

Although silicon is nominally transparent at the wavelengths of
interest in telecommunications (1300 and 1500 nm), the flow of
light in a waveguide has been observed to naturally increase the
population of free carriers in the core due to sub-bandgap absorp-
tion phenomena. The photogenerated free carriers cause a vari-
ation of the core electrical resistance that can thus be measured
to assess the presence of light. In particular, Defect-Mediated
Absorption (DMA) [28], Two-Photon Absorption (TPA) [29] and
Surface-State Absorption (SSA) [30] are the main phenomena re-
sponsible of the intrinsic propagation losses of silicon waveguides.
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The addition of a slab to the core is the most common way to elec-
trically contact the waveguide and measure the photo-generated
carriers, since it does not introduce any relevant disturb to the
propagation of the light.

Various demonstration can be found in literature of this ap-
proach. In [31, 32], Defect-Mediated Absorption is exploited
thanks to the fabrication of silicon p-i-n diodes where the number
of crystal defects is enhanced by implantation of ions in the core.
This approach allows to precisely set the sensitivity of the detec-
tor, at the price of additional propagation losses. Other works
have reported good performance with B+ [33] and He+ [34] ion
implantations, achieving a responsivity of 3mA/W in a wave-
length range from 1530 nm to 1610 nm with lower losses. An ad-
vantage of this approach is that these structures can be annealed
to effectively remove the ions and the additional losses [35], al-
lowing the integration of multiple detectors for device testing at
wafer scale that can be eventually removed before packaging.

Two-Photon Absorption detectors exploit instead a second-
order non-linear phenomenon where two photons of identical or
different frequencies are absorbed together to excite an atom to a
higher energy state. Since it is proportional to the square of the
optical intensity, TPA generally has a weaker contribution than
first-order phenomena, but can dominate in presence of intense
optical fields. For instance, resonant cavities can be employed to
enhance the generated photocurrents [36].

Finally, Surface-State Absorption relies on the generation of
free carriers in the waveguide thanks to the interaction of photons
with intra-gap energy states present at the interface between core
and cladding [37, 38]. This phenomenon is particularly relevant
in integrated waveguides, as they feature a very high surface-to-
volume ratio and because the interface between crystalline silicon
and amorphous oxide is a preferential site where intra-gap traps
are easily generated [39, 40]. SSA is enhanced by surface rough-
ness of the waveguide walls but would also happen in perfectly
smooth devices, due to the different stoichiometry of the two
materials of core and cladding [41]. Both p-i-n diodes [42] and
photoconductors [43–46] have been demonstrated exploiting this
effect.

The sensitivity of transparent detectors reported in literature
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1.2. State of the art of on-chip light detectors

is around −35 dBm. This number depends both on the small
amount of free carriers photogenerated in the sensors and on
how their readout is performed. The resolution of the electronic
front-end determines in fact the minimum light variation that
can be detected. To obtain the best possible performance, the
development of the sensor must thus be complemented by a cor-
responding refinement of the readout electronics.

1.2.2 The CLIPP sensor

The most common transparent detectors still affect the waveg-
uide losses, purposely or not. Moreover, they often require either
the integration of non-CMOS materials, or the ion implantation
of doped silicon, complicating the technological stack. A differ-
ent approach comes from the CLIPP sensor, a truly non-invasive
detector developed at Politecnico di Milano in the past years that
is compatible with passive silicon technological platforms [47].

The CLIPP (ContactLess Integrated Photonic Probe) is a sen-
sor that allows to measure the quantity of light inside a silicon
waveguide by measuring the variations of conductance of the core
induced by the light. However, in order not to perturb the signal,
no direct contact to the core is established. The measurement is
performed in a contactless way: two electrodes are placed on the
cladding of the waveguide, at a sufficient distance so to have no
measurable effect on the optical field, and the core of the waveg-
uide is accessed capacitively.

The electrical equivalent model of the sensor is depicted in Fig.
1.2(a), where CA is the access capacitance due to the coupling
between the electrode and the waveguide and RWG is the resis-
tance of the portion of the waveguide between the two electrodes.
To probe the waveguide resistance RWG, the access capacitance
CA has to be bypassed, so an AC stimulation of the sensor is
needed. To do so, an alternated voltage VAC is applied to one
electrode (called force), and the generated current Iclipp is col-
lected from the other electrode (called sense) and read with a
Trans-Impedance Amplifier (TIA) [48]. Voltages up to 10V are
usually applied without causing any relevant perturbation of the
light propagating in the waveguide [47].

To properly bypass the access capacitance and probe the
waveguide resistance, the stimulation frequency should be around
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Germanium PD Silicon PD Photoconductor CLIPP
[22] [31] [45] [49]

Footprint 15µm × 15µm 40µm × 5 µm 100µm × 5 µm 70µm × 20µm
Operating DC DC DC - 150 kHz 100 kHz - 10MHz
frequency
Maximum

40GHz 1GHz 500 kHz 10 kHzdetection
bandwidth

Responsivity 750mA/W
3.3mA/W* - -
4 µA/W

Detectable light −80 dBm** −60 dBm* −35 dBm −50 dBm
@10Hz BW −35 dBm

* Inside a ring resonator ** Theoretical, shot noise limited.

Table 1.1: Comparative table of state-of-the-art on-chip light detectors.

10 times bigger than the access frequency set by the CA

2
· RWG

product. Since limiting the working frequency is beneficial both
to reduce the noise contribution of the front-end [48] and to fa-
cilitate the design of the following electronics, it is recommended
to design an access capacitance CA as large as possible. For this
reason, that state-of-the-art implementation of this sensor relies
on the use of a slabbed waveguide beneath the access electrodes,
as shown in Fig. 1.2(b) and (c). This stratagem allows to incre-
ment the coupling between the electrode and waveguide, hence
increasing the access capacitance. In this way, it is possible to
shorten the CLIPP length L, increasing the conductance of the
waveguide GWG and the variation of conductance associated with
the luminous signal, increasing, in turn, the sensitivity of the sen-
sor. In Fig. 1.2(d), a microscope picture of a fabricated CLIPP
is shown, and in Fig. 1.2(e) the sensitivity curve of the sensor is
reported, showing how it is possible to assess an electrical signal
associated to −50 dBm of optical power, a 10-fold improvement
with respect to previous CLIPP detectors [47], outperforming the
resolution of other transparent sensors found in literature [31,45].

1.3 Actuators

In order to actively shift the working condition of the device
of interest, actuators have to be employed. The key actuation
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Figure 1.2: (a) Equivalent electrical model of the CLIPP. (b) Cross-section
and (c) top view of the layout in the state-of-the-art implementation. (d)
Microscope photograph of the fabricated sensor. (e) Sensitivity curve.

mechanism is to induce an optical phase shift, possibly without
introducing loss. In order to fully operate the device in any work-
ing condition, an actuator should be able to induce a phase shift
that amounts to at least 2π, defined as the period of the transfer
function after which it repeats itself.

The most common approach today is through the use of
heaters, that are easily integrated and introduce no losses in the
optical field. Yet, they can be very power hungry, so they can-
not be relied upon to scale up the dimension and the complexity
of a circuit. Very popular are also electro-optical actuators that
exploit the free-plasma carrier dispersion effect, that however ex-
hibit losses that depends on the applied phase shift, and can
hardly reach an overall 2π phase shift in normal operating con-
ditions. Both these classes of devices have reached a sufficient
level of technological maturity so that they are often offered in
the PDK of commercial foundries [27]. To overcome the criti-
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calities described, a lot of research effort is being spent towards
the development of new actuators [50]. In particular, optical mi-
cro electro-mechanical systems (MEMS) are becoming more and
more popular, but they have not reached the level of maturity to
be adopted in large scale yet.

1.3.1 Thermal actuators

The most commonly-employed actuators are the thermal ones.
These devices rely on the fact that the refractive index n of a
certain material depends on its temperature by a quantity dn

dT
called thermo-optic coefficient (TOC). A common way to inte-
grate these class of devices is to fabricate a sheet of metal in
the proximity of the device that has to be controlled. By inject-
ing current into this metal, that is usually called heater, power
is locally dissipated, and the temperature of the metal and the
nearby region increases. Despite its simplicity, this solution has
many drawbacks. The most obvious one is that the amount of
power dissipated to operate a single heater is in the order of some
mW, up to tens of mW [51]. Hence, photonic circuits that rely
on heaters cannot be the promised power-free solution for short
link communication. Moreover, since the heat will diffuse in other
portions of the circuit, the crosstalk between different devices has
to be addressed [52]. Many foundries today offer the possibility
of digging deep trenches in the SiO2 in order to thermally isolate
a portion of the circuit, increasing in this way the efficiency of
the heater while also minimizing the cross-talk.

The bandwidth of these devices reaches some hundreds of
kHz [53], that is sufficient to implement a closed-loop control
actions to counteract the typical instabilities that affect photonic
systems. The heaters can also be used to apply a slow modula-
tion of the optical signal, but not an RF modulation for data-
transmission links. Another issue of this class of devices is that
its efficacy depends on the TOC of the material. Silicon has a
fairly high TOC, around 1.8 × 10−4K−1 at 300K [54], and so
few tens of mW are often enough to obtain 2π phase shift of the
controlled device. Other popular materials, such has Silicon Ni-
tride [55] or Titanium Dioxide [56], exhibit lower TOCs, meaning
that more power has to be dissipated in order to obtain similar
results.
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Other types of thermal actuators are being deployed [51]. For
instance, it is possible to pass current directly through the core
of the waveguide [57], dissipating the power directly where it is
necessary. While this solution would limit the quantity of power
dissipated to achieve the same phase shift, these devices increase
the free carriers in the core of the waveguide, increasing in this
way the loss experienced by the optical field. Moreover, this
solution is only feasible for waveguides with a semiconductor core.
Finally, an active ion implantation step is necessary to electrically
contact the waveguide, complicating the technological stack.

1.3.2 Electro-optical actuators

Electro-optical actuators exploits the dependency of the dielectric
properties of certain materials from the electrical field. In partic-
ular, the refractive index experiences a variation that can be lin-
ear with respect to the electric field (Pockels effect) or quadratic
(Kerr effect) [58]. The changes in the refractive index induced by
the electrical field are however small, meaning that these devices
cannot be used to fully tune the working condition of the photonic
device. Vice versa, given the high bandwidth of this phenomena,
they are suitable to realize RF modulators. Finally, typical ma-
terials that exhibit this effect are LiNbO3, BaTiO3, LiTaO3 and
others, while instead Silicon and other materials typically used
in the CMOS industry do not show any Pockels or Kerr effect.
This means that heterogeneous integration would be necessary
to fabricate devices exploiting this effect [59,60].

Another possibility for realizing electro-optical actuators is by
exploiting the free-carrier plasma dispersion effect. This effect
relates a variation in the free carrier concentration in a semicon-
ductor (electrons and holes) to a change in the complex refractive
index of the material. Indeed, as the free carrier concentration
increases, the imaginary part of the refractive index increases,
while the real part decreases [61]. This means that by embed-
ding the silicon waveguide in a pn junction and by changing the
applied voltage to its terminals, it is possible to realize an electro-
optical modulator [62]. This class of devices features bandwidth
above 50GHz [63], and are then suitable to realize RF modula-
tors. The quantity of phase shift obtained with normal operating
voltages is however limited, meaning that they cannot be used to
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fully tune the working condition of the controlled device. Finally,
since the imaginary part of the refractive index depends on the
free carrier concentration, the losses introduced by the modulator
change during its operation.

1.3.3 Micro electro-mechanical systems actuators

A promising class of devices for solving the aforementioned issues
are the optical micro electro-mechanical systems (MEMS) [64].
In integrated technologies, the phase of a traveling mode is tuned
by changing the gap between the waveguide and a free silicon
beam, connected to a shuttle displaced by the generated electric
field. In [65], a sub-dB insertion loss MEMS achieving more than
2π phase shift was demonstrated. The very high non-linearity of
the exponential dependence of the refracting index from the gap
of the waveguide and the suspendeded beam is partially compen-
sated by the quadratic relationship between the actuation voltage
and the displacement obtained by the MEMS. The device shows a
flat pass-band up to hundreds of kHz, comparable to thermal ac-
tuators, meaning that electro-optical actuators are still the best
option to realize RF modulators.

One issue of these structures comes from the high voltages
needed to actuate these devices, usually in the tens of volt. De-
spite being virtually power-free, such high voltages would require
dedicated electronics to be handled. Moreover, the fabrication is
not offered by any commercial foundry yet, meaning that the re-
lease of the MEMS structure is obtained by post-processing the
die in third-party clean rooms [66]. Finally, this approach has
only been studied for Silicon Photonics up to now, both because
it is the most widespread technology for integrated photonics, but
also because the mechanical properties of silicon are well-known
and the fabrication can leverage the consolidated know-how of
the MEMS industry.

1.4 Modular architecture of the electronic system

Finally, the way to physically implement the electronic system
should be discussed. The photonic chip has to be placed on
the optical bench in order to provide easy access for the optical
signals. At the same time, a single chip could require multiple
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1.4. Modular architecture of the electronic system

electronic components to control all the sensors and the actuators
present in the system. For these reasons, the electronic system
is conceived in a modular fashion: the photonic chip is placed
on a host PCB, shaped to best fit on the optical bench, while
all the control electronics is placed on a different general-purpose
motherboard, that can be designed for different applications.

1.4.1 Host PCB

Figure 1.3 shows a host board designed for housing a photonic
chip. The board is shaped in order to have easy optical access on
the east-west side of the chip, so that it is possible to couple light
inside the chip, either through grating couplers or edge couplers.
Vice versa, all the pads to electrically connect the devices are
manufactured in the north-south direction. Furthermore, some
applications might require the use of an ASIC, that is best placed
next to the photonic chip. For instance, that is the case when
using CLIPP sensors, whose electronic front-end is preferably
integrated on an ASIC [48], but also for realizing control and
calibration schemes directly on-chip [67, 68]. Hence, this chip
should be placed on the host board as well, directly connected to
the photonic system.

The presence of a host PCB allows also to glue a Peltier cell
below the chip to control the global temperature of the system. A
commercial thermistor is mounted right next to the chip in order
to assess its temperature as precisely as possible. The board is
then placed on a metal holder that provides mechanical stability
and also acts as a heat sink.

The host PCB is electrically connected to the motherboard
with two high-density shielded cables (TE Connectivity 2821385-
1), each of them featuring 24 pairs of shielded signals.

1.4.2 Control motherboard

The control motherboard hosts the rest of the electronics neces-
sary to control the optical devices. Since the same motherboard
could be used for different photonic chips, the system should be
designed to be as general-purpose as possible, even if not every
single part of it will be used in every experiment. A photograph
of the fabricated board is reported in Fig. 1.4, highlighting the
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Figure 1.3: Layout and photograph of the proposed host board.

main tasks performed by each portion of the board. As also
shown in the schematic view of the system reported in Fig. 1.5,
the board is designed to perform the following tasks:

• Acquisition: the signals coming from the host PCB have
to be further amplified, filtered and digitized, without intro-
ducing any degradation in the readout resolution. For the
purpose, a low-noise front-end INA is mounted, followed by
a 4th-order Butterworth anti-alias (AA) filter with a cut-off
frequency of fpole = 150 kHz. After that, a programmable
gain amplifier (PGA) further amplifies the signal to match
the dynamic range of the ADC. Finally, a high-precision 16-
bit ADC samples the signal at 625 kSps. Notice that this
value is higher then twice the cut-off of the AA filter, so
that it is possible to digitally filter out the quantization noise
("oversampling"). The board features 16 parallel acquisition
chains.

• CLIPP stimulation: the CLIPP sensors need to be stim-
ulated with a sinusoidal signal of programmable frequency
(50 kHz - 10MHz) and amplitude (1V - 10V) to adapt to
different geometries and fabrication technologies. The board
mounts only one CLIPP stimulation chain, since the pre-
ferred way of stimulating the sensor is to share the forcing
pad between all the CLIPPs integrated on the chip [69].

• Actuation: the board can control up to 16 actuators on the
photonic chip. A voltage accuracy of few mV is necessary,
with a maximum voltage of 10V. Since a maximum current
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ACQUISITION CHAINS

ACTUATION FPGA

CLIPP STIMULATION
POWER

Figure 1.4: Photograph of the motherboard, highlighting its main sections.

of around 50mA is required, a current driver is mounted for
the purpose. The actuation chain is also able to produce
sinusoidal signals up to tens of kHz, to generate the low-
frequency thermal modulation necessary for the dithering
technique.

• Digital processing: an FPGA performs the digital func-
tionalities necessary to manage the components of the moth-
erboard, process the acquired signals, properly drive the ac-
tuators and communicate with a personal computer. The
controllers for stabilizing the photonic devices of interest
are also implemented in the FPGA.

The choice of the FPGA and the details of the implementation
of the digital system will be thoroughly discussed in Chapter 6.
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Figure 1.5: Schematic view of the complete control platform.

1.5 Organization of the thesis

This work falls within the scope described so far. A control sys-
tem to stabilize the working condition of different photonic cir-
cuits is here presented. In particular, the control loop developed
is both power-independent and calibration-free, and it is able to
stabilize photonic devices both on the minimum (or maximum)
of their transfer function, and in the maximum-slope condition.
This means that the proposed assembly can be employed in com-
plex heterogeneous photonic circuits operated in harsh condi-
tions, such as modern datacenters. The strategies adopted were
also extensively tested, and the main results are here reported.
The digital implementation of the system is also discussed, with
a particular care towards the digital signal processing blocks nec-
essary for the purpose. Finally, a plasmonic-assisted sensor is
designed, tested and validated in a simple control experiment.
More in details, the thesis is organized as it follows:

• in chapter 2, the control strategy adopted, based on the
dithering technique, is discussed in details, highlighting the
main advantages of the proposed scheme with respect to
other implementations. A control loop based on an integral
controller is also described and developed, showing how the
system is able to lock on the stationary points of the trans-
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fer function of any photonic device. All the parameters of
interest and their effect on the performance of the system
are then fully described;

• in chapter 3, the control strategy previously described
has been experimentally validated on a complex repro-
grammable photonic circuit consisting of a mesh of Mach-
Zender interferometers. To control the chip, only one ex-
ternal benchtop photodiode is used, exploiting the concept
of orthogonality between different frequencies and frequency
selectivity of the lock-in readout. The pilot tones technique
is also introduced and its use in conjuncture with the dither-
ing technique is examined. A mode-sorting experiment is
reported and discussed;

• in chapter 4, the proposed control strategy is expanded in
order to use the same control scheme for integrated mod-
ulators, that cannot be operated on the stationary points
of their transfer function. By exploiting the device non-
linearities and extracting the second-derivative of the trans-
fer function, it is possible to stabilize the system in the
maximum-slope of the device transfer function, close to the
optimum operation condition for a modulator. The system
is experimentally validated on an integrated micro-ring mod-
ulator;

• in chapter 5, the whole assembly has been used to control
the operation of a heterogeneous photonic chip integrating
both resonant switches and ring modulators, that have to
be stabilized on two different working conditions. As antic-
ipated, the same control scheme can be used for both the
classes of devices, and the system was correctly operated in
long and slowly-varying scenarios;

• in chapter 6, the digital architecture implemented is dis-
cussed in details, highlighting the role of the FPGA in com-
plex systems and presenting all the necessary implemen-
tations and optimizations to achieve the best results. In
particular, the chapter includes the description of the main
digital signal processing blocks necessary to implement the
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lock-in for the extraction of the dithering signal and the in-
tegral controller used in the experiments;

• in chapter 7, a plasmonic-assisted bolometric sensor is dis-
cussed. With the aid of FEM simulations, the detector has
been dimensioned to avoid undesired losses. The proposed
geometry has been fabricated and extensively tested to fit
the simulations results. At the end of the chapter, the sen-
sor is finally used in a simple control experiment, using
a minimum-chaser algorithm implemented on the external
custom software interface.
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CHAPTER2
Control system architecture

In this chapter, the control system architecture is presented. In
particular, the dithering technique, that allows to extract the
first derivative of the transfer function of any photonic device,
is thoroughly discussed. A control loop with an in integral con-
troller is presented and all the main parameters of the system are
discussed. Advanced use of the dithering technique to reduce the
complexity of the assembly are finally introduced at the end of
the chapter.
The results presented in this chapter were published in:
F. Zanetto, V. Grimaldi, F. Toso, E. Guglielmi, M. Milanizadeh, D. Aguiar,
M. Moralis-Pegios, S. Pitris, T. Alexoudi, F. Morichetti, A. Melloni, G. Ferrari,
M.Sampietro, "Dithering-based real-time control of cascaded silicon photonic de-
vices by means of non-invasive detectors," IET Optoelectronics, vol. 15, no. 2, pp-
111-120, 2021, doi: 10.1049/OTE2.12019.
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Chapter 2. Control system architecture

2.1 The need for closed-loop control

As thoroughly explained in Chapter 1, once the sensor has trans-
duced the information into the electrical domain, the electronic
layer has to control the actuators in order to shift and tune the
working condition of the device of interest. To do so, a common
approach is the construction of look-up tables [70, 71] and the
operation of the system in an open-loop fashion. This solution
becomes quickly unfeasible as the complexity of the circuit grows,
since it might render the necessary calibrations virtually impos-
sible. In fact, a complete calibration of the system would require
to take into account all the possible operating conditions of the
assembly. Moreover, the crosstalk between different actuators
should also be considered, further complicating the process [52].
Finally, the functional drifts and aging of the components might
change the collective optical response of the circuit over time,
invalidating the calibration performed in the first place.

A closed-loop control of the photonic devices based on a real-
time monitoring of their working condition thus emerged as a bet-
ter and more scalable alternative [21]. Several approaches have
been proposed, with controllers implemented by means of FP-
GAs [72–74], microcontrollers [75], ASICs [67, 76], discrete com-
ponents [77], or any combination of these, depending on the re-
quired level of parallelization, power consumption and flexibility
required by the specific application.

2.1.1 Control techniques

Several locking techniques have been proposed in literature to
stabilize the operation of photonic devices. The easiest way to do
so would be to monitor the output power level [77] of the system
and, whenever a change is detected, to shift the working condition
of the device. However, a change of the output power level is not
only due to a different working condition of the system, but it
might be also due to an overall drift of the input power. This is
particularly ineffective in cascaded photonic systems, where the
change of optical power measured after a certain device can be
the consequence of something happening upstream.

A possible solution would be to add a detector to monitor
both the input and the output power of the controlled device [76].
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2.2. The dithering technique

This process would complicate the assembly and would require an
extensive calibration of the system, nor it would be robust against
the aging of the elements. It is thus necessary to develop a control
scheme that is both power-independent and calibration-free to be
applied to different complex and heterogeneous photonic systems.

The control scheme of choice in this work relies on the use
of the dithering technique [78, 79], that will be now discussed in
details. Since thermo-optic phase shifters are by far the most
popular choice for actuating a photonic circuit, all the discussion
in the following will be carried out implying their use. However,
any actuator that has a sufficient bandwidth and dynamic range
can be in principle chosen for the task.

2.2 The dithering technique

The dithering technique allows to extract in real-time the first-
derivative of the transfer function of an optical device directly
from the physical system and use it for control purposes. In par-
ticular, the power emerging from a photonic device can be maxi-
mized (or minimized) by driving to zero the first-derivative signal,
since this condition indicates stationary points of the transfer
function. This approach is suitable for cascaded architectures,
because the set-point does not require any calibration and does
not depend on the absolute amount of light that reaches each
device. In addition, in case of variations of the optimal work-
ing point, it is possible to understand the direction of the shift
from the sign of the derivative, leaving no ambiguity on the con-
trol action to be taken. Finally, variations of the dark readout
baseline do not affect the measurement, allowing to effectively
use the dithering readout as error signal of a robust closed-loop
control system. The main drawback of this approach is that, to
perform the extraction of the derivative information, only a small
fraction of the optical signal reaching a sensor is exploited. Con-
sequently, to obtain a proper sensitivity in the detection of light
and efficiently use the dithering information in a control scheme,
a narrow readout bandwidth is usually required. The speed of a
dithering-based system might thus be slower than the other im-
plementations mentioned before. A more complex lock-in based
electronics is also required to extract the dithering information
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Figure 2.1: Working principle of the dithering technique. (a) By driving an
actuator with a modulated signal, an oscillation of the transfer function
around its bias point is induced, causing an amplitude modulation of the
output optical power. (b) When the device is in a stationary point, the
amplitude modulation observed is null.

from the sensor readout, as explained in the following.

2.2.1 Theory of operation

In order to extract the transfer function derivative, a small mod-
ulation signal is superimposed to the actuator voltage that con-
trols the optical device of interest, causing an oscillation of the
transfer function around its bias working point and a consequent
modulation of the optical power at the output, as qualitatively
depicted in Fig. 2.1(a). Notice that the wavelength of the laser
is fixed, so it is the oscillation of the transfer function to cause
a modulation of the output power. The modulation depth of the
output power will depend on the slope of the transfer function,
i.e. its first derivative, around its bias condition. This means
that, by synchronously demodulating the output power signal, it
is possible to extract the information about the first derivative of
the transfer function around its working condition and use it for
control purposes.

Formally, the idea is to linearize the output optical power
POUT (W ), where W is the power dissipated by the heater, around
the bias condition, here indicated as W0. So it is

POUT (W ) ≈ POUT (W0) +
∂POUT (W )

∂W
(W −W0) (2.1)

A small modulation is being added around the bias condition of
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the heater. This means that the power dissipated by heater can
be expressed as

W = W0 +Wdith sin (2πfditht) (2.2)

where Wdith is the amplitude of the modulation and fdith is the
frequency. Thus, the output optical power will be

POUT (W ) ≈ POUT (W0)+
∂POUT (W )

∂W
[Wdith sin (2πfditht)] (2.3)

Equation (2.3) suggests that the output power can be expressed
as the sum of a DC average value and an oscillation centered
at fdith whose amplitude is related to the first derivative of the
optical power, as qualitatively expected.

Equation (2.3) also shows that the modulation of the output
power Pdith is proportional to the dithering amplitude Wdith. To
maximize the dithering signal, it is then possible to increase the
amplitude of the modulation. However, depending on the ap-
plication, a large modulation may disturb the operation of the
optical device controlled. Therefore, the amplitude of the dither-
ing sinusoid must be chosen carefully, evaluating the trade-off
between a higher signal-to-noise ratio (SNR) and the perturba-
tion of the optical functionality [78]. Moreover, the linearization
remains a reasonable approximation only for small oscillation of
the heater power, i.e. only until the oscillation is comparable
with the optical features of the device of interest. For instance, a
device with multiple maxima and minima requires an amplitude
small enough to observe a response related to the single peaks.

It should be also noticed that, when a stationary point is
reached, the transfer function is flat in that region, and so the
residual perturbation is minimized, as qualitatively depicted in
Fig. 2.1(b). Therefore, when locking to the maximum or min-
imum of a transfer function, a larger dithering signal is usually
allowed, as compared to other working points. Although it might
increase the complexity of the system, adaptive dithering ampli-
tude could be envisioned for optimum results.

The considerations made so far are valid for a perfectly sinu-
soidal dithering power oscillation. However, resistive heaters are
often driven by a voltage source. The approximation of perfectly
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sinusoidal dithering oscillation is valid by using small dithering
signals (vdith ≪ V0) or by predistorting the actuator driving sig-
nal [68] to compensate for the quadratic relation between com-
mand signal and dissipated power.

2.2.2 Lock-in readout

The extraction of the dithering information can be obtained by
placing a detector directly at the output of the photonic device.
The signal measured by the sensor will contain both the DC infor-
mation due to the average power and a modulated contribution
at fdith. This dithering fraction can be conveniently isolated and
extracted with a lock-in processing. With respect to other imple-
mentations, like peak-stretchers or envelope detectors, the lock-in
technique has the advantage of being frequency and phase selec-
tive, thus allowing to isolate and extract only the useful informa-
tion and reject spurious signals and disturbances. In addition, the
mixing action of the lock-in has the beneficial effect of upconvert-
ing the 1/f noise of the readout chain to high frequency, allowing
to extract the small dithering signal with the highest resolution
possible. In the system used, the lock-in scheme is implemented
in the digital domain, allowing to simplify the electronic design of
the motherboard and ensuring the maximum possible flexibility.

In principle, any periodic waveform can be used to modu-
late the actuator voltage. For instance, a square-wave modula-
tion can be adopted, since it requires minimum electronics for
the synthesis [67]. However, the high-frequency components of
a square-wave would couple more easily with the nearby electri-
cal lines, complicating the design for densely-integrated photonic
and electronic system. Despite being more difficult to synthesize,
a sinusoidal signal centered fdith would result in a better spec-
tral purity of the output power. In the following, a sinusoidal
dithering oscillation will be assumed.

Regarding the choice of the dithering frequency fdith, the up-
per limit is determined by the thermal relaxation time of the
heater Th, usually in the order of few µs [51]. The lower limit
is instead due to the 1/f noise corner frequency of the readout
electronics, typically around few hundreds of Hz. To maximize
the system performance, the dithering frequency chosen should
be between these two values, in the range of some kHz to some
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tens of kHz.

2.3 Dithering-based automated control architecture

Locking the working point of a device to the maximum/minimum
of its transfer function requires driving the dithering readout to
zero. Several approaches can be used to minimize a signal, like
stepper or gradient descent algorithms [80, 81]. The use of an
integral controller is here presented and discussed. With respect
to other techniques, an integral controller can be easily imple-
mented both in digital and analog systems. In the following, its
closed loop behavior is thoroughly analyzed in the continuous-
time domain.

2.3.1 Control scheme

As an example of general validity, let us consider the locking of
a microring resonator (MRR) obtained by means of a thermal
actuator and a CLIPP sensor on its through port, as shown in
Fig. 2.2(a). Figure 2.3 shows the transfer function of the MRR
and its first-derivative signal, obtained by sweeping the value
of the heater power and synchronously monitoring the CLIPP
mean value and dithering signal. As expected, the zero of the
first derivative corresponds to the minimum of the MRR transfer
function.

The schematic block diagram of the proposed control system
is reported in Fig. 2.2(b). To bring the MRR at resonance,
the heater voltage VH should be driven to a certain value VH,RES.
This value VH,RES is a function of the wavelength λ, of the instan-
taneous temperature of the system T , of the quantity of optical
power inside the system [82], and so on. This means that the
resonance condition changes during the normal operation of the
device. The role of the control loop is then to track the variations
of VH,RES in real-time and apply to the heater the correct volt-
age VH to maintain the chosen set-point. To do so, the system
exploits the extracted dithering amplitude Adith to monitor the
MRR working condition, and drive the heater so that the desired
derivative value corresponds to the set-point d̄ at equilibrium.

To understand the qualitative behavior of the control system,
let us assume to target the resonance condition of the MRR. This
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Figure 2.2: (a) Example of the dithering-based control scheme applied to a
microring resonator with a CLIPP sensor on its through port. (b) Block
diagram of the closed-loop architecture that can be implemented to lock
the working point of photonic devices, based on the dithering technique
and an integral controller.

Heater Power [mW]

C
LI

P
P

 s
ig

na
l [

m
V

]

10
-1

0

1

2

3

4

5

12 14 16 18

D
ith

er
in

g 
am

pl
itu

de
 [μ

V
]

-150

-100

-50

0

50

100

150

1st derivative
CLIPP signal
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a microring resonator extracted with a CLIPP. For the dithering signal,
a 2mV voltage oscillation, corresponding to around 50 µW of power os-
cillation, at 6 kHz has been used. The lock-in bandwidth was set at 10Hz.
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means, as already stated, that the first-derivative has to be driven
to zero, i.e. that d̄ = 0. If the controlled heater voltage does not
match the resonance condition, the extracted dithering signal
will have a non-zero value that depends on the instantaneous
difference εH between the target value VH,RES and the actual
heater voltage VH . This signal Adith is then fed to an integral
controller, that will update its output until its input is zeroed
again. By connecting the output of the integral controller to the
heater voltage, the system will keep moving until the measured
dithering signal is zero.

Notice that this operation is in principle valid for any target
point d̄. For d̄ ̸= 0, the integral controller updates VH until the
difference between VH and VH,RES keeps the dithering function at
the desired value. While technically feasible, this approach does
not result in a control system that is power-independent, since
any change in the input optical power will also change the am-
plitude of the dithering signal. Vice versa, the stationary points
of a certain optical system do not change during its operation,
meaning that the position of the zeroes do not depend on the
quantity of power present in the system.

Finally, an inverting stage can be used to change the sign of the
error signal εH , so that the system is able to lock on both maxima
and minima of the transfer function of interest, depending on the
requirement of the application.

2.3.2 Computation of the loop gain

As depicted in Fig. 2.2, the sensor readout can be described
with a single optical response & dithering extraction block, that
relates the heater detuning εH to the measured dithering am-
plitude Adith, and a single-pole low-pass filter having a transfer
function 1/(1 + sτ LPF ), where τ LPF is the time constant of the
lock-in readout stage. The filter is needed to remove the har-
monics resulting from the dithering demodulation, that would
otherwise impair the loop functionality, and to reduce the noise
of the system. Although the relation between heater voltage and
measured dithering amplitude is generally described by a non-
linear function, the case of small perturbations around resonance
is here assumed for simplicity, meaning that a linearized model
can be used. In this case, the optical response & dithering ex-
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Figure 2.4: Qualitative Bode plots of (a) magnitude and (b) phase of the
loop gain of the proposed control scheme

traction block can be simplified and considered as a constant
gain Gdith, representing the slope of the curve around resonance.
An integral controller, with transfer function k/s, completes the
feedback loop. The parameter k defines the gain of the controller
and can be tuned to ensure the stability of the system.

Based on this discussion, the loop gain Gloop of the system can
be computed as:

Gloop(s) = − Gdith

1 + sτ LPF

· k
s

(2.4)

The qualitative Bode plots of the loop gain are shown in Fig.
2.4. The Bode criterion states that a system is stable if the phase
margin

Φm = 360◦ − ∠Gloop(s)|f=f∗ (2.5)
is larger than 0°, where f ∗ is the unity gain frequency, i.e. the
frequency at which the Bode plot of the magnitude of the loop
gain crosses the 0-dB axis. For real electronic systems, the con-
dition Φm > 45◦ is usually considered the actual limit for having
acceptable performance of the control loop. This condition is
met as long as the sensor readout pole fLPF = 1/2πτ LPF is placed
after the zero-crossing point of the loop gain. In this case, the
closed-loop bandwidth of the system can be computed by solving
for |Gloop| = 1:

BWCL = f ∗ =
Gdith · k

2π
(2.6)

As expected, the bandwidth depends on Gdith, meaning that
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a higher dithering signal would lead to a faster control loop, but
also on k. Indeed, since the dithering signal cannot be increased
indefinitely without disrupting the optical functionalities of the
controlled device, the bandwidth can be tuned by choosing the
value of k, that hence defines the maximum frequency at which
the feedback loop can react to variations of the ring resonance
voltage.

The verge of the stability of the system is the value of k for
which f ∗ = fLPF , that would lead to a phase margin Φm = 45◦.
However, given the non-linearities of the device and the depen-
dency of Gdith from the quantity of power inside the circuit, this
condition should be avoided, since it may lead to an oscillatory
behavior of the system.

Error signal

The effect of the loop on the behavior of the system can also be
observed by computing the expression of the error signal εD, that
is

εD(s) =
d̄(s)

1−Gloop

− VH,RES(s) ·Gdith

1 + sτ LPF

· 1

1−Gloop

(2.7)

that, at frequencies below the lock-in readout pole, when d̄ is set
to zero, can be approximated as

εD(s) ≈ −VH,RES(s)

k
· s

1 + s
Gdith·k

(2.8)

The qualitative Bode plot of this signal is reported in Fig. 2.5(a).
A high-pass action is clearly visible, meaning that, within the
feedback bandwidth, the loop works to minimize the error sig-
nal, thus keeping the extracted derivative Adith equal to zero and
consequently keeping the ring at resonance. As the frequency in-
creases, the loop cannot react any more to variations of the ring
working point and the error signal follows the fluctuations im-
posed by VH,RES. This behavior confirms that the proposed con-
trol strategy can be effectively exploited to lock the resonance of
photonic devices against fluctuations within the feedback band-
width.
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Noise vs. bandwidth trade-off

As already stated, by changing the value of the integral controller
gain k it is possible to tune the bandwidth of the control loop to
satisfy the requirements of the application. The upper limit of the
bandwidth is not only set by the stability of the feedback loop,
but also by the maximum value of the actuation noise acceptable
in the application, according to the well-known trade-off between
noise and bandwidth.

In order to quantify the relationship between the bandwidth
of the control loop and the residual noise, the transfer function
from the readout noise Sv,noise to the actuation voltage VH should
be computed. From Fig. 2.2, it is:

Gnoise(s) =
k

s
· 1

1−Gloop

≈ 1

Gdith

· 1

1 + s
Gdith·k

(2.9)

The readout noise is here considered as the main noise source
and it is modeled with a voltage generator placed after the dither-
ing readout block, since it represents the noise superimposed to
the extracted dithering signal in the real system. A qualitative
Bode plot of the noise transfer function is reported in Fig. 2.5(b).
It is possible to observe that the noise of the readout is trans-
ferred to the actuation voltage for frequencies up to BWCL, and
then low-pass filtered. Consequently, the RMS noise that affects
the actuation voltage for a given bandwidth can be computed as:

VH,noise =
√

Sv,noise ·
1

Gdith

·
√

π

2
·BWCL =

=
√

Sv,noise ·
√

k

4 ·Gdith

(2.10)

where Sv,noise is the voltage noise power spectral density of the
readout. This is true only if the contribution from Sv,noise can be
considered white noise. This is indeed the case, since the 1/f noise
is removed thanks to the use of the lock-in technique. Equation
(2.10) clearly states that the RMS value of the actuation noise
increases by increasing the bandwidth of the system. Hence, a
lower k provides lower actuation noise and consequently a more
accurate locking action, with the drawback of a lower control
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Figure 2.5: Qualitative Bode plots of the (a) error signal and (b) the actu-
ation noise

bandwidth. The choice of k is therefore the result of a care-
ful trade-off between noise and speed of response and must be
tuned depending on the requirements of the application. Notice
that a noise reduction of a factor n is obtained at the price of
a bandwidth narrowing of a factor n2, since the RMS noise is
proportional to the square root of the bandwidth.

2.4 Advanced uses of the dithering technique

The system explained so far implements a power-independent and
calibration-free control scheme, but without the right set of pre-
cautions it can easily become too complex and congestioned for
densely-integrated photonic circuits. To scale-up the system, it is
important to understand the limiting factor of each application.
For instance, one architecture might benefit from a reduction
in the number of sensors used in the circuit, since they might
require too many electrical lines to be properly contacted and
acquired. Alternatively, a system may benefit from a reduction
in the number of dithering frequencies necessary to implement
the control. In the following, some advanced uses of the dither-
ing technique are discussed, showing how there is of a substantial
trade-off between the number of sensors adopted and the number
of frequencies necessary for the system.
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2.4.1 Orthogonal dithering for discrimination of multiple actu-
ators

The dithering technique can be effectively used also to discrimi-
nate the effect of multiple actuators, while still using only a single
detector. This feature is very useful in case of devices that require
more than one heater to be operated, like Mach-Zehnder interfer-
ometers (MZI), or in cascaded structures where many actuators
affect the output optical power. In these situations, operating by
only looking at the average output power requires complex tech-
niques to take into account thermal crosstalk effects and perform
an effective tuning action [71].

The orthogonality principle can be instead leveraged to easily
separate the contribution of each actuator when using the dither-
ing technique. Recalling that:

sin(2πf1t) ⊥ sin(2πf2t) if f1 ̸= f2 (2.11)

by using different frequencies for each actuator, the corresponding
dithering signals can be independently recovered from the lock-in
based sensor readout. Indeed, by simultaneously demodulating
the CLIPP output at the different frequencies, each dithering
can be extracted in parallel, having in this way the information
of the effect of all the actuators at the same time. Notice that
some residual crosstalk can arise due to the spurious harmon-
ics produced either by the dithering generator or by the non-
linearities of the photonic device transfer function. This effect
can be completely suppressed by choosing the dithering signals
at non-harmonic frequencies. The phase selectivity of the lock-in
technique can also be exploited to use couples of dithering sig-
nals at the same frequency, but in quadrature with each other.
In this way, the number of frequencies to be generated in case of
complex structures can be halved.

Experimental validation of orthogonality principle

An experimental demonstration of this principle was carried out
on a MZI featuring two heaters and only one sensor on the out-
put port, as shown in Fig. 2.6(a). A continuous-wave (CW) laser
at 1550 nm was split and launched to both inputs of the MZI to
perform the experiment. The voltage of the heaters was scanned
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2.4. Advanced uses of the dithering technique

Figure 2.6: (a) Mach-Zehnder interferometer control scheme when using
two heaters with orthogonal dithering signals. (b) Color map of the MZI
transfer function obtained with a CLIPP detector at the lower output
branch. (c), (d) Partial derivatives of the MZI transfer function, ex-
tracted in parallel by using orthogonal dithering signals. The three maps,
made of 60×60 points, were obtained simultaneously with an acquisition
time of 5ms per pixel.
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from 0V to 6V to obtain a map of the output light, measured
with a CLIPP for each combination of heater powers, as shown
in Fig. 2.6(b). Two dithering signals of 50mV amplitude at
5 kHz and 7 kHz respectively were applied to the heaters and the
CLIPP readout was demodulated in parallel at the two frequen-
cies to extract the partial derivatives of the output power. Figure
2.6(c) and 2.6(d) show the obtained results. The system was able
to correctly discriminate the effect of the two actuators and re-
cover the respective dithering information. The optimal working
point to completely steer the light on the top branch (red dot
in Fig. 2.6(b), (c), (d)) can now be easily found by driving the
two heaters with two completely independent control loops, as
discussed in Section 2.3.

2.4.2 Dithering frequency re-use in cascaded systems

By leveraging the orthogonality principle, it is then possible to
use a single sensor to discriminate the effect of different actu-
ators, as long as the frequencies of their dithering modulations
are different. Vice versa, it is possible to use the same dithering
frequency for all the devices in a cascaded structure, as long as
a dedicated sensor is used to control each of them. The pecu-
liar nature of cascaded photonic systems helps in achieving this
goal: their tuning procedure is in fact inherently sequential, as
one stage can be completely configured only when the previous
one has reached its final working point. This mode of operation
makes it possible to recycle dithering signals.

Indeed, when a photonic device is configured to work in a
stationary point, the residual dithering modulation that survives
at its output is minimized, thanks to the flatness of the trans-
fer function in that region. In addition, since photonic devices
are normally symmetric around their maxima/minima, the fre-
quency of the residual oscillation is doubled with respect to the
dithering one. These two properties can be exploited to con-
trol cascaded architectures using the same dithering modulation
for all the optical devices, as they guarantee that ideally no in-
teraction is observed when the equilibrium condition is reached.
The interaction between stages is indeed only happening during
an initial transitory phase, but it does not prevent to reach the
correct working point.
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2.4. Advanced uses of the dithering technique

The configuration of a cascaded architecture, obtained with a
single dithering frequency, thus works in a sequential way. The
first stage, whose output contains only the information of its
own dithering, can be configured immediately. While this tuning
is in progress, the downstream stages receive an optical signal
containing also the modulation of the first device, so they cannot
correctly complete their configuration. When the first stage is set,
the residual dithering oscillation at its output is minimized, so the
second device can be tuned correctly. All the stages can be thus
sequentially controlled until the full architecture is configured,
making this procedure well suited for cascaded systems.

In real operations a small interaction between stages might
survive due to offsets and non-idealities, but its impact is usually
negligible. The residual modulation of a stage gets attenuated by
each device it passes through, so crosstalk effects are observed al-
most only between consecutive stages. In order to minimize this
issue, a couple of orthogonal dithering signals can be used, rotat-
ing them every two devices. In this way, optimal operation is still
possible while keeping the complexity of the system reasonably
low.
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CHAPTER3
Control of a reprogrammable photonic

processor

This chapter demonstrates an application of the dithering
technique on a large optical system. The circuit consists of a
9x2 mesh capable of separating and independently measuring
two orthogonal beams. By leveraging the orthogonality prin-
ciple of different dithering tones, a single commercial benchtop
photodiode is used to extract up to 16 independent dithering
signals, that are then fed to 16 integral controllers to stabilize
the system. The pilot tones technique is also introduced and an
experimental demonstration is carried out.

Part of the results presented in this chapter were published in:
M. Milanizadeh, S. SeyedinNavadeh, F. Zanetto, V. Grimaldi, C. De Vita, C.
Kliti, M. Sorel, G. Ferrari, D.A.B. Miller, A, Melloni, F. Morichetti, "Separating
arbitrary free-space beams with an integrated photonic processor", Light Sci Appl
11, 197 (2022), doi: 10.1038/s41377-022-00884-8.
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Chapter 3. Control of a reprogrammable photonic processor

3.1 The need for reprogrammable photonics

Most of the photonic circuits fabricated today are designed for a
specific application, so that, in analogy to their electronic coun-
terparts, are often called application-specific photonic integrated
circuits (ASPICs). These systems can be tailored on the exact
application desired and as such can be heavily optimized, result-
ing in very compact and power-efficient assemblies. However,
the increase in complexity and in the number of different tasks
required by each system has sparked an interest in a new gener-
ation of photonic circuits, that can be programmed and adapted
to the needs of the application during the normal operation of
the system [83].

These programmable PICs are based on the idea that the flow
of light on the chip can be manipulated at run-time. To do so,
electrically-controlled tunable beam couplers have to integrated
and operated. Mach-Zender interferometers (MZIs), realized by
cascading two directional couplers, are a 2x2 optical gate that
can perform any linear operation between input and output, and
as such are perfect candidates for the purpose [84, 85]. In order
to change at run-time the operation performed, two adjustable
parameters are necessary for each MZI, so to independently con-
trol the power splitting at the two outputs and the relative phase
delay at the two inputs. Two independent actuators are hence
necessary for each MZI.

The individual MZIs can then be arranged in different ways,
in order to create waveguide meshes that implement various lin-
ear functions by interfering the light signal along different paths.
These structures are usually divided into forward-only meshes,
where the light flows from one side of the mesh to the other
[85, 86], and recirculating meshes, where the light can be routed
in loops and even back to the input ports [87]. A particular
class of forwards-only meshes are the triangular meshes, that can
implement any real-time matrix–vector multiplication [85], an es-
sential operation in a variety of applications, such as information
processing [88–90], neuromorphic computing and artificial intelli-
gence [91–93], cryptocurrencies [94], and so on. In the following,
a bi-diagonal mesh is introduced and controlled.
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3.2 Description of the photonic circuit

The circuit used for this application is schematically depicted in
Fig. 3.1(a), and was fabricated on a standard 220 nm SiP plat-
form by AMF foundry. A microscope photo of the fabricated
circuit is reported in Fig 3.1(b). It is a 9x2 diagonal mesh, com-
prising of 8+7 balanced MZIs designed to work at around the
1550 nm wavelength. The single-mode channel waveguides are
designed with a width of 500 nm, and each MZI is realized with
two 3 dB directional couplers, implemented by two 40µm-long
waveguides with a gap of 300 nm. Two TiN heaters (2 µm x
80 µm) are integrated in each MZI stage, one in the lower waveg-
uide, one in the upper internal interferometer arm. Since each
MZI needs 2 heaters to be fully configured, the circuit encom-
passes 30 heaters overall.

To couple light into the chip, a 2D 3x3 array of grating cou-
plers (GCs) optimized for TE transmission is fabricated on the
left of the chip. The nine waveguides connecting the GCs to the
photonic processor share the same optical length in order to min-
imize the wavelength dependence of the multipath interferometer
implemented by the mesh, so that the circuit can have the widest
possible wavelength range of operation [85]. On the right side of
the mesh, the top two waveguides outputs are used as output
ports, while the remaining 7 waveguides outputs are available for
monitoring and control purposes.

3.2.1 Theory of operation

The circuit was designed for free-space optics (FSO) operations.
A certain beam of light with a random spatial phase distribution
is shined onto the chip and gets sampled by the GCs array. If the
MZIs are not programmed, the light is randomly distributed at
the 9 output waveguides. Once each heater is tuned to maximize
the optical power reaching the top arm of each MZI in the first
diagonal, all the light can be rerouted towards the single top
output. This means that, by measuring the output power, it is
possible to assess the overall quantity of light that was launched
in the circuit in the first place, since the rerouting operation is
virtually lossless. Moreover, the voltage supplied to the heater
to steer the input light into a common output is a function of
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Figure 3.1: (a) Schematic view and (b) microscope picture of the circuit
used in this application. The two diagonals are highlighted.

the spatial phase difference of the input light sampled by the
GCs. This means that, with a prior calibration [95], it is possible
to have an indirect measurement of this phase difference. The
implication is that the circuit is able to measure both the intensity
and the spatial phase distribution of the impinging beam.

Once the first diagonal of the mesh is fully configured, a second
beam of light, orthogonal to the first one, is again shined onto the
GCs array. Formally, two beams are defined as "orthogonal" if
they lead to orthogonal complex vectors of amplitudes in the in-
put waveguides inside the circuit [96]. For instance, two different
modes in the free-space optical field, or two beams coming from
different angles, can be orthogonal between each other. Due to
the orthogonality of the two guided modes, the first diagonal of
the mesh is transparent to this second mode, and all the light is
hence forwarded to the second diagonal. Once again, the heaters
in the second diagonal can be tuned to have the light redirected
to the second output of the photonic processor. This means that
the circuit is able to separate and individually measure the inten-
sity and the spatial phase distribution of two sets of orthogonal
input mode. This reasoning can be further expanded, meaning
that an MxN mesh is able to sample, separate and individually
measure N modes with a spatial resolution that depends on the
number M of input optical antennas [85].

Thus, this system can be adopted to create high-capacity
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transmission links based on multibeam space-division multiplex-
ing (SDM) FSO communication [97]. Moreover, the adaptive
nature of the photonic processor would also allow the possibility
to compensate for dynamic changes in the FSO link, caused by,
for instance, moving obstacles or atmospheric turbulence, main-
taining in this way the optimum communication link [98]. Fi-
nally, many applications that require advanced processing of FSO
beams using these kind of circuits can be envisioned, such as
phase-front mapping and reconstruction, imaging through scat-
tering media [99], chip-to-chip optical wireless communication
[100] and many others [101].

3.3 Control scheme

In this application, each MZI has to steer all the input light to-
wards the top output. The easiest way to do so is to integrate a
sensor on the bottom output arm of each MZI and use it to min-
imize the measured quantity of light, as depicted in Fig. 3.2(a).
The dithering technique, together with the control scheme ex-
plained in Section 2.3, can be exploited for the purpose, since
by zeroing the first derivative extracted by the sensor the system
gets locked on the correct stationary point. Since a single sensor
would have to discriminate between the effect of two heaters, the
orthogonality principle should be leveraged, as also explained in
Section 2.4.1. In particular, the in-phase a quadrature compo-
nent of a single frequency can be exploited, in order to reduce the
number of frequencies that have to be generated by the system.
Once the system is locked on a stationary point, the residual
oscillation due to the dithering signal would be minimized and
shifted at twice the oscillation frequency, meaning that the same
frequency could also be reused in the upstream stages, as also
explained in Section 2.4.2.

The presence of a dedicated sensor on each MZI is not always
a viable possibility. For instance, the technology platform chosen
might not offer active materials in the integration process (such
as Ge for Germanium photodetectors [22], or ion implantation for
doped-silicon sensors [44]). Moreover, each sensor would need its
dedicated line of electronic components to be properly acquired
and digitized, as depicted in Fig. 3.2(a). In the 9x2 mesh de-
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Figure 3.2: Schematic view of a cascaded structure. In (a), each sensor is
placed after every MZI, so each of them extracts the dithering information
related to a single device. In (b), a single external photodetector collects
the information related to three different MZIs. In order to discriminate
the effect of each device, orthogonal tones have to be used.
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scribed above, in addition to the 30 electrical lines to control the
heaters, other 15 lines for the sensors would be necessary. This
might make the design too crowded and limit the scalability of
the assembly [83].

A possible solution is the use of a single benchtop commercial
power monitor to measure the emerging power from the output,
as sketched in Fig. 3.2(b). In order to discriminate the effect of
each heater, all the dithering tones would have to be orthogonal,
meaning that the frequency-reuse technique cannot be used in
this case. This means that both the in-phase and the quadra-
ture component of 8 different dithering frequencies have to be
generated and acquired to control the first diagonal of the mesh.
This solution offers an easier electronic setup, but comes at the
expense of the maximum speed of the system, since the low-pass
filter bandwidth has to be narrow enough to reduce the effect of
the unwanted harmonics in the output spectrum.

3.3.1 Guidelines for dimensioning the dithering frequencies

To better understand the limiting factor in the speed of the sys-
tem, let us refer again to the situation sketched in Fig. 3.2(b).
Each filtering chain acquires a signal with the spectrum depicted
in the figure, and each of them has to separate the information
of interest from the other ones. By extracting the ith dithering
tone, the spurious information of the (i+1)th tone will be down-
converted by this operation at the frequency fdith,i+1 − fdith,i,
that will then be filtered out by the low-pass filtering stage of
the lock-in. This means that the limiting factor of the speed of
the system is the minimum distance between the two generated
dithering tones. Thus, the best practice is to use equally-spaced
dithering tones.

In reality, all the non-linearities of the system should be con-
sidered. Indeed, due to the non-perfect spectral purity of the
generated sinusoidal signals, but also due to the non-linearities
of the MZIs, the sensors and the actuators, the higher harmonics
of each signal might mix with other dithering tones. This means
that two dithering frequencies should never be close multiples
with each other.

Given all these constraints, the practical way to implement a
system of this kind is the following. First, a certain fundamental
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frequency fd should be chosen, that will be the spacing between
two spectral lines, and as such it will be the limit for the band-
width of the control loop. Then, all the dithering tones necessary
will be multiples of this frequency, and they should all be prime
between each other. For this system, the 8 dithering frequencies
necessary for the control should be placed at 2fd, 3fd, 5fd, 7fd,
11fd, 13fd, 17fd, 19fd. If more frequencies are necessary, the
same reasoning applies.

The upper limit in the chosen fd depends on the maximum
frequency that has to be fed to the actuators and their band-
width. In case of thermal actuators, all the generated frequen-
cies should not exceed 200 kHz. For this system, the maximum
chosen frequency is 120 kHz, leading to a fundamental frequency
of fd = 120kHz/19 ≃ 6kHz.

3.4 Experimental result

Once the system has been correctly dimensioned, some prelimi-
nary control experiments were conducted, in order to assess the
efficacy of the implemented scheme and the convergence time
of the loop. The dependency of the convergence time vs. the
number of MZIs in the mesh was also investigated. All the ex-
periments reported in the following sections are performed by
shining an FSO beam onto the input GCs array. The beam has
a wavelength of 1550 nm and is TE-polarized in order to match
the polarization sensitivity of the GCs.

3.4.1 Tuning of the mesh

A single FSO beam was shined while the control was inactive and
the heaters were arbitrarily initialized, meaning that the power
gets randomly distributed to all the output waveguides of the
mesh. Then, after 50ms, the control was turned simultaneously
on the whole structure and the output power gets maximized by
the system, as shown in Fig. 3.3. The experiment was then re-
peated starting from another random condition: to do so, the
control was turned off, all the heaters voltages were randomized
and then the control was again turned on. As expected, the power
level measured at OUT1 before the control is activated changes
from one experiment to the other, since it is a function of the
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Figure 3.3: Experimentally measured configuration transient of the full
mesh, repeated for different starting conditions and overlapped for a con-
venient comparison.

random value of the heaters. Vice versa, the output power re-
stored by the control scheme is always the same, certifying how
the system is able to maximize the output power regardless of
the starting condition of the mesh. In Fig. 3.3, all the results of
the different experiments are reported and overlapped for conve-
nience. The rise time, defined as the time necessary to go from
10% to 90% of the final value, ranges from 10ms to 80ms in the
worst-case condition.

3.4.2 Partial tuning

In order to assess how the rise time and the performance of the
control system change with the number of stages, the same ex-
periment was repeated on a smaller portion of the whole system.
In practical terms, this means that, while the control was kept
active for the first MZIs of a diagonal, the same routine described
above (i.e. heaters randomly initialized and then control turned
on simultaneously on all the remaining structures) was repeated
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Figure 3.4: Configuration time of the mesh as a function of the number of
stages controlled. The error bars indicate the variance over the experi-
ments performed for each configuration.

only for the downstream sub-mesh. In this way, from a control
standpoint, the same circuit could be used as it were a smaller
mesh. For each possible sub-mesh, the same control experiment
was then repeated 10 times, in order to gather a statistical dis-
tribution of the obtained performance. The results are shown in
Fig. 3.4, where it is possible to see that the average convergence
time is linear with respect to the number of stages controlled.
This is expected, since the procedure is inherently sequential:
each stage can be completely configured only when the previous
one has reached its final working point. Figure 3.4 also shows
how the variance of the convergence time significantly broadens
as the dimension of the mesh increases. The qualitative reason is
that, since the convergence time depends on the starting working
condition of the single MZI, the statistic of each component sums
up independently from each other.
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3.5 Mode separation

As previously described, the system has to be able to separate
two orthogonal beams and route them to the corresponding out-
put port of the circuit. However, if the two beams are shined
at the same time, there is no way to discriminate one from the
other in order to calibrate and control the corresponding diago-
nal. Indeed, the signals passing through the first diagonal would
be indistinguishably modulated by the dithering oscillation, and
the sum of the two beams would be routed to the first output.
A possible solution comes from the use of the pilot tones tech-
nique [102], that allows to individually label the incoming beams
and separate their effect. Indeed, the pilot tones technique, used
in conjuncture with the dithering technique, creates spectral com-
ponents related to the individually-labeled tones, that can be
independently extracted and used for control purposes.

3.5.1 Pilot tones

The pilot tones technique is used to discriminate between differ-
ent optical signals regardless of the presence of other concurrent
channels in the same waveguide. Indeed, pilot tones can be used
to label specific signals by introducing a small modulation of their
optical intensity. For instance, this might be useful in wavelength
division multiplexing (WDM) systems, that rely on the use of
multiple carrier wavelengths at the same time to expand the ca-
pacity of the network. In this case, it is useful to discriminate
between two orthogonal beams, namely IN1 and IN2, shined on
the mesh at the same time.

If the total power traveling in the waveguide due to the two
beams is

P = PIN1 + PIN2 (3.1)
by applying a small modulation to the first carrier, the power is

P =
(
PIN1 + P̃IN1 sin (2πftonet)

)
+ PIN2 (3.2)

where ftone is the frequency of the pilot tone only applied to first
beam and P̃IN1 is the quantity of optical power modulated. This
means that, by synchronously demodulating the power at the
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frequency ftone, it is possible to extract the information regarding
P̃IN1 , that is only related to the first carrier. By properly labeling
all the input carriers with different frequencies it is then possible
to isolate the effect of each optical signal. This comes at the
expense of the extracted power, that is now only a fraction of
the overall power reaching the sensor. To increase the extracted
signal, a bigger fraction of the signal P̃IN1 can be modulated.
However, an excessive modulation of the input power may disrupt
the optical functionality of the system, so the modulation depth
should be decided on a case by case basis.

Notice that, while the implementation of the pilot tone tech-
nique is similar to the dithering technique (superimposing an
oscillation to the optical power and synchronously demodulating
the information of the sensor), the two are substantially different.
Indeed, the pilot tone technique is used to label the individual
carriers and discriminate one from the other, while the dither-
ing technique is used to extract the first derivative of a photonic
device around its working condition.

3.5.2 Pilot tones with the dithering technique

With the use of the dithering technique the information of the
first derivative gets modulated around the frequency of the oscil-
lation of the heater power. If a portion of the light is modulated
with a pilot tone, two intermodulated spectral components ap-
pear at the sum and the difference of the pilot tone and the
dithering frequency. To prove this result, the steps are very sim-
ilar to the ones already shown in Section 2.2 for explaining the
dithering technique. However, since the input power is not con-
stant, it is now best to linearize the transfer function H(W ) of
the device of interest around an average heater power W0, rather
than directly POUT .

Let us consider for the sake of simplicity to have only one
carrier modulated by a pilot tone, so that

PIN = PIN,0 + P̃IN sin (2πftonet) (3.3)

where PIN,0 is the average power of the beam and P̃IN is the
quantity of power modulated by the pilot tone technique. The
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output power will be

POUT (W ) = PIN ·H (W ) =[
PIN,0 + P̃IN sin (2πftonet)

]
·H (W )

(3.4)

By linearizing H(W ) around its working condition and by con-
sidering a sinusoidal oscillation at fdith of the heater power W , it
is

POUT (W ) = PIN,0H (W0) + P̃IN sin (2πftonet)H (W0)+

+PIN,0
∂H(W )

∂W
sin (2πfditht)+

+P̃IN
1

2

∂H(W )

∂W
cos [2π (fdith ± ftone) t]

(3.5)

For clarity, let us define the fraction of power modulated by the
pilot tone with respect to the average value as

r =
P̃IN

PIN,0

(3.6)

so that Equation (3.5) can be rewritten as

POUT (W ) = POUT,0 + rPOUT,0 sin (2πftonet)+

+
∂POUT

∂W
sin (2πfditht) + r

1

2

∂POUT

∂W
cos [2π (fdith ± ftone) t]

(3.7)

where POUT,0 = PIN,0H(W0) is the average power emerging from
the device considered. The spectrum of the output power is de-
picted in Fig. 3.5. The average power POUT,0 is still correctly at
DC, the contribution due to the pilot tone rPOUT,0 is still cor-
rectly modulated around ftone, the first derivative of the transfer
function remains modulated around fdith, but two more contri-
butions, centered around ftone ± fdith appear. These components
are proportional to the first derivative of the transfer function
as well, but with respect to the contribution modulated around
fdith they are scaled down of a factor r/2. This means that, by
extracting the signal around ftone ± fdith, it is possible to extract
the first derivative of the output power only related to the labeled
tone considered.
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Figure 3.5: Spectrum of the output power when both the pilot tone technique
and the dithering are used. The direct contribution due to the pilot tones
is in blue, the dithering and higher-order harmonics in red (solid and
dashed, respectively), and the intermodulated tones in purple.

This signal can be simply extracted by performing a double
demodulation in cascade: the first one at fdith, so that the inter-
modulated tones gets downconverted at ftone, and then a second
one at ftone, to shift them to baseband. Another possibility is a
single demodulation directly at ftone ± fdith. Both the solutions
achieve the same SNR, as reported in the appendix A, so the
most convenient one should be chosen depending on the details
of the system adopted.

3.5.3 Dimensioning of the pilot tones frequencies

Let us assume that the two input beams have been individu-
ally labeled, each with its own ftone,1 and ftone,2. As described
in 3.3.1, by choosing a fundamental frequency fd and by plac-
ing the dithering tones at prime multiples of this frequency, in
the spectrum there will be a spectral component every fd, ei-
ther a dithering tone or a higher-order harmonic (but never
both). The intermodulated spectral components generated by
the pilot tones technique have to be located in between a cer-
tain N · fd and the following (N + 1) · fd. In between these two,
the number of intermodulated spectral components that has to
be accommodated is twice the number of the pilot tones used
in the system: indeed, in this frequency range, there would be
the high-frequency components of the first dithering harmonic
(Nfd + ftone,1 and Nfd + ftone,2) and the low-frequency of the
second one ((N + 1)fd − ftone,1 and (N + 1)fd − ftone,2 ). The
result can be generalized, meaning that, to find the fundamental
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Figure 3.6: Spectrum of the signal acquired by the photodiode at the end of
the mesh. All the spectral components are spaced of a factor ft.

distancing of the pilot tones frequency, it is

ft =
(N + 1) · fd −N · fd

2 ·# of pilot tones + 1 =
fd

2 ·# of pilot tones + 1 (3.8)

In this case, since two tones have to be allotted, for fd ≃ 6 kHz,
it is ft ≃ 1.2 kHz. Hence, the two pilot tones necessary for the
experiments are ftone,1 ≃ 1.2 kHz and ftone,2 ≃ 2.4 kHz. The
possible non-linearities introduced by the pilot tones have not
been considered, since they only depend on the performance of
the external modulator used to label the input signal.

The resulting spectrum, depicted in Fig. 3.6, presents now
a spectral component every ft. This means that the use of the
pilot tones technique comes also at the expense of the maximum
bandwidth achievable by the control, since a narrower low-pass
filtering action is now necessary in order to remove the downcon-
verted unwanted harmonics.

3.5.4 Experimental results

Once the system was correctly dimensioned, the capacity of the
mesh to separate orthogonal modes was finally assessed. For the
purpose, a second photodiode on OUT2 was used to control the
second diagonal of the mesh. The same dithering frequencies
used for the first diagonal can be used for the second diagonal as
well, since the information of interest is intermodulated with the
specific pilot tone frequency.

As a first example of an application, it is shown how the
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Chapter 3. Control of a reprogrammable photonic processor

integrated photonic processor can be operated as a direction-
diversity receiver, i.e. as a multibeam receiver capable of indi-
vidually detecting beams that simultaneously arrive from differ-
ent directions. This concept is demonstrated here by considering
2 beams, but this functionality can be generalized to N beams
arriving from N directions utilizing a photonic processor with
N diagonals of MZIs. As schematically shown in Fig. 3.7(a),
two free-space beams, namely IN1 and IN2, with identical Gaus-
sian shape, wavelength (1550 nm) and polarization status (TE
polarization, to match the polarization sensitivity of the grating
couplers) are shined from two different directions onto the 2D
optical antenna array with a relative angle of 1.25°. This implies
that, in this case, the orthogonality is given only by the direction
of arrival of the beams. The control is then turned on, and the
power at the respective output ports is assessed.

To quantify the mode-sorting capability, the level of crosstalk
is measured. To this aim, the quantity of light coming from
IN1 emerging from OUT2 is assessed. This can be easily done
since, as shown in Fig. 3.6, in the output power spectrum there
is a spectral line around ftone,1 that is only associated to the
beam IN1. The same operation is performed to quantify the light
coming from IN2 emerging from OUT1. The results are reported
in the bar chart in Fig. 3.7(b), showing how more that 25 dB
optical crosstalk suppression is observed. If the mode sorting
status is inverted, meaning that IN2 is sent to OUT1 and IN1
to OUT2, the same level of optical isolation is observed, proving
how the converging of the mesh is independent from the initial
status of the system and from the frequency chosen for each pilot
tone.

Such a low crosstalk level allows to use the integrated photonic
processor as a direction-diversity receiver in a FSO communica-
tion system, where the optical beams are employed to transmit
two independent data channels. To this end, the two beams
IN1 and IN2 were used for the transmission of independently
externally-modulated 10Gbit/s on-off keying (OOK) signals. At
first, the heater of the MZIs are arbitrary initialized, thus the
two data channels are randomly overlapped at both output ports
OUT1 and OUT2 and the measured eye diagrams are completely
closed (Fig. 3.7(c)). Vice versa, once the control is activated,
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Figure 3.7: (a) Schematic representation of two free-space beams (IN1
and IN2), sharing the same wavelength and state of polarization, and
arriving at the receiver from different directions, with a relative angle of
1.25°. (b) Bar chart showing the normalized insertion loss of the beams
IN1 and IN2 at the output waveguides OUT1 and OUT2. (c) The two
beams were independently modulated by a 10Gbit/s OOK signal. The eye
diagram measured at one of the two ports when the photonic processor is
not configured is completely closed. (d) After the control is activated, both
eyes at the output ports are clearly open with neither evident distortion
nor inter-symbol interference.
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open eye diagrams are recorded at both outputs (Fig. 3.7(d)),
each corresponding to the correct transmitting channel. Both the
eye diagrams show no degradation with respect to the reference
eye diagram of the individual channels.

As already stated, in principle, any set of orthogonal beams
can be separated and measured by the mesh. Indeed, the same
experiment has been successfully conducted with very similar re-
sults between two free-space beams sharing the same wavelength
(1550 nm) and state of polarization (TE), coming from the same
direction, but being shaped according to different orthogonal spa-
tial modes [103]. In this case, the circuit operates as a multibeam
mode-diversity receiver.
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CHAPTER4
Second-derivative dithering-based

control system for integrated
modulators

This chapter presents a novel technique to stabilize the work-
ing condition of a photonic modulator. The technique is an
extension of the dithering technique and relies on the extrac-
tion of the second-derivative signal by exploiting the intrinsic
non-linearities of photonic devices, resulting in a scheme that
is both power-independent and calibration-free. The approach
is experimentally validated on a Silicon Photonics micro-ring
modulator (MRM).

The results presented in this chapter were published in:
V. Grimaldi, F. Zanetto, F. Toso, I. Roumpos, T. Chrysostomidis et al.,
"Self-Stabilized 50 Gb/s Silicon Photonic Microring Modulator Using a Power-
Independent and Calibration-Free Control Loop", in Journal of Lightwave Tech-
nology, vol. 41, no. 1, pp. 218-225, 1 Jan.1, 2023, doi: 10.1109/JLT.2022.3210756.
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4.1 Extraction of the second derivative

To discuss the features of the proposed control scheme, let us
refer to an MRM with an integrated heater to shift its resonance
frequency and a sensor on its through port to monitor the out-
put power, such as the one sketched in Fig. 4.1. The control
strategy relies on the use of the dithering technique. As fully ex-
plained in Section 2.2, by adding a small oscillation to the heater
dissipated power, the device output light is modulated around
its average value. The modulation depth is proportional to the
first derivative of the device transfer function around its working
condition. By synchronously demodulating the signal measured
by the detector at the output with a lock-in amplifier, it is pos-
sible to recover such information and use it for control purposes.
However, a locking strategy exploiting this information is power-
independent only when targeting the zero of the measured dither-
ing signal, since the amplitude of the modulation of the optical
output power depends also on the quantity of light inside the
circuit. The optimum working condition for a modulator instead
is located on the slope of the transfer function of an MRM.

For this reason, a new approach has been investigated for this
class of devices. The proposed scheme relies on the fact that,
given the non-linearity of the ring resonator transfer function,
a perfectly sinusoidal modulation of the heater power causes a
non-perfectly sinusoidal oscillation of the output power. Indeed,
by expressing the heater power as

W = W0 +Wdith sin (2πfditht) (4.1)

where W0 is the average power, Wdith the amplitude and fdith the
frequency of the dithering oscillation, the transfer function H(W )
of the MRM can be Taylor-expanded around its bias working
condition, so that the optical output power is

POUT (W ) = PIN ·
{
H (W0) +H ′ (W0) [Wdith sin (2πfditht)] +

+
H ′′ (W0)

2
[Wdith sin (2πfditht)]

2 ...

}
(4.2)
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By limiting the Taylor expansion to the second-order term, Equa-
tion (4.2) can be rewritten as

POUT (W ) = PIN ·
{
H (W0) +H ′ (W0)Wdith sin (2πfditht)+

+
H ′′ (W0)

2
W 2

dith

[
1

2
− 1

2
cos (2π2fditht)

]}
(4.3)

suggesting that, by demodulating the sensor signal at twice the
heater oscillation frequency, it is possible to extract the informa-
tion regarding the second derivative of the MRM transfer function
in a specific working point. By tuning the actuator DC bias to
drive the second-derivative signal to zero, it is thus possible to
lock the MRM in the point of maximum slope regardless of the
quantity of optical power circulating inside the chip, making the
control calibration-free and robust against power fluctuations. A
feedback scheme based on an integral controller, such as the one
previously discussed in Section 2.3, can be exploited for the pur-
pose.

The considerations made so far are valid for a perfectly si-
nusoidal dithering power oscillation, so that the second deriva-
tive extracted from the optical output can be attributed only to
the MRM transfer function non-linearity. In the case of resistive
heaters driven by a current or a voltage source, this requirement is
satisfied by using small dithering signals (amplitude of the dither-
ing oscillation much smaller than the actuator bias value) or by
pre-distorting the actuator driving signal [68] to compensate for
the quadratic relation between command signal and dissipated
power.

4.1.1 Optimum working condition of a MRM

To have a quantitative estimation of the functionalities of the
proposed control loop, it is necessary to introduce the figures of
merit commonly used to describe the performance of a MRM,
that are i) the insertion loss (IL), defined as

IL =
Pin

Pavg

(4.4)
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where Pin is the input optical power and Pavg is the average power
at the MRM output during its operation, determined by the de-
vice working point; and ii) the extinction ratio (ER), defined as

ER =
P1

P0

(4.5)

where P1 and P0 are the transmitted power at the MRM output
for a logical ‘1’ and for a logical ‘0’, respectively. In order to iden-
tify the theoretical optimum point for transmission of a MRM,
the transmitter penalty (TP) is also used [104], defined as

TP [dB] = −10 log

(
P1 − P0

2Pin

)
= −10 log

(
1

IL
· ER− 1

ER + 1

)
(4.6)

The theoretical optimal working condition for a modulator is
found when the TP is minimized. In such operating point, a good
compromise between modulation efficiency and insertion loss is
observed. Indeed, the minimum TP does not coincide with the
point of maximum ER, because by moving closer to the MRM
resonance the insertion loss increases significantly, resulting in a
degradation of the transmission quality.

4.2 System description

4.2.1 Fabricated photonic chip

To assess the performance of the control strategy based on the
second derivative of the MRM transfer function, the circuit de-
picted in Fig. 4.1 was designed and fabricated in IMEC’s silicon
photonic ISIPP50G platform [63]. The microring resonator is an
O-band all-pass ring with a radius of 7.5µm, an FSR of 9.5 nm
(1.7THz), a bandwidth of 190 pm (33GHz) and a Q-factor of
5000. To modulate the light, a highly-doped lateral pn junction
is embedded into the ring, as shown in the cross-section in Fig.
4.1. The 70-nm Si slab is 1020 cm−3 p+ and n+ doped in the
periphery to achieve low series resistance and improve the device
bandwidth [63], while along the ring circumference a 1017 cm−3

doping is chosen to reduce the device insertion loss. To control
the resonance frequency of the modulator, a tungsten integrated
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Figure 4.1: Schematic view of an O-band silicon microring modulator. The
heater is placed on top of the ring. In the inset, a cross-section of the
waveguide is shown. The Si waveguide is partially etched to contact the
pn junction with low series resistance while achieving sufficient guiding
capability. For this reason, the slabs are p+ and n+ doped and the elec-
trical contacts p++ and n++ doped.

heater is fabricated on top of the ring at a distance of 700 nm
from the core, showing a resistance of about 100Ω. At the ring
resonator output, a CLIPP sensor [47] is used to monitor the aver-
age optical power. Two TE-polarization grating couplers (GCs),
each introducing 7 dB of insertion loss, allow optical access with
the input and output fibers.

4.2.2 Electronic system

The photonic chip was mounted on a custom interface board de-
signed to provide easy optical coupling with the input and out-
put fibers and to allow electrical access with the RF tip needed
to drive the modulator, as shown in Fig. 4.2. The photonic chip
was wire-bonded to a custom ASIC for CLIPP readout [105], so
to minimize the stray capacitance of the connection and maxi-
mize the sensor sensitivity. The interface board was connected
to the FPGA-based multichannel motherboard with the rest of
the electronics already described in Section 1.4.2.

4.2.3 Experimental setup

The performance of the modulator and the control scheme were
tested with the experimental setup shown in Fig. 4.3. A tun-
able laser (TUNICS-T100S-HP) was used to generate a 0 dBm
CW signal at λ = 1307.1 nm. An arbitrary waveform gener-
ator (AWG, MICRAM-DAC10002) was employed to create a
25Gbit/s NRZ PRBS9 sequence that was sent to a high-speed

59



Chapter 4. Second-derivative dithering-based control system for integrated
modulators

PHOTONIC CHIP

ASIC

FIBERS

RF TIP

Figure 4.2: Custom printed circuit board designed to house the photonic
chip, the readout ASIC and allow easy optical coupling and RF access.
The board is connected to the FPGA-based motherboard with all the rest
of the electronics.

amplifier (SHF-M804B) to drive the MRM with a 3VPP signal
through a GS RF tip. The bias voltage of the modulator pn
junction was set to −2.5V with a bias-tee. The optical signal at
the output of the modulator was amplified with a PDFA, filtered
with a 10 nm tunable bandpass filter and then measured with a
photoreceiver. The electrical signal was sent to a samplescope
(Keysight-N1000A/N1046A) to assess the quality of the trans-
mission. Polarization controllers (PC) were used in the setup to
provide the right polarization for each component. The temper-
ature of the chip was measured with a 10 kΩ thermistor placed
on the interface board next to the photonic chip, and the whole
setup was kept at 28 ◦C with a thermo-electric cooler (TEC).

Figure 4.3 also shows the implemented control scheme. The
dithering oscillation is a sine wave generated by the FPGA with
the direct digital synthesizer (DDS) DDS1. The generated dither-
ing signal is summed with a digital adder to the DC value and fed
to the heater with a DAC. The optical power in the waveguide is
measured with a CLIPP placed at the MRM through port. The
second derivative of the transfer function is extracted with the
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Figure 4.3: Schematic view of the experimental setup used to assess the
modulator and the control strategy performance.
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use of a digital mixer, fed by another DDS (DDS2). The phase
of the sine wave generated by DDS2 is tuned in order to com-
pensate for the phase shift introduced by the acquisition chain
before the digital mixer. The extracted signal is finally low-pass
filtered and fed to a digital integrator, that moves the heater DC
power in order to drive to zero the amplitude of the measured
second-derivative signal.

4.3 Validation of the control strategy

4.3.1 MRM characterization

The described system was first used to measure the first and sec-
ond derivative of the MRM transfer function. This operation was
performed by ramping the heater power while summing a 6 kHz
dithering signal of around 50µW (practically obtained with a
voltage amplitude of 2mV) to the average value and simultane-
ously acquiring the sensor signal. The electronic system was set
to synchronously demodulate the CLIPP readout at 6 kHz and
12 kHz. The results are shown in Fig. 4.4. As expected, the
zeroes of second derivative correspond to the stationary points of
the first derivative, that in turns correspond to the points where
the slope of the ring transfer function is maximum. The position
of the zeroes does not depend on the quantity of light circulating
inside the ring, that only affects the magnitude of the measured
signals.

4.3.2 Second-Derivative MRM Locking

To assess the effectiveness of the proposed control strategy, the
sole ring modulator performance was first investigated. To do so,
the heater power was manually ramped while keeping the dither-
ing oscillation disabled and the RF modulation active. The ER of
the output light signal was continuously measured with the sam-
plescope and the obtained results are shown in Fig. 4.5(a) in the
trace "dith OFF". By measuring the IL with a low-speed power
monitor and by using Equation (4.6), the TP was computed, as
reported in Fig. 4.5(b). The working condition that achieves
the best modulation performance is the point where the TP is
minimized. In this situation, the measured output light power
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Figure 4.4: Transfer function of the ring resonator (blue) and its first
(red) and second derivatives (yellow) obtained by means of the dithering
technique. The measurement was obtained by sweeping the heater power
and by demodulating the CLIPP signal both at the dithering frequency and
at twice that frequency. As expected, the point of maximum slope of the
ring transfer function corresponds to the maximum of the first derivative
signal and to the zero of the second derivative.

was −18.9 dBm, corresponding to an estimated modulator inser-
tion loss of 4.9 dB. Figure 4.5(c) depicts the respective captured
eye-diagram, with a Q-factor of 8.45 and an ER of 11 dB.

To quantify the effect of the dithering signal on the trans-
mission, the experiment was repeated by activating different os-
cillation amplitudes. Once again, the ER of the output signal
was continuously measured with the samplescope and, together
with the insertion losses, used to estimate the overall TP. The
obtained results are shown in Fig. 4.5. For oscillations of the
heater power of 50µW amplitude, the ER is worsened of 1 dB
at maximum, while negligible effects can be observed in the TP.
A slightly higher degradation is instead observed in the 100µW
case, that for this reason was discarded in the following experi-
ments.

Since the control scheme searches for the zeroes of the MRM
transfer function second derivative, the device is locked in the
point of its maximum slope. This point does not coincide with
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Figure 4.5: (a) Extinction Ratio and (b) Transmitter Penalty measured at
the MRM output. The curves are obtained for different dithering am-
plitudes (dithering off, 50 µW and 100 µW). The circles indicate the
working point targeted by the control scheme, showing that the system
is able to converge to a condition very close to the TP minimum. (c)
Eye diagrams measured when manually tuning the MRM in the optimum
operating point, compared to those obtained when automatically locking
the device with the proposed control strategy.
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the TP minimum. To assess how far these two working conditions
are, the locking points of the system are marked in Fig. 4.5(a)
and 4.5(b). It is possible to see how these values are very close
to the minimum of the TP and well within a 1 dB tolerance re-
gion. This leads to no measurable deterioration of the modulator
performance [63], as also confirmed by the eye diagrams in Fig.
4.5(c). The proposed technique allows to lock the MRM on both
the blue and the red side of the resonance, simply by changing
the sign of the acquired dithering signal to invert the behavior
of the integrator. The blue side is usually preferred, in order to
avoid feedback instabilities due to self-heating effects [82, 106].

4.3.3 Automatic recovery from wavelength variations

The performance of the control scheme was first assessed in terms
of its capability to swiftly recover from abrupt MRM working
point variations. While using a dithering power of 50µW to
have minimum degradation in the transmission performance, a
wavelength variation was imposed to the system. Figure 4.6(a)
reports the output power measured with the external power moni-
tor while the control feedback was active. After 130ms, the wave-
length of the input laser was abruptly changed from 1307.6 nm to
1307.7 nm (+100 pm). The signal measured by the power monitor
instantaneously changed from −18 dBm to −14 dBm, due to the
shift of the MRM working condition. The reaction of the control
loop is demonstrated by the evolution of the heater power shown
in Fig. 4.6(b), that increases to compensate for the wavelength
shift with a rise time of 30ms. The control scheme correctly
restores the initial value of the output power, proving that the
system is able to recover the original working condition. The
quality of the transmission is also restored, as indicated by the
two eyes captured before and after the disturbance, that show no
difference between each other. Being the wavelength and tem-
perature fluctuations in real systems usually characterized by a
slow evolution, often in the hundreds of milliseconds timescale,
the achieved control speed is sufficient for most applications. If a
faster reaction time is needed, the CLIPP sensor can be replaced
with a more sensitive detector, since a higher readout signal-
to-noise ratio (SNR) can be traded to obtain a larger control
bandwidth, while keeping the same modulation accuracy.
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Figure 4.6: Time evolution of (a) the optical power at the MRM output
and (b) the heater power when abruptly changing the laser wavelength of
+100 pm (at t = 130ms) with the feedback control loop activated. After
the disturbance, the MRM working point shifts to the right, so the heater
power has to increase to move the device transfer function in the same
direction.
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4.4 50-G transmission experiment

The same experimental setup shown in Fig. 4.3 was also used to
drive the MRM with a 50Gbit/s on-off keying (OOK) modulation
scheme. Notice that, since the control algorithm is not based
on the direct assessment of the transmission performance, the
modulation scheme or the frequency have no effect on the locking
accuracy. In the following experiments, that had a duration of
around 10 minutes, one external variable was manually swept in
order to simulate a slowly-varying environment. The quality of
the modulation was assessed during the whole experiments and
reported to prove the efficiency of the control scheme in practical
scenarios.

4.4.1 Wavelength drift compensation

During a 15-minute-long experiment, the wavelength of the in-
put laser was slowly increased from 1306 nm to 1314 nm with the
control loop constantly active. The results are reported in Fig.
4.7. During the whole experiment, the power measured at the
input of the PDFA remains constant. As shown in Fig. 4.7(b),
the heater power follows closely the laser shift, showing how the
control action is able to always restore the correct working point
of the modulator. The quality of the transmission, assessed by
measuring the Q-factor of the output signal throughout the whole
experiment, is thus not impaired. The average Q-factor value of
4.75 corresponds to a theoretical BER of 10−6 [107], well below
the forward error correction threshold normally required for OOK
transmission [108]. Figure 4.7 also reports three eyes taken at
three different instants during the experiment, showing no mea-
surable difference between each other.

4.4.2 Thermal drift compensation

The main challenge in employing Silicon Photonics circuits in
datacenters comes from temperature fluctuations. Thus, the pro-
posed control scheme was also tested in a temperature unstable
scenario, to demonstrate that it can effectively compensate ther-
mal drifts in real time. To this aim, temperature oscillations were
intentionally generated in the setup using the TEC controller. As
shown in Fig. 4.8, the temperature was increased from 28 ◦C to
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Figure 4.7: Time evolution of (a) input laser wavelength, (b) heater power,
(c) output optical power and (d) output eye diagram Q-factor, obtained
when moving the laser wavelength from 1306 nm to 1314 nm while trans-
mitting a 50Gbit/s signal. The feedback loop updates the heater power in
real-time to compensate the wavelength shift, preserving the transmission
quality.
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38 ◦C during an 8-minute-long experiment. The controlled heater
power mirrors perfectly the temperature profile, confirming that
the control action is able to compensate any shift introduced by
external perturbations. As a result, the output power measured
at the input of the PDFA remains constant, apart from a negli-
gible variation at high temperature due to a small light coupling
drift in the setup. The Q-factor of the output signal, continuously
assessed during the whole experiment, remains constant around
4.94 regardless of the global temperature of the system. In this
condition, the estimated theoretical BER is 3.8 · 10−7. The qual-
ity of the transmission link is therefore preserved, as also demon-
strated by the eyes captured at different temperatures reported
at the bottom of Fig.4.8.

4.5 Comparison with other control schemes

The control scheme proposed has been proven to be very effective
in stabilizing the working condition of a microring modulator in
the region of maximum slope of its transfer function, close to the
theoretical optimum point of minimum transmitter penalty. A
comparison with different state-of-the-art solutions is reported in
Table I. In [77] and [109], the DC output power is monitored, re-
sulting in a control scheme that is not power-independent. In [68]
and [106], both the input and the output power of the ring modu-
lator are assessed, in a ratiometric approach. While this strategy
could lead to a power-independent control system, it is unclear
how the fabrication mismatches and the non-linearities of the
MRM and the sensor would affect the convergence point, hence
requiring a prior calibration. In [110], the OMA is measured
and used to control a ring, a valid approach as well that requires
however expensive and complicated RF electronics.

Moreover, the dithering technique allows to extract the first
derivative of any device transfer function as well, meaning that
the proposed control scheme also allows to stabilize components,
such as MZIs or add/drop ring resonators, in the point of min-
imum (or maximum) transmission. The same electronic system
can thus be used to fully control and stabilize heterogeneous ar-
chitectures performing multiple functionalities in the same chip,
as it will be shown in the following chapter.
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Figure 4.8: (a) Chip temperature profile obtained by operating the TEC
in the setup. (b) The heater power mirrors perfectly the temperature
evolution to compensate for any shift in the MRM transfer function. As a
result, the output power (c) remains constant, apart for a minor fiber-chip
misalignment at high temperature, and the output eye diagram Q-factor
(d) does not change with temperature.
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Table 4.1: Comparative table of state-of-the-art control strategies for
MRMs.

[77] [68] [110] [109] This
work

Laser band C-band O-band C-band C-band O-band

Control
strategy

Output
power

monitor-
ing

Input
and

through
port

power
monitor-

ing

OMA
monitor-

ing

MRM pn
junction
current

monitor-
ing

MRM
second-

derivative
extrac-

tion

Number of
sensors

1 (exter-
nal) 2 1 Ring pn

junction 1

Requires cal-
ibration Yes Yes No Yes No

Power-
independent No Yes Yes No Yes

Modulation
scheme OOK PAM4 OOK OOK OOK

Data-Rate 10Gbps 112Gbps 2Gbps 12.5Gbps 50Gbps
Requires RF
electronics No No Yes No No
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CHAPTER5
Dual-control system for multi-socket

interconnect architecture

The dithering technique and its second-derivative extension can
be used together to control more complex and heterogeneous
systems. In this chapter, a WDM-based multi-socket intercon-
nect architecture is presented and validated, where both resonant
switches, locked on the maxima of their transfer function, and
micro-ring modulators (MRM), locked on the maximum slope
working condition, are simultaneously controlled.
The results presented in this chapter were published in:
F. Zanetto, V. Grimaldi, M. Moralis-Pegios, S. Pitris, K. Fotiadis et al., "WDM-
based silicon photonic multi-socket interconnect architecture with automated wave-
length and thermal drift compensation," Journal of Lightwave Technology, vol. 38,
no. 21, pp. 6000-6006, 2020, doi: 10.1109/JLT.2020.3008001.

I. Roumpos, T. Chrysostomidis, V. Grimaldi, F. Zanetto, F. Toso et al., "Tem-
perature and wavelength drift tolerant WDM transmission and routing in on-
chip silicon photonic interconnects," Opt. Express 30, 26628-26638, 2022, doi:
10.1364/OE.455107.
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Chapter 5. Dual-control system for multi-socket interconnect architecture

5.1 System description

With the demand for data traffic capacity in intra datacenter
applications roughly doubling every year [111], novel techniques
must be developed to cope with traffic growth. A key problem
is the power consumption and the latency in the communication
between different processors, that do not scale with the rest of
the electronics [2]. These problems have driven research inter-
est on novel multi-socket-boards, that integrate several processor
sockets on a single board interconnected with a low latency in-
terface.

Optical architectures based on Arrayed Waveguide Grating
Router (AWGR) have already been demonstrated to enable any-
to-any, low-latency, low-energy communication between more
than 8 nodes [3]. Figure 5.1 shows the AWGR-based NxN inter-
connection scheme proposed within the H2020 ICT-STREAMS
European project [112]. Each processor is connected to a trans-
mission engine (Tx), featuring N-1 lasers at different wavelengths,
each equipped with an integrated modulator (MOD) to encode
the data that has to be transmitted. These are then combined
in a WDM-encoded data stream on a single bus by an optical
(N-1):1 multiplexer (MUX), connected to the corresponding in-
put of the AWGR. The carriers of each data stream get routed
by the AWGR to different receivers depending on their wave-
length, with collision-less transmission achieved thanks to the
cyclic-frequency routing properties of the AWGR. At the receiv-
ing side (Rx) of each socket, the WDM-encoded data stream gets
demultiplexed with a 1:(N-1) optical demultiplexer (DEMUX) so
that each wavelength is acquired by a separate receiver, allow-
ing to discriminate the transmission from each sender. In this
way, every processor can simultaneously communicate with all
the others by simply encoding its electrical information on the
wavelength of the target receiver, allowing any-to-any direct in-
terconnection without the need of switching mechanisms.

AWGRs have been demonstrated to be effective routing en-
gines in any large integration scale platforms [113–116]. In par-
ticular, Silicon Photonics enables the largest integration scale
and includes all the functional building blocks required by the
proposed interconnection scheme [117]. However, as the num-
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Figure 5.1: CPU interconnection scheme proposed within the H2020 ICT-
STREAMS European project. Thanks to WDM data encoding and to the
cyclic-frequency routing properties of the AWGR, any-to-any direct com-
munication is possible between the CPUs without the need of switching
mechanisms.

ber of components on a single chip grows, the requirements on
their control become critical. Thus, algorithms and strategies to
tune, reconfigure, calibrate and operate these devices are needed
to maintain the performance of the system at the required lev-
els [16, 21,71,118].

5.1.1 Photonic chip

To prove the advantages of a feedback scheme to keep the per-
formance of the system at the required levels, a subsection of the
proposed interconnection scheme was designed and integrated in
IMEC’s ISIPP50G platform in a single photonic chip. As de-
picted in Fig. 5.2, the system comprises of two Tx sockets, each
equipped with a micro-ring modulator (MOD) such as the one
described in Chapter 4: it is an O-band all-pass ring with a radius
of 7.5µm, an FSR of 9.5 nm (1.7THz), a bandwidth of 190 pm
(33GHz) and a Q-factor of 5000, with a highly-doped lateral
pn junction embedded into the ring to modulate the light. The
two sockets are each equipped with a single laser to simplify the
complexity of the assembly, but the approach and the obtained
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results can be extended also to a multi-laser situation.
Each socket is interconnected to the AWGR optical engine

through a 8x1 MUX with an FSR of 9.6 nm, based on cascaded
double-ring resonators to provide sufficient selectivity and out-
of-band attenuation in a very compact design [119]. The two
Tx sockets are connected to a 16x16 O-band AWGR [9], with
a channel spacing of 1.1 nm and a free spectral range (FSR)
of 17.6 nm, allowing non-blocking communication of the two
through wavelength-based routing.

Thus, the AWGR combines the two input signals coming from
the transmitters and routes them towards a common receiver
socket, that routes them back in two separated output through a
1x8 DEMUX, based on cascaded double-ring resonators similar
to the ones employed for the MUX. The access to the optical
inputs and outputs, denoted in figure as In1, In2, Out1 and Out2,
is achieved via TE-polarization grating couplers (GC), all at the
left side of the chip. Two auxiliary outputs, denoted as Aux1 and
Aux2, are also present, in order to monitor the through port of the
DEMUX on the Rx socket and the second output of the AWGR,
respectively. Integrated heaters allow fine thermal tuning of the
MODs, MUXes and DEMUX resonances, while CLIPP sensors
are employed to monitor the optical power all around the system.
Both the CLIPP sensors and the integrated heaters are accessible
through electrical DC pads at the right side of the chip and are
wire-bonded to the electronic system. A microscope photograph
of the fabricated chip is reported in Fig. 5.3.

5.2 Experimental setup

As depicted in Fig. 5.4, two CW laser beams (λ1 = 1311.7 nm,
λ2 = 1310.6 nm) were launched into the chip Tx1 and Tx2, re-
spectively. The two employed wavelengths correspond to the
channels of the AWGR optical spectrum. An arbitrary wave-
form generator (AWG, MICRAM-DAC10002) was employed to
create a 25Gbit/s NRZ PRBS9 sequence that was sent to a high-
speed amplifier (SHF-M804B) to drive MOD1 with a 3VPP signal
through a GS RF tip. The bias voltage of the modulator pn junc-
tion was set to −2.5V with a bias-tee. The optical signal at the
output of interest (either OUT1, OUT2 or AUX1) was sampled
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with a 90/10 splitter in order to be measured by a power mon-
itor and simultaneously amplified with a PDFA, filtered with a
10 nm tunable bandpass filter and then measured with a pho-
toreceiver, that was then connected to a samplescope (Keysight-
N1000A/N1046A) in order to assess the quality of the transmis-
sion. Polarization controllers (PC) were used in the setup to
provide the right polarization for each component. The temper-
ature of the chip was measured with a 10 kΩ thermistor placed
on the interface board next to the photonic chip, and the whole
setup was kept at 28 ◦C with a thermo-electric cooler (TEC).

The electronic system architecture implemented to indepen-
dently lock MODs, MUXes and DEMUX is also reported in Fig.
5.4. The CLIPP readout is carried out through the use of a cus-
tom 32-channel ASIC that encompasses the electronic front-end
and a mixer to downconvert the information of interest [120].
This chip is directly wire-bonded to the photonic chip in order
to minimize the effect of the stray capacitances, so to maximize
the CLIPP sensitivity [49, 69]. Both the photonic chip and the
ASIC are mounted on a host PCB, that is then connected to
the FPGA-based motherboard where the signal gets further con-
ditioned and digitized. The lock-in is completed in the digital
domain: by choosing the value of fdemod, either the first or the
second derivative of the transfer function can be extracted and
used as the error signal of each control loop, depending on the
device that has to be stabilized. The loops are then completed
by integral controllers that drive the correct heaters in order to
zero the error signal. All the loops are operated independently
from each other by the FPGA.

5.3 Characterization of the interconnect subsystem

In order to fully understand and exploit the system capabilities,
the assembly had to be fully characterized. While the modulator
characteristics were fully discussed in Chapter 4, the performance
of the control system applied to the only resonant switches have
to be assessed. Since the target working point of these devices is
the resonance condition, the control strategy relies on the use of
the dithering technique to extract the first-derivative signal, as
explained in 2.2. Figure 5.5 shows the MUX transfer function and
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its first-derivative signal as a function of the heater power, mea-
sured with a CLIPP at the drop port of the filter. The application
of a dithering modulation of 10mV amplitude (corresponding to
around 600µW in terms of power) allows to obtain a sufficiently
high signal-to-noise ratio in the extraction of the derivative in-
formation, yet without affecting the quality of the transmitted
signal [78]. The double peaked transfer function of the filter is
due to a slight overcoupling of the rings, that can be solved by us-
ing two separated heaters to control each of them independently.
The use of a single collective heater was here preferred to simplify
the control strategy while still allowing to match the MUX grid
to the respective laser wavelength.

Figure 5.5 shows the spectral response of the MUX aligned to
the AWGR one, that is instead operated in open-loop. Hence, the
maximum transmission is obtained when the peak of the MUX
transfer function is aligned to the AWGR maximum. This con-
dition is met if the correct wavelength is launched in the system
and the control of the system is activated.

5.3.1 Automatic locking and recovery vs. wavelength shifts

The performance of the implemented closed-loop control was
evaluated in terms of capability to react to wavelength varia-
tions. To this aim, a single input laser, the MUX, AWGR and
the DEMUX were first tuned and locked to maximize the out-
put power. The optimal operating point of the system was then
intentionally perturbed by shifting the laser wavelength with a
step of 200 pm. Figure 5.7 shows the time evolution of the opti-
cal power at the output of the chip, measured with an external
photodiode in four different scenarios.

The first experiment was conducted in open loop, i.e. with
no control action, by applying a positive wavelength shift. As
shown in the curve "NOT-locked (+200 pm)", a loss of about 6 dB
was measured at the output of the system, since after the step
the laser is outside the MUX and DEMUX passband. A second
experiment was then conducted with the control of MUX and
DEMUX activated in real time. The curve "Locked (+200 pm)"
shows how the system is able to swiftly recover its working point
after the wavelength detuning. The final power level is slightly
different from the initial one because of the not perfectly flat
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response of the AWGR in its passband (Fig. 5.6). The inset of
Fig. 5.7 expands the transient of the experiment, showing an
estimated recovery time of the system of around 30ms.

A similar experiment was conducted from the same starting
point by shifting the input laser wavelength with a -200 pm step.
Figure 5.7 also shows these results, in which a steady loss of about
3 dB is measured when the system is operated in open-loop. The
loss is different than before because MUX, DEMUX and AWGR
are now operating in different working points with respect to the
previous experiment. Instead, if the control is active, also in this
case the system realigns both MUX and DEMUX in real-time
to the new signal wavelength within the 30ms of the closed loop
response time.
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5.4 Dual-control system evaluation

The losses of each component in the fabricated chip are quite
high: the input and output GCs cause an overall 10 dB of losses,
the MOD around 4 dB when operated, the MUXes and the DE-
MUX around 2.5 dB each when fully tuned, and the AWGR
around 7 dB, for a total attenuation of around 26 dB. Even by
launching the highest possible power that could be generated by
the laser, that is 5 dBm, the emerging power from OUT1 and
OUT2 would be around −21 dBm. The PDFA used was not able
to correctly amplify this signal without destroying the quality of
the transmission. This means that, because of the high losses
of the link, the full interconnect system cannot be validated. In
particular, the biggest contribution that can be easily limited in
future fabrications comes from the 10 dB from the GCs, that can
be reduced by choosing edge couplers, which are reported to have
insertion loss lower than 0.5 dB [121].

However, if the DEMUX is bypassed, the power emerging from
AUX1 is around −18.5 dBm, that instead can be correctly am-
plified by the PDFA without impairing the transmission. For
this reason, in the following experiments, only the MOD and
the MUXes are controlled, allowing in this way to validate the
dual-control system, since the two classes of devices are sta-
bilized on two different working conditions. A 2-channel full-
link demonstration with externally-modulated input signals is
reported in [74].

Two experiments in the 5-minutes range with an external
slowly-varying variable were conducted. The signal injected in
the Tx1 socket was modulated through MOD1 with a 25Gbit/s
OOK modulation scheme. The modulator in the second trans-
mitting socket Tx2 was instead not operated. The MUXes in Tx1
and Tx2 were both controlled.

5.4.1 Wavelength drift test

As a first test, an instability in the to Tx1 laser emitted wave-
length was simulated. To this end, the CW light beam injected in
In1 was swept from 1309.90 nm to 1310.85 nm, with 50 pm steps,
during a 4.5min-long experiment. The wavelength of the CW
laser injected at In2 signal was kept constant at 1311.3 nm, and
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Figure 5.8: (a) Time evolution of the input laser wavelength profile, ob-
tained by sweeping the laser wavelength from 1309.90 nm to 1310.85 nm.
(b) The controlled heaters power (MOD1 and MUX1) perfectly mirrors
the wavelength evolution. (c) The output optical power and (d) the out-
put eye diagram Q-factor, obtained while transmitting a 25Gbit/s signal,
were also recorded, showing how the feedback loop is able to preserve the
transmission quality.
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5.4. Dual-control system evaluation

the MUX2 was controlled to work at resonance and route the In2
signal inside the AWGR. In this sense, the second socket is only
operated as a CW disturb in the AWGR interconnect. The results
of the control are reported in Fig. 5.8. In particular, it is pos-
sible to see how the time evolution of MOD1 and MUX1 heater
power perfectly mirrors the wavelength profile of the input laser.
The operating voltage of MUX2 remains constant throughout
the experimental procedure, corresponding to the constant value
of the incoming light beam wavelength at 1311.3 nm. The sig-
nal from In1 was modulated through MOD1 and, after emerging
from Aux1, was evaluated in terms of average optical power and
Q-factor values extracted from the eye diagrams captured dur-
ing the experiments. Some eye diagrams at specific wavelength
values are also reported in Fig. 5.8. Both the received aver-
age optical power and the Q-factor follow the non-perfectly-flat
AWGR channel response. Finally, it should be noted that the
recorded Q-factor values ranged from 4.1 to 6.8 with an average
value of 5.9, that corresponds to a theoretical bit error rate value
of 1.82 · 10−9, well below the forward error correction threshold
required for OOK transmission [108].

5.4.2 Thermal stress test

In real datacenter environments, temperature instabilities are one
of the main issues to be faced when employing Silicon Photon-
ics devices. Consequently, the proposed optical interconnection
scheme was also tested in a temperature unstable scenario, to
demonstrate that a closed-loop control can effectively compen-
sate thermal drifts in real time. For the purpose, external tem-
perature fluctuations were applied to the chip through the on-
board TEC. The CW signal is injected in Tx1 and modulated by
MOD1, passes through MUX1, gets routed through the AWGR
and emerges at Aux1, where it is evaluated with a power monitor
and a sampling oscilloscope.

Figure 5.9(a) shows the time evolution of the on-chip tem-
perature during the 6-minute-long thermal stress test, with the
temperature varying from 27 ◦C to 36 ◦C. Figure 5.9(b) illus-
trates the time evolution of MOD1, MUX1 and MUX2 heater
voltages. The curves mirror the time evolution of the on-chip
temperature, certifying the correct response of the locking sys-
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Figure 5.9: (a) Chip temperature profile obtained by operating the TEC
in the setup. (b) The heater power mirrors perfectly the temperature
evolution to compensate any shift in the MRM transfer function. As a
result, the output power (c) and the output diagram Q-factor follow the
non-perfectly-flat response of the AWGR.
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5.4. Dual-control system evaluation

tem to the applied temperature fluctuations. As expected, the
optical power emerging from Aux1 vs. the on-chip temperature,
depicted in Fig. 5.9(c), follows the non-flat transfer function of
the AWGR. Similarly, Fig. 5.9(d) shows the extracted Q-factor
of the modulation, ranging from 4.6 to 6.8. Once again, the dual-
control system is able to maintain the quality of the transmission
link during the whole stress test.
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CHAPTER6
Guidelines for the digital design of the

system

This chapter discusses the practical implementation of the digital
system previously described, with a focus on the main strategies
employed in the design of the firmware for the FPGA. In par-
ticular, the overview on how to implement an any-to-any input-
output control loop that can be dynamically reconfigured and
used for different photonic chips is discussed. The digital signal
processing (DSP) chain is also presented, showing how to effi-
ciently filter out the spurious harmonics in the acquired spectrum
while still keeping the size of the single stages limited. The main
strategies employed to implement a design that could fit into
a commercially-available FPGA are discussed. Finally, a quick
overview on how to efficiently program a software to control the
assembly is introduced.
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6.1 The role of the FPGA

The electronic system described at the end of Chapter 2 requires
a digital core in order to individually communicate with each
electronic component. Moreover, a digital core is also necessary
to complete the lock-in scheme to extract the dithering infor-
mation, further process the readout signal, and implement the
integral controller to close the loop. Given the high complexity
of the tasks and the high number of independent parallel chains
present on the board, an FPGA was preferred over a simple mi-
crocontroller. Indeed, FPGA are classified as "spatial-computing"
devices, since they do not execute the instructions one after the
other as a normal processor would do, but rather translate the
code into a dedicated piece of hardware. Each piece of code would
then be mapped individually into a certain region of the FPGA
and work independently from the other ones. This means that,
if properly implemented, the control loops are independent one
from the other, facilitating future expansions of the dimension of
the overall system.

Rather than directly integrating the FPGA on the mother-
board, a commercial module was preferred, in order to simplify
the design of the PCB and the interface with an external com-
puter. The board chosen is the XEM7310, by OpalKelly, shown
in 6.1, that mounts:

• an Artix-7 FPGA, manifactured by Xilinx;

• 1Gibit DDR3 SDRAM;

• a 16Mibit-flash memory to store the FPGA bit file when
powered off;

• a SuperSpeed USB 3.0 interface for configuration and data
transfer handled by a dedicated peripheral controller (Cy-
press FX3);

• eight LEDs, especially useful for debugging purposes;

. This board is connected to the motherboard through two 80-
pin expansion connectors, that provide a convenient access to
the FPGA I/O pins. The USB connection with the PC allows
to change the parameters of the control system at run time and
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6.2. Firmware high-level architecture

Figure 6.1: Board XEM7310, sold by Opal Kelly. An Artix-7 FPGA is
mounted on it.

to read, display and possibly save the result of the acquisition
chain. OpalKelly provides the HDL modules and the related
software APIs to handle the communication between the FPGA
and the USB interface. The huge flexibility offered by the FPGA
comes at the expense of cost and power consumption. For spe-
cific commercial applications, a less power-hungry and cheaper
microcontroller could be envisioned, that can be then tailored it
on the exact needs of the system.

6.2 Firmware high-level architecture

The high-level view of the implemented firmware is shown in
Fig. 6.2. The 16 acquisition channels present on the board are
mapped to 16 independent DSP chains, each of them extracting
the in-phase and quadrature component of the acquired signal.
The digital chains encompass two sinusoidal mixers to downcon-
vert the dithering information and separate the in-phase and the
quadrature component of each acquired signal. A low-pass fil-
ter is also present to filter out the noise of the system and the
unwanted harmonics of the dithering tones of other optical de-
vices. The practical implementation of the digital chain will be
discussed in details in Section 6.4. The 32 outputs of these 16
DSP chains are each mapped to all the heater control chains,
each connected to an actuation chain on the motherboard. This
means that the input of each controller is dynamically selected
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Figure 6.2: High-level view of the implemented firmware. Each integral
controller is connected through a 32:1 multiplexer to all the signals from
the acquisition chains, allowing a reconfigurable any-to-any control sys-
tem.
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with a 32:1 multiplexer connected to all the dithering signals,
allowing to realize an any-to-any input-output control action for
every different photonic circuit, without having to reprogram and
recompile the firmware.

Finally, the DC value of the heater is connected either to a
value set by the external user in the UI, or, if the control is
activated, to the output of the integral controller. The DC value
of the heater is then summed to a sinusoidal signal necessary to
extract the dithering information.

6.3 Implementation of the DDSs

An efficient way to synthesize a sinusoidal oscillation in the digital
domain is through the use of a direct digital synthesizer (DDS).
The DDS is basically a look-up table (LUT) that stores the am-
plitude value of a single full sine cycle [122]. The faster the system
goes through the LUT, the faster the frequency of the generated
oscillation.

The easiest way to implement a DDS-based digital lock-in
would be to use the same DDS to generate both the stimulus
and the demodulating signal fed to the mixer. While appealing
for its simplicity, this solution has many drawbacks. The most
obvious issue is that the acquired signal will undergo an unwanted
phase shift due to the electronic components in the acquisition
chain and the digital registers inside the FPGA before reaching
the input of the mixer. Notice that this phase shift depends on
the frequency of the dithering signal. This means that the phase
of the demodulating signal has to be independently tuned in or-
der to compensate for these effects. Moreover, it is best to set
the frequency of the demodulating signal independently from the
dithering tone, since this would allow to perform more complex
control action, such as the one to extract the second-derivative
signal described in Chapter 4. Hence, the best approach is to
implement two separated DDSs for each channel, one to gener-
ate the dithering oscillation, one for the demodulating signal. It
is important, however, that the two DDSs are connected to the
same digital clock, so that the frequency generated by two differ-
ent and independently-programmed DDSs are perfectly related.

For the sake of efficiency, the DDS is not programmed and im-

93



Chapter 6. Guidelines for the digital design of the system

plemented from scratch, but an IPCore from the Xilinx libraries
is preferred [123]. Moreover, rather than designing 16 indepen-
dent single-channel DDSs (one for each channel of the system),
it is advised to implement a single multichannel DDS. In this
way, a single time-multiplexed LUT gets implemented, saving
many resources in the firmware that would otherwise not fit into
a commercially-available FPGA. The drawback of this solution
is that the clock connected to these multichannel DDSs has to
be 16 times faster than the one normally necessary, complicating
the design and the timing closure of the digital design [124].

6.3.1 Practical implementation of dithering and pilot tones fre-
quencies

Due the digital nature of the DDS, the exact frequency generated
depends on its frequency resolution. For a 5MHz clocked DDS
with a resolution of 16 bit, it is

fmin =
5MHz

216
= 76.29Hz (6.1)

As stated in Section 3.3.1, to fit all the necessary dithering con-
tributions in the spectrum without impairing the loop bandwidth,
the dithering tones were dimensioned to be prime multiples of a
fundamental frequency fd, that was designed to be around 6 kHz.
The exact frequency will depend on the frequency resolution of
the DDS. Moreover, the dimensioning of the pilot tones frequen-
cies explained in Section 3.5.1 followed from there: the best use
of the spectrum is to place the intermodulated spectral compo-
nents equally spaced in the interval between two dithering spec-
tral lines. This means that the fundamental dithering frequency
fd has to be the a multiple of fmin that is as close as possible to
6 kHz but also divisible by twice the number of pilot tones + 1,
i.e. 5 for the system used in Chapter 3.

For this assembly, the fundamental dithering frequency fd is
rounded to 6.1 kHz (corresponding to 90 times the frequency res-
olution of the DDS), while consequently the pilot tone fundamen-
tal frequency ft is 1.22 kHz (corresponding to 90/5 = 16 times
the frequency resolution of the DDS).
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6.4. Digital-signal processing chain

6.4 Digital-signal processing chain

In order to implement the lock-in scheme for extracting the
dithering signal, the only essential building blocks are a mixer
to bring back the signal to baseband and a low-pass filter to re-
move the high-frequencies harmonics due to the demodulation
and reduce the readout noise of the system. However, in this sys-
tem the digital processing chain is expanded in order to obtain
better performance, as detailed shown in Fig. 6.3. In particular,
this chain features:

• a high-pass filter, used to remove the offset and attenuate
the 1/f noise of the system;

• two mixers, used to downconvert the signal to baseband
and separate between the in-phase and quadrature compo-
nent;

• two low-pass filters, used to filter-out the readout noise of
the system and attenuate the spurious harmonics created by
the demodulation;

• two cascaded integrator-comb filters, used to com-
pletely suppress the residual harmonics that are not atten-
uated enough by the low-pass filter.

Each one of these components will be now discussed in details.

6.4.1 High-pass filter

As already stated, the role of the high-pass filter is to cancel out
the offset of the system. Notice that the lock-in scheme is usually
enough to cancel it out: indeed, the mixer upconverts the offset
around fdemod and the low-pass filter reduces its contribution.
However, the acquired offset of the system can easily be in the
order of mV. Even by placing the cut-off frequency at few Hz, a
first-order LPF only reduces that contribution by a factor ≃ 103,
so the up-converted offset will be visible as a sinusoidal signal
with an amplitude of some µV, well above the noise of the system,
that is around few hundreds of nV. This means that a high-pass
filter would be beneficial in order to cancel out this contribution
before getting upconverted. If the pole of the high-pass filter is
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Figure 6.3: Detailed view of the implemented digital processing chain.

well before fdemod, the signal of interest does not get affected by
the presence of the high-pass.

Practical implementation

To find the discrete-domain representation of this filter, it is nec-
essary to find its Z-domain transfer function and anti-transform
it. The transfer function of a HPF in the Laplace domain is

HHPF (s) = µ
sτ

1 + sτ
(6.2)

where µ is the gain at infinite frequency. Applying the bilinear
transform s = 2fs

1−z−1

1+z−1 , the Z-transform of the transfer function
is

HHPF (Z) = µ
2fs

z−1
z+1

1 + τ2fs
z−1
z+1

= ... = µ
2fsτ

1 + 2fsτ

1− z−1

1− 2fsτ−1
2fsτ+1

z−1

(6.3)
Setting

µ′ = µ
2fsτ

1 + 2fsτ
and α =

2fsτ − 1

2fsτ + 1
(6.4)
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Figure 6.4: Implementation of a first-order HPF in its (a) direct form I
and (b) direct form II. The input and output signals are registered in
order to avoid metastability issues.

it is
HHPF (Z) = µ′ 1− z−1

1− αz−1
(6.5)

From the Z-transform of the transfer function, it is possible to
anti-transform it into its representation in the discrete time do-
main. In fact, recalling that H(Z) = Y (Z)/X(Z) and that the
multiplication with z−1 represent a one-step delay in the discrete
time domain, the relationship between input and output is

y[n] = µ′(x[n]− x[n− 1]) + αy[n− 1] (6.6)

According to Equation (6.3) and (6.4), the choice of µ′ only
affects the high-frequency gain of the filter. So, by setting

µ′ = 1 ⇒ µ =
1 + 2fsτ

2fsτ
(6.7)

it is possible to avoid the use of a multiplier, saving resources
in the practical implementation of the filter. This comes at the
expense of a high-frequency gain that is dependent from the po-
sition of the pole, that has to be properly normalized in the soft-
ware. Therefore, Equation (6.6) is directly translated into the
structure shown in Fig. 6.4(a), known in literature as "direct
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form I" [125].
The feedforward block and the feedback one both perform

linear time-invariant operation. This means that they can be
swapped, as shown in Fig. 6.4(b), allowing the possibility of
sharing the inner register. This solution is known in literature as
"direct form II" [125].

According to Equation (6.4), it is possible to move the position
of the pole by choosing different values for α. Being

α =
2fsτ − 1

2fsτ + 1
=

fs − πfp
fs + πfp

(6.8)

the possible values of α range from +1 to -1. The closer to +1
the value of α chosen, the closer to zero the frequency of the pole
obtained. Therefore, α is a fractional binary number, so it has
to be represented in 2’s complement fixed-point binary format.
For this design, it was chosen to use a 16-bit wide α, so that the
largest fractional number that can be represented is 215−1

215
. This

leads to a minimum pole of

fp =
1− α

1 + α

fs
π

= 3 Hz (6.9)

Dimensioning the filter

To dimension the filter, it is necessary to compute its high-
frequency gain. This can be done directly from the Z-domain
transfer function. For Z−1 → −1, it is

H(−1) =
2

1 + α
(6.10)

Hence, the maximum gain is, for α → 0, 2 at most. This means
that, at the end of the chain, only one extra bit is necessary to
avoid any overflow errors. This gain will be then normalized in
the user interface, as already stated. The digital signal process-
ing blocks following the HPF will have a 17-bit input word, as
depicted in 6.3.

A problem arises due to the nature of binary multiplication.
In fact, since the output of the multiplier is fed back to its input,
the number of bits of the result would increase indefinitely if no
action is taken. For this reason it is necessary to discard some
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bits of the result. The number of bits necessary to avoid overflow
has to be computed. To do so, it is necessary to compute the
transfer function from the input signal x[n] to w[n], shown in
Fig. 6.4, that is

W (Z) = W (Z) + αW (Z)Z−1 ⇒ W (Z)

X(Z)
=

1

1− αz−1
(6.11)

The highest value of this transfer function is obtained for Z−1 →
+1, i.e. at low frequencies. Since α is a 16-bit signed fractional
number, it is, at most

W [−1]

X[−1]
=

1

1− 215−1
215

= 215 (6.12)

meaning that it is necessary to keep 15 bits more after the mul-
tiplication. These bits are not useful for the final result, but
they are necessary to avoid overflow in the inner stages. For this
reason, they are often referred to as "guard bits".

Transposed form

The proposed solution needs 15 additional internal registers to
store the guard bits, even though at the end of the chain they
will almost all be discarded. This scheme can be further opti-
mized by applying the transposition theorem [126], that allows
to change the block diagram implementation of a linear time-
invariant digital network leaving the network transfer function
unchanged.

To apply the transposition theorem, the following steps must
be followed

1. reverse the direction of all signal-flow arrows;

2. convert all adders to signal nodes;

3. convert all signal nodes to adders;

4. swap the x[n] input and y[n] output labels.

By applying this to the HPF described above, the result is the
so-called "transposed direct form II", represented in Fig. 6.5.
The transfer function from x[n] to y[n] is the same as before, and
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Figure 6.5: Implementation of a HPF in the transposed direct form II.
The input and output signals are registered in order to avoid metastability
issues.

the maximum gain is again 2. However, computing the transfer
function from x[n] to w[n], it is

W (Z) = αY (Z)−X(Z) = α(X(Z) +W (Z)Z−1)−X(Z) ⇒

⇒ W (Z)

X(Z)
=

α− 1

1− αz−1

(6.13)
As long as α > 0, the magnitude of this transfer function is lim-
ited between 0 and 1: this means that no extra guard bits are
necessary for this implementation, allowing to save 15 registers
for each channel and to use a 32-bit rather than a 47-bit multi-
plier.

6.4.2 Mixer

Once the DC offset is correctly filtered out by the HPF, the
dithering signal has to be brought back to baseband with the
use of a mixer. In order to maximize the SNR of the system, the
spectrum of the demodulating signal should match the one of the
signal of interest. However, as already stated in Chapter 2, the
most convenient way to modulate a heater is to use a sinusoidal
signal, despite being more resource-demanding. For this reason,
a perfectly-sinusoidal oscillation of the heater power is assumed
in the following.
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Figure 6.6: Implementation of a square-wave digital mixer. No multipliers
are necessary to perform the operation. Two mixers in parallel perform
the required I/Q demodulation.

Square-wave mixer vs. sinusoidal

For a perfectly-sinusoidal modulated signal, the SNR obtained
with a sinusoidal demodulating signal would be

SNRsin =
A√
2n2

y

(6.14)

where A is amplitude of the modulated signal and n2
y is the vari-

ance of the noise computed with the system bandwidth.
While it does not grant the same SNR, it is worth discussing

a demodulation performed with a square-wave reference. Indeed,
a square-wave mixer is far less resource-demanding, since no ac-
tual multiplier is necessary for its implementation, and as such
it might be adopted to save resources whenever necessary. As
depicted in Fig. 6.6, a square-wave multiplier can be imple-
mented as a simple process that forwards the input word when
the demodulating signal is ’0’, and inverts it when it is ’1’. For a
perfectly-sinusoidal modulated signal, the SNR obtained with a
square-wave reference would be

SNRsqr =
A

π
2

√
n2
y

(6.15)

which is ≃ 10% worse.

6.4.3 Low-pass filter

After the mixer, the dithering signal is brought back to baseband,
and the 1/f noise of the electronic readout chain gets upconverted
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Figure 6.7: Implementation of a first-order LPF in direct form II.

around fdemod. The low-pass filter is hence useful to filter out the
upconverted 1/f noise, the white noise, the quantization noise
of the ADC, but also the high-frequency harmonics due to the
demodulations and the other dithering tones present in the spec-
trum of the signal. The pole frequency of the low-pass filter
should be set according to the well-known noise-bandwidth trade
off.

Practical implementation

The steps followed to realize the LPF are very similar to the
ones already described for the HPF. The goal is again to get a
Z-domain transfer function starting from a Laplace-domain one
in order to anti-transform it and get the discrete-domain repre-
sentation. Only the final result is here reported, that is

y[n] = x[n] + x[n− 1] + αy[n− 1] (6.16)

with
α =

2fsτ − 1

2fsτ + 1
=

fs − πfp
fs + πfp

(6.17)

directly translated in the structure depicted in Fig. 6.7. Similarly
to what discussed for HPF, the position of the pole is set by by
the choice of α. By using a 16-bit wide 2’s complement fixed-
point binary representation, the minimum pole is, for α = 215−1

215
,

fp = 3 Hz.
In order to proper dimension the filter, it is necessary to com-

pute the maximum gain possible. So, for Z−1 → +1, it is

H(1) =
2

1− α
(6.18)
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that is, at most

H(1)max =
2

1− 215−1
215

= 216 (6.19)

Hence, 16 extra bits should be used. Recalling that, after the
HPF, the input word was 17-bit long, the output word will be
33-bit long. Since the minimum gain of the filter is 2, it is possible
to compensate for this factor by doing a 1-bit right shift at the
end of the stage. In this way, the output word is only 32-bit long,
allowing an easier communication with the software through the
USB 3.0 interface [127]. These bits are also sufficient to avoid
overflow in the intermediate steps, as it can be easily seen by
computing once again the transfer function from x[n] to w[n].

Detrimental effect of residual offset

Similarly to what happened with the HPF, the output of the LPF
multiplier is fed back to its input, and the number of bits of the
result would increase indefinitely if no action is taken. For this
reason it is necessary to discard some bits. In particular, since the
inner signal is 33-bit long word multiplied with 16-bit alpha, 16
bits have to be discarded to have a 33-bit long output word. The
easiest way to do so is to simply discard the 16 least significant
bits. This operation is called "truncation", and it means that the
result of the multiplication would always been rounded down,
as graphically depicted in Fig. 6.8(a). By assuming randomly-
distributed results of the multiplication, the error caused by the
truncation has the statistical distribution shown in Fig. 6.8(b).
The variance of the distribution is [128]

σ2
trunc =

LSB2

12
(6.20)

where LSB is the minimum value represented by the digital word
after the truncation. The distribution is not centered around
zero, since the mean value is:

µtrunc = −LSB

2
(6.21)

This non-zero average value of the error means that the sig-
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Figure 6.8: Visual representation of the truncation (a) and the rounding
(c) strategy. These approaches lead to an error statistical distribution
reported in (b) and (d), respectively.

nal, at the output of the LPF, is centered around µtrunc. This
offset has a detrimental effect on the control action since it is di-
rectly summed to the extracted dithering signal, effectively shift-
ing down the whole transfer function by a factor µtrunc. The effect
of this error on the output optical power will depend on the slope
of the transfer function around the locking condition, so it will
be more accentuated for high-Q ring resonators.

A solution to solve this problem is to perform a rounding op-
eration: rather then discarding the bits no matter what, the re-
sulting word is rounded to the closest integer, as depicted in Fig.
6.8(c). In this way, the variance of the error stays the same,
but the statistical distribution ranges from -LSB/2 to +LSB/2,
meaning that it is now centered around zero (Fig. 6.8(d)).

Notice that this offset was not a concern in the implementa-
tion of the HPF: indeed, a non-zero average error of -LSB/2 gets
summed as well at the output of the HPF, but it gets upcon-
verted by the mixer and then removed by the following filtering
stages.
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Figure 6.9: Implementation of the custom rounding multiplier.

Implementation of rounding multiplier

FPGAs usually offer dedicated logic slices designed for the ef-
ficient implementation of multiplication-based operations [129].
These often feature embedded rounding capability, and as such
they should be exploited for the implementation of a rounding
multiplier. However, this was not possible for this system, since
the necessary multiplier was too wide to be implemented with
one of these dedicated resources.

For this reason, a custom rounding multiplier was designed.
To do so, a normal multiplication is performed and the 16 least
significant bits are discarded. Then, the MSB of the discarded
bits is assessed, and if it was a ’1’, a +1 is summed to the result
of the operation, otherwise it is forwarded as it is. Practically
speaking, this is implemented by simply summing the MSB of
the discarded bits to the result of the truncation, as depicted in
Fig. 6.9.

For the sake of completeness, it should be pointed out that
this implementation does not yield to a mean error value that is
exactly zero, since it is always rounding up the case where the
discarded bits are exactly at half dynamics. Stated differently,
over time with this implementation the result of the multiplica-
tion is rounded up slightly more often than it is rounded down.
While more sophisticated versions of a rounding multiplier that
avoid this problem are possible, the reduction of the mean value
of the error was deemed sufficient for this application, since the
resulting DC offset is now far lower than the noise of the system.

6.4.4 Cascaded-Integrator Comb filter

After the mixer, half of the power of the dithering signal gets
downconverted to baseband, while the other half gets upcon-
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Figure 6.10: Structure of the cascaded integrator-comb filter.

verted at twice the dithering frequency, usually in the few tens
kHz range. With the lowest possible bandwidth of the LPF,
that is 3Hz, the noise of the system has a RMS value around
some hundreds of nV. With a typical dithering signal around
10mV, the double-frequency harmonic of the extracted signal
due to demodulation would be attenuated by factor ≃ 104, and
hence would still be above the noise level, and would impair the
control action. However, this harmonic is placed at a well-known
and precise frequency, so a notch filter can be designed to remove
it. A moving average filter has a periodic notching action that
could be exploited for the purpose, but a large amount of memory
elements is necessary to implement it. Moreover, after the mixing
and low-pass filtering action, there is a lot of useless information
in the data stream, since the bandwidth of the signal is greatly
reduced. This is due to the high sampling frequency used, that
was necessary since the signal was originally modulated around
tens of kHz. A decimation should then be employed. Both these
issues are efficiently tackled by the use of a cascaded integrator-
comb (CIC) filter [130].

Practical implementation

The practical implementation of the filter is reported in Fig. 6.10.
The stage features the cascade of an accumulator and a recur-
sive moving averager operated by a decimated clock, resulting in
a cardinal-sine transfer function. The filter should then be di-
mensioned so that the zeroes of the transfer function remove all
the dithering tones that might be present in the spectrum of the
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acquired signal. As explained in Section 3.5.1, all the spectrum
components are multiple of a fundamental frequency ft. The
notches of the cardinal-sine transfer function of the filter are all
multiples of

fnotch =
fs

N ·D
(6.22)

where fs is the sampling frequency, N the moving average width
and D the decimation factor. By setting fnotch = ft, all the
unwanted spectral components will be canceled out. Since fs =
625 kHz, by choosing D = 8 and N = 64, fnotch = 1.22 kHz. Notice
that this is the exact same frequency synthesized by the DDS,
thanks to the fact that the clock of the DDS (from which the
DDS frequency resolution depends on) is chosen to be an integer
multiple of the sampling frequency (from which the CIC notches
depend on).

Notice that the CIC filter has a low-passing behavior itself,
setting in this way the ultimate limit of the lock-in bandwidth to
fnotch/2.258 ≃ 540Hz, thus limiting to the maximum bandwidth
of the control loop.

6.5 Integral Controller

The integral controller is implemented starting from its continu-
ous transfer function and then using the bilinear transform. Only
the final result is here reported, and the obtained discrete-domain
representation is

y [n] =
k

2fs
(x [n] + x [n− 1]) + y [n− 1] (6.23)

that can be directly translated into the structure depicted in Fig.
6.11. In literature, this implementation is often called "trape-
zoidal integrator" [131].

The integral controller gain µ = k
2fs

can be tuned at run-
time to set the bandwidth of the control system, as explained
in Section 2.3. For the sake of completeness, in Fig. 6.11 the
operating working condition of the loop d̄ is also represented, that
has to be subtracted to the input of the controller. As already
stated, in order to have a power-independent calibration loop,
that value should be set to zero, so that the loop will stabilize on
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Figure 6.11: Implementation of the integral controller. The gain K is
placed at the end to avoid resolution problems. The saturation controller
prevents the system from damaging the heater by limiting the maximum
values of voltages allowed. When a saturation occurs, a reset circuit
programs the correct value into all the internal registers of the stage so
that the system is restarted from a certain value programmed by the user.
The thresholds for the saturation controller can also be programmed by
the user at run-time.

a maximum (or minimum) of the device transfer function.
The thermal actuators driven by the integral controller have a

limited operating range. In particular, the actuators are damaged
by high currents, so the maximum voltage fed to the heaters
should be limited. For this reason, a saturation-detection circuit
is necessary, which should monitor if the output of the controller
exceed the limits of the operating range (max voltage and min
voltage in the figure). When a saturation is detected, the output
has to be limited and the controller needs to be reset to a valid
working point. The reset condition and the lower and upper
threshold can all be chosen from the external user, since they
depend on the application and on the technology platform used
in the experiment. The reset voltage should be chosen in order
to ensure that the system is able to find and lock on a stable
working condition.

6.6 Resources sharing through time-division multiplex-
ing

Another way to save more resources in the implementation of
the described architecture comes from the observation that the
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sampling frequency of the system (625 kHz) is much lower than
the working frequency that can be handled by an FPGA. It is
then possible to implement a solution to share the multiplier and
the adders of each stage, in a time-division multiplexed fashion.
This solution is feasible as long as the logic is able to process all
the channels before the next samples are available. Notice that
the new approach doesn’t introduce any phase delay in the digital
demodulation, since all the signals necessary for the purpose are
still updated at 625 kHz.

This solution effectively reduces the number of multipliers and
adders, that are the most critical resources in the FPGA. No-
tice that the number of memory elements is instead fixed by the
number of channels, and hence does not change with the intro-
duction of this technique. This solution complicates the HDL
design of the filters, whose logic, for this reason, is implemented
as finite-state machines (FSMs). All the digital processing stages
presented in this chapter were thus updated to be operated in
this way.

As an example, Fig. 6.12 shows the time-multiplexed imple-
mentation of the LPF. When a new data is available, the im-
plemented logic cycles through all the memory elements of the
structure and process each of them sequentially through a sin-
gle multiplier and two adders, dramatically decreasing the use of
these resources. The operation of the FSM is regulated by proper
digital logic clocked at 40MHz, that is enough to process up to
40MHz / 625 kHz = 64 channels.

6.7 Timing closure

The digital system implemented on the FPGA must perform
an increasingly number of operations. The complexity of the
firmware increases as well, meaning that the tool for compil-
ing the design (Vivado, from Xilinx) has to place and route a
huge quantity of components into the design. In complex multi-
rate systems such as this one, it is necessary to take particular
care on the timing analysis, since even a single path which does
not respect the timing requirements of the internal registers can
compromise the entire functionality of the design. Solving all
the timing issues makes the implementation of the design more
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Figure 6.12: Time-multiplexed implementation of the IIR low-pass filter,
allowing to use a single multiplier to process all the 16 channels of the
system

deterministic and stable, reducing the differences between one
run and the following, and may also reduce the time required to
compile. This process is called "timing closure". However, over-
constraining the design may lead to the opposite result, slowing
down the implementation time required by the tool.

This system presents multiple clock domains that can interact
with each other. These interactions can cause timing problem
if the clocks are asynchronous. For this reason their frequencies
were chosen so that each one is a multiple of the other one of a
factor two. In particular, the clocks chosen for the design are:

• 160MHz to handle the logic of the CLIPP stimulus signal;

• 80MHz to be fed to the 16-channels DDSs, so that each
channel gets updated with an effective frequency of 5MHz,
enough to ensure a good spectral purity even for the fastest
dithering tones required in the assembly;

• 40MHz to handle the acquisition logic of the ADC and the
time-division multiplexed logic of the DSP stages;

• 20MHz to handle the logic of the DACs connected to the
heaters.

Another issue that might compromise the stability of the de-
sign is the high capacitive load of the internal signals. These
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signals can seriously degrade the performance of the entire de-
sign: indeed, when a register output is connected to many nodes,
it is difficult to find a location where all the fanouts paths are
short and fast. To overcome this issue, the registers of the inter-
ested signals are duplicated, allowing the tool to better organize
the location of the components of the whole system.

Finally, an accurate timing analysis must be performed not
only to all the FPGA internal paths, which is automatically done
by the tool, but also to all the external components. To do so,
the user must provide explicitly the trace delays and the timing
specifications of each external device to the tool.

6.8 User Interface

The possibility of interfacing the FPGA to a personal computer
allows to implement a custom software to configure and monitor
the behavior of the full system in real time. A C# user interface
was thus implemented, using the environment "Visual Studio",
provided by Microsoft. The software runs on any Windows 64-
bit machine and communicates with the board through an USB
3.0 interface thanks to the OpalKelly APIs.

The main functionalities that the software performs are:

• load the configuration file onto the FPGA and check the
connection with the board;

• set amplitude, frequency and phase of the dithering and de-
modulation signals;

• acquire the data from the USB interface and provide a
graphical interface to properly display and possibly save
them;

• set the voltage of the heaters or activate the control action
by individually connecting each heater to their respective
integral controller;

• perform some simple and low-speed control algorithm, as a
preliminary step before implementing them directly in the
FPGA. An application will be shown in Chapter 7.
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For most of these tasks, the system stays idle waiting for an
input from the user, and the operations do not take a considerable
amount of time to be executed. The notable exception is the
transfer of the acquired data from the FPGA, that is instead
very resource-demanding, and should work in parallel to the other
tasks. This means that the code handling the data transfer should
be executed in a separated thread, so that it does not stop the
main application from working. The code is then "non-blocking",
since it is implemented as an asynchronous task.

In general, asynchronous programming can be defined as the
way of executing programming code in a dedicated thread with-
out having to wait for an I/O-bound or CPU-bound task to finish,
such as file-system accesses or API calls. Working with asyn-
chronous tasks has many advantages, such as keeping UI of the
application responsive, improving the performance of the appli-
cation and avoiding thread pool starvation.
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CHAPTER7
Control on a TiO2 platform with a

plasmonic-assisted sensor

In this chapter, the design of a plasmonic-assisted bolometric
sensor is presented. Aided by simulations results, different chips
have been fabricated in order to assess the best design param-
eters. The sensor was then integrated at the through and the
drop port a micro-ring resonator, and together with a thermal
actuator has been successfully used for a control experiment.

Part of the results presented in this chapter were published in:
A. Martinez*, V. Grimaldi*, C. De Vita, D. Kumar Sharma, I. Gallet, A. An-
drieux, J. Arocas, K. Hammani, L. MArkey, J. Weber, A. Bouhelier, M.Sampietro,
A. Melloni, F. Morichetti, "Inline photothermal surface plasmon detector inte-
grated in titanium dioxide waveguides", in IEEE Journal of Quantum Electronics
(JQE), doi: 10.1109/JQE.2023.3244281.
*These authors contributed equally to this work
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Chapter 7. Control on a TiO2 platform with a plasmonic-assisted sensor

7.1 Plasmonics

Photonics does not profit from the progressive technology scaling
achieved in the recent years, since the minimum dimensions of the
devices are defined by the diffraction limit of the light. Stated
otherwise, photonic devices have dimensions that are similar to
the wavelength of the light, usually in the order of some µm. This
limit can be broken with the adoption of plasmonics [132]. Sur-
face plasmon polaritons (SPPs) are waves that propagate along
the surface of a conductor, typically a metal, thanks to the in-
teraction of the light wave with the surface electrons. In this
interaction, the free electrons respond collectively by oscillating
in resonance with the light wave at the interface with a dielectric
medium, hence propagating the electromagnetic energy along the
surface of the conductor. In this sense, these structures are called
"plasmonic waveguides" [133].

To create these miniaturized circuits, the light would first have
to be converted into SPPs, which would then propagate and be
processed by the different plasmonic devices, before being finally
converted back into light. Many plasmonic devices have been
fabricated, such as SPP logic gates or plasmonic MZIs [133].
In particular, high-speed plasmonic phase modulators have been
demonstrated [134], achieving the energy efficiency of a ring mod-
ulator while promising to overcome the barrier of the 100GHz
modulation data rate [135].

If electrically contacted, the metal used to propagate the SPPs
can be also used to carry electrical signals. This allows to envision
the use of the same component both as a plasmonic device, but
also as a detector to assess the quantity of power circulating
in the waveguide. In this sense, a surface plasmonic detector
(SPD) should be studied and developed, that could be offered as
a building block for the next-generation plasmonic circuits, but
also used as an ultra-compact detector as it is.

7.2 Design of a plasmonic waveguide

The waveguide used for this work is realized with an air-cladded
1.2µm-wide and 375 nm-high titanium dioxide (TiO2) core on top
of a 2µm-thick silicon dioxide (SiO2) on a Si substrate, as shown
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Figure 7.1: Schematic view of the proposed plasmonic waveguide. The gold
is placed below the TiO2.

in Fig. 7.1(a). To realize the plasmonic waveguide, a thin strip of
gold is fabricated underneath the waveguide, in contact with the
TiO2 core. At the transition between the pure dielectric waveg-
uide (no gold strip beneath) and the plasmonic waveguide (TiO2
waveguide and gold strip), the TM fundamental mode of the light
propagating in the dielectric waveguide may excite different SPP
modes [136, 137], meaning that the light will propagate along
the gold surface. Because of the losses associated with the plas-
monic mode, part of the optical power will be absorbed by the
metal and will turn into heat. At the other end of the plasmonic
waveguide, the remaining power will excite again the mode of the
pure-dielectric waveguide. Notice that the TiO2 core is not inter-
rupted where the metal is fabricated, since the dielectric medium
is still necessary to support the propagation of the mode.

The simulated cross-sectional shape of the fundamental mode
of the SPP waveguide (TM-polarized) is shown in Fig. 7.2(a).
The plasmonic waveguide supports the propagation of higher or-
der modes, as the one shown in Fig. 7.2(b), whose effects will be
studied in the following.
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(a) (b)

Figure 7.2: Electric field profile of the guided modes of the plasmonic waveg-
uide with T = 35 nm and W = 3 µm: (a) first order and (b) third order
SPP mode. The second order mode (not shown) is not excited by the fun-
damental TM mode of the dielectric waveguide because its electric field
has an odd symmetry in the horizontal direction.

7.3 Operating principle of the detector

The variation of the resistance of a metal due to temperature
changes can be linearized around a certain temperature as

R = R0 · (1 + α∆T ) (7.1)

where R0 is the resistance of the metal at the reference tem-
perature, α is the thermal coefficient of the metal and ΔT is
the temperature difference. Since ΔT is proportional to the ab-
sorbed optical power, Equation (7.1) suggests that it is possible
to assess the quantity of optical power in the waveguide just by
measuring the variation of the resistance of the gold strip. To this
aim, a certain amount of stimulus current Istim should be forced
through the metal and the voltage across its terminals should be
measured. The information of interest is the voltage difference
caused by the presence of the optical power, i.e.

∆V = IstimR0α∆T (7.2)

Equation (7.2) suggests that, to maximize the quantity of signal
available, the stimulus current should be as large as possible.
However, the cross-section of the metal is in the µm2 range, and
so the capability of the structure to withstand large currents is
limited.
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7.3.1 4-probes lock-in detection scheme

The easiest and most-compact way to access the electrical infor-
mation of the device is by using two pads, as sketched in Fig.
7.3(a). The same pad used for the stimulus current would be
connected to the measurement apparatus to assess the voltage
drop, while the other pad is grounded. The problem with this
approach is that all the parasitic resistance due to the connec-
tions to the sensor (PCB tracks, bondings, on-chip connections,
...) would sum to the resistance of the sensor, hindering a correct
electrical characterization. Moreover, any voltage drop between
the ground of the sensor and the ground of the amplifier could
worsen the readout performance.

For these reasons, a 4-probes approach is preferred, as
sketched in Fig. 7.3(b). The current is injected through one
of the terminals, while another one is grounded. The readout is
then performed through the other 2 pads with an instrumentation
amplifier (INA). In this way, the spurious voltage drop across the
current path are not measured, while no current flows through
the sensing tracks connecting to the differential amplifier, since
they show a high-impedance path.

Another important aspect is to minimize the noise of the read-
out in order to maximize the minimum signal detectable and, in
turn, the sensitivity of the system. To do so, it is better to rely
on a lock-in detection scheme: by modulating the current Istim it
is possible to upconvert the information of interest around fstim,
that has to be reported in baseband with the use of a mixer. The
mixing action upconverts the 1/f noise of the electronics, that
can be then simply filtered out with a LPF.

7.3.2 Electronic implementation

The practical implementation of the sensor readout scheme is
implement as sketched in Fig. 7.4. Given the limited current
handling capability of the sensor, the best way to implement the
system is to use a voltage DAC with a series resistance correctly
dimensioned. Indeed, since the load resistance of the detector
is very small, in the order of few Ohms up to few hundreds of
Ohms, the voltage drop due to the resistive shunt is negligible.
In this setup, a Rstim of 10 kΩ is usually used.
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Figure 7.3: Schematic view of a 2-probes measurements vs. a 4-probes
measurements.

The differential readout is carried out with an instrumenta-
tion amplifier (INA), that is then connected to an ADC in order
to digitize the signal. The lock-in is completed in the digital
domain, as previously described in Chapter 6. With this setup,
the limiting contribution in terms of noise comes from the input
voltage noise of the INA.

7.4 Technology

The thickness of the gold in the plasmonic waveguide has to be
carefully assessed, since it effects both the real and the imaginary
part of the effective refractive index of the plasmonic mode. The
metal of the tracks and the pads instead should be as thick as
possible, in order to provide a reliable electrical connection to the
detector. For this reason, the proposed technology stack relies on
two separate gold depositions, so that the two thicknesses can be
controlled independently one from the other.

7.4.1 Fabrication process

The author thanks the CNRS for the details on the fabrication
process.
All devices are fabricated on a 22mm by 22mm silicon chip cov-
ered by a 2µm thick thermally grown SiO2 layer. The devices
are produced by three consecutive steps of electron-beam lithog-
raphy. In a first step, the plasmonic gold detectors are patterned
in a double-layer of PMMA (poly(methyl methacrylate)). This
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Figure 7.4: Schematic view of the proposed electronics system. A series
resistance Rstim of 10 kΩ is enough to minimize the effect of the resistor
shunt on the stimulus current.
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initial step is finalized by a subsequent evaporation of a 3 nm
Cr adhesive layer and a sub-40 nm Au film followed by a lift-off
process. A 370 nm amorphous TiO2 layer is then deposited on
the entire chip by electron-beam evaporation of a suitable target
material on a sample holder maintained at 470 ◦C. Ellipsometry
of this layer measured a refractive index of 2.2 at 1550 nm. The
TiO2 PIC [138] including waveguides and grating couplers is pat-
terned in a second electron-beam lithography step in a negative
tone resist which is then used as a hard mask during the follow-
ing inductively-coupled plasma reactive ion etching (ICP-RIE) of
the TiO2 layer. Here, to etch the layer a CF4 plasma (20sccm)
with a radiofrequency power of 50W, an ICP power of 200W,
under a pressure of 4.5mTorr at 0 ◦C is used. The TiO2 waveg-
uides are 1200 nm-wide and 370 nm-high. The last electron-beam
lithography step is to fabricate the pads and the tracks to elec-
trically connect the metal of the plasmonic waveguide. The pads
are made of 10 nm thick Cr and 200 nm thick Au layers to insure
mechanical robustness against wire-bonding.

7.5 Dimensioning of the sensor

The design of the in-line SPD has to be carefully studied in order
to control the insertion loss of the device. Particular attention
should be paid to all the sources of loss that do not stem from
the absorption of the propagating mode in the metal strip, since
they would only increase the insertion loss of the device without
providing any useful signal. To this end, electromagnetic simula-
tions were carried out to evaluate the dependence of the complex
refractive index of the SPP modes from the geometry of the metal
strip. The refractive indices used for the SiO2 bottom oxide and
for the TiO2 layer are 1.445 and 2.2, respectively.

7.5.1 Thickness

Figure 7.5 shows the simulated effective index of the two SPP
modes as a function of the thickness t of the metal strip. The
simulated curve shows how the real part of the index is barely
affected by the thickness of the gold. Vice versa, the propagation
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Figure 7.5: Real (blue) and imaginary (orange) parts of the SPP modes
refractive index vs. the gold thickness.

loss, that depends on the imaginary part as

α = −4πℑ{neff}
ln 10λ0

10−5 [dB/µm] (7.3)

substantially increases for thinner strips. In order to minimize
the insertion losses of the detector, the gold should then be as
thick as possible. However, if the metal is too thick, the signifi-
cant discontinuity at the edges of the metal strip would severely
increase the back reflections and reduce the light coupling to the
detector. Thus, the metal thickness should be designed in order
to reduce the gold absorptance while also minimizing back reflec-
tion loss. In the following, a thickness T = 35 nm is assumed.

7.5.2 Width

Regarding the width W of the gold, the lateral confinement of
the SPP modes should be assessed. The width of the detectors
should be designed accordingly, so to maximize the interaction
of the light with the free electrons of the metal. At the same
time, the gold strip should be as narrow as possible in order
to increase the thermal resistance of the detector: in this way,
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Figure 7.6: Real (blue) and imaginary (orange) parts of the SPP modes
refractive index vs. gold width.

the same amount of absorbed optical power would cause a larger
variation of the temperature of the detector and, consequently,
of the read-out voltage.

In Fig. 7.6, the simulated refractive index as a function of
the width is reported. It is possible to notice how the refractive
index does not change after 2.5µm, meaning that the guided light
does not interact with any portion of the metal that is further
than that. Thus, the width of the detector was set to 3µm, in
order to account for process variability and make it more robust
to fabrication mismatches.

7.5.3 Length

The length of the metal strip L also determines the intensity of
the transmitted optical wave and the amount of optical power
that is absorbed by the metal. Figure 7.7 shows the simulated
normalized transmittance across the SPP detector versus the
length L (where W = 3 µm and t = 35 nm). Results show that
the TM transmission has a decaying sinusoidal behavior with a
period of 2.4µm. The exponential decay is due to the fact that
the SPD has a fundamental mode with a complex-refractive in-
dex neff = 2.084 − i0.016 which corresponds to a propagation
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loss of 0.56 dB/µm. The periodic oscillation is instead due to the
presence of the third order SPP mode (Fig. 7.2), which propa-
gates independently along the surface of the metal at a different
speed. Indeed, the real part of the refractive index of the first
and third mode is substantially different, as shown in Fig. 7.5
and Fig. 7.6, meaning that the two modes travel with a different
phase velocity and accumulate a relative phase shift along the
SPP waveguide. When the relative phase difference between the
two SPP modes is a multiple of 2π, they interfere constructively
and Pout is maximum. Vice versa, when the relative phase dif-
ference is a multiple of π, the two modes interfere destructively
and Pout is minimum. Since transmission is almost zero in all
the minima (thus corresponding to complete destructive interfer-
ence), it is possible to conclude that the two modes are excited
with a similar efficiency at the transition between the dielectric
and the SPP waveguide and that they have a similar propagation
loss along the SPP waveguide, as confirmed by the fact that the
values of the imaginary part of the respective refractive indexes
are similar, as shown in Fig. 7.5 and Fig. 7.6. The second order
mode instead is not excited, and thus does not contribute to the
transmittance of the device. These considerations suggest that,
in order to minimize the sensor insertion losses, it is fundamental
to make the two modes interact constructively, targeting the first
maximum of the transmission curve. The length chosen in the
following is then L = 2.2µm.

Figure 7.7 shows also how the device does not exhibit an os-
cillating behavior for a TE dielectric mode, proving in this way
that only TM-polarized light is able to excite the electrons of
the metal and sustain a plasmonic mode. In this case the nor-
malized transmittance simply shows an exponentially decay due
to absorption in the metal strip. The shallow fluctuations on
top of both TM and TE curves, with a period of about 500 nm,
depends on Fabry-Perot (FP) cavity effects due to internal back
reflections at the metal-dielectric interface; as the detector length
L increases, this FP effect reduces because of the increased cavity
loss due to metal absorption. As a result, the TE transmittance
flattens after about 3µm, while TM mode maintains the beating
effects between the two SPP modes.
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Figure 7.7: Normalized transmittance of the SPD vs. the metal strip length
L for TE (blue) and TM (orange) dielectric mode.

Practical considerations

Given the importance of the beating effect between the two SPP
modes on the transmission of the light, it is important to under-
stand how this information is affected by the fabrication toler-
ances and the wavelength chosen.

The beat length ΔL, i.e. the distance between two maxima
of the transmission curve in Fig. 7.7, is related to the difference
between the real part effective index of the two SPP modes as

∆L =
λ0

ℜ{neff,0} − ℜ{neff,2}
(7.4)

In the considered SPP waveguide geometry (W = 3 µm and t =
35 µm), where ℜ{neff,0} = 2.084 and ℜ{neff,0} = 1.489, a beat
length ∆L = 2.6µm is found, which is in very good agreements
with the result shown in Fig. 7.7. Figures 7.5 and 7.6 also show
that the difference between the real part of the effective index
of the two SPP modes is almost independent from the thickness
and the width W of the gold strip, meaning that the beat length
ΔL is not critically affected by fabrication tolerances.

Moreover, the beat length does not change significantly with
the wavelength of the light: Figure 7.8 shows how the simulated
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Figure 7.8: Simulation of the difference between the real part of the effective
refractive index of the first SPP mode vs. the input wavelength. The
simulation suggests that the difference between the real part of the modes
remains constant over a large bandwidth.

refractive index difference ∆ℜ{neff} = ℜ{neff,0}−ℜ{neff,2} be-
tween the two SPP modes changes by only ±4% across a wave-
length range of more than 60 nm, thus enabling the SPD to work
on a broad wavelength range.

7.6 Experimental results

7.6.1 Experimental validation of the beating effect

The curve shown in Fig. 7.7 was also experimentally validated.
For the purpose, a chip containing many different sensors at dif-
ferent lengths was fabricated, as shown in Fig. 7.9. Light cou-
pling into the chip was achieved by using vertically-emitting grat-
ing couplers designed to operate on TM polarization. Straight
waveguides integrating SPDs with increasing length L were fab-
ricated to assess the insertion loss (IL) and the back reflections
of the SPD. Figure 7.10 shows the transmitted optical power Ptx
versus L normalized to a reference all-dielectric waveguide (L =
0). Experimental data are averaged over a wavelength range from
1520 nm to 1580 nm, and the error bars indicate the standard de-
viation evaluated on several nominal identical samples. A very
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Figure 7.9: Microscope picture of the fabricated sample. The chip integrates
sensors with different lengths in order to experimentally demonstrate the
oscillating dependency of the transmission vs. the length of the detector.

good agreement is found with numerical simulations (data from
Fig. 7.7 are reported in dB-scale for a direct comparison) on
the position of the minimum transmission (around 1.1µm) and
of the maximum transmission (2.2 µm). The insertion loss in the
transmission maxima (5.5 dB) is higher than the value expected
from simulations (2.5 dB), probably due to the additional scatter-
ing losses in the plasmonic waveguide due to surface roughness
at the metal-dielectric interface [139], not accounted for in the
simulations.

The back reflection of each SPD was also measured by using
coherent optical frequency domain reflectometry (OFDR) [140]
and amounts to −17 dB, in agreement with electromagnetic sim-
ulations. This means that mode adapters from the dielectric to
the plasmonic waveguide are not necessary.
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Figure 7.10: Experimental measurements of the transmission of the SPD
vs. its length (in blue). The simulated curve is also reported (in orange)
for comparison.

7.6.2 Passive characterization

The fabricated SPDs were also electrically characterized. As
shown in Fig. 7.11(a), the chip was mounted on a host PCB
that was glued to a Peltier cell. A commercial thermistor was
mounted on the PCB next to the chip, in order to have a mea-
surement of the temperature of the chip that is as precise as
possible. With the use of a commercial TEC-controller, the tem-
perature of the system was ramped from 10 ◦C up to 80 ◦C and
then back to 10 ◦C, and the electrical resistance of the SPD was
assessed every 10 ◦C. To do so, a stimulus current Istim of 10µA
modulated around 20 kHz was forced through the sensor, and
the voltage was measured through the lock-in scheme already de-
scribed. The results are reported in Fig. 7.11(b), where it is
possible to see how the resistance is linear with respect to the
temperature, as expected. The thermal coefficient α of the gold
for this technology, that is the slope of the reported curve, is esti-
mated to be around 3.4mΩ/◦C, very similar to values reported in
literature [141]. Finally, the sensor shows no hysteresis, since the
values of resistance assessed stepping up the temperature (blue
marks) are very similar to the ones assessed stepping it down
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Figure 7.11: (a) Electrical setup used to assess the thermal coefficient
of the gold. The fabricated chip was mounted on a host board, glued
to a Peltier cell used to change the global temperature of the chip. (b)
Electrical resistance of the SPD versus temperature. The extracted α is
3.4mΩ/◦C, and the sensor shows no hysteresis.
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(yellow marks).

7.6.3 Responsivity

The chip shown in Fig. 7.9 was also used to extract the sensitivity
curve of the sensor. For the reasons described before, in the fol-
lowing only the sensor with L = 2.2µm is considered. The sensor
was stimulated with a current Istim = 25 µA and the bandwidth of
the lock-in was set to 3Hz. Figure 7.12 shows the light-dependent
change of the voltage ΔV across the SPD for increasing power
Pin in the waveguide. As expected, ΔV is linear with respect to
the input power Pin. The responsivity Rd, which is given by the
slope of the linear fit (in red), is equal to 7.5µV/mW. The mini-
mum detectable power is around −20 dBm, which corresponds to
a voltage change ΔV = 75 nV, that is induced by a temperature
variation of only 1.75× 10−3 ◦C. The detector sensitivity can be
extended to lower optical power by increasing Istim, the limit be-
ing given by the current handling capability of the detector. The
ultimate low limit in the sensitivity is not set by the noise of the
electronic instrumentation, but rather by the oscillations of the
global temperature of the system, that are inevitably sampled by
the detector.

7.6.4 Time response of the sensor

The time response of the SPD is shown in Fig. 7.13. To measure
this value, the light was modulated with a square wave at 20 kHz
with the use of function generator. The same modulating signal
was used to trigger an oscilloscope, connected to the output of
an external INA for reading the detector voltage. The resulting
curve is averaged over many measurements in order to improve
the SNR of the system. The time constant of the detector re-
sponse (red curve), which is defined as the time it takes for the
system step response to reach 1 - e-1 ≃ 63.2% of its final value, is
about 1.2 µs, that corresponds to a bandwidth of about 130 kHz.
The measured response is in very good agreement with simula-
tions (yellow curve) performed. The limit of the SPD speed is
set by the heat capacity of the dielectric materials and the gold
thermal constant.
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Figure 7.12: Measured sensitivity curve of the sensor with Istim = 25 µA
and a lock-in bandwidth of 3Hz.

Figure 7.13: Normalized time response of the SPD. In blue, the response
time of the SPD when electronically excited, i.e. when directly connected
to the function generator. In orange, the response when the modulated
light is coupled into the system. In yellow, the simulated response time.
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7.7 SPD-based control of a ring resonator

The presented SPD was integrated on the through port of a ring
resonator and used for a preliminary control experiment. This re-
sult is, to the best of the author’s knowledge, the first example of
controlling and stabilizing the working condition of an integrated
photonic device through a plasmonic-assisted sensor.

A microscope photo of the chip realized for the control exper-
iment is reported in Fig. 7.14(a). The chip features a micro-ring
resonator (MRR) equipped with a through and a drop port. The
gap between the ring and the waveguides is 130 nm, and the ra-
dius of the ring is 45 nm, leading to an FSR of 3.2 nm. The struc-
ture was experimentally characterized, as shown by the spectral
response of the ring reported in Fig. 7.14(b), obtained by sweep-
ing the wavelength of the input laser and measuring the emerging
power. An SPD is integrated both on the through and on the
drop port of the MRR. The SPD is designed with the optimum
dimensions previously assessed, i.e. thickness t = 35 nm, width
W = 3µm, and length L = 2.2 µm.

7.7.1 Dimensioning of the actuator

To actively shift the working condition of the MRR, the integra-
tion of a thermo-optic actuator is necessary. Since the guides
are air-cladded, it is not possible to fabricate a heater on top
of the cladding of the structure of interest, as it usually done in
commercial technologies. For this reason, the heater has been
fabricated on the side of the ring, next to the TiO2 waveguide.
The expected TOC of TiO2 is around −2.3 × 10−5K−1 [56], an
order of magnitude smaller than silicon. This means that it is
pivotal to maximize the efficiency of the heater in order to have
the maximum dynamic range possible.

The cross section and a microscope picture of the MRR and
the heater are reported in Fig. 7.15. The drop port waveguide is
fabricated orthogonally with respect to the through waveguide,
and is then curved before reaching the output GC, as shown in
the full picture in Fig. 7.14(a). In this way it was possible to
maximize the length of the heater embracing the ring, increasing
its electrical resistance and hence the power dissipated. For the
fabrication, the metal layer devoted to the pads is preferred over
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Figure 7.14: (a) Microscope picture of the micro ring resonator. Both the
through and the drop port are equipped with an SPD. (b) Spectral response
of the MRR.

the one used for the SPDs, since it is thicker and as such is able
to carry more current before breaking down.

The distance between the heater and the ring should also be
optimized. The closer the heater is fabricated to the ring, the
more dissipated heat is directly transferred to the waveguide.
However, the proximity of the metal next to a waveguide will in-
crease the losses experienced by the optical field. For this reason,
FEM simulations were carried out in order to find the minimum
gap that would lead to acceptable performance. The results of
the simulations suggested that a distance of 400 nm has very lim-
ited effect on the transfer function of the MRR, and it was then
adopted for this design.
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Si 

TiO2

SiO2
W = 3μm

t=140nm

(a) (b) 

d=400nm

Figure 7.15: (a) Cross section of the ring waveguide and the heater. All
the dimensions of interest are indicated. (b) Microscope photo of the
fabricated MRR and heater.

The last parameter to be discussed is the width of the heater.
Indeed, wider heaters can sustain more current before failing,
but, for the same amount of current, they perform worse than
thinner ones, since the same amount of heat would be dissipated
in a wider area, so partly further from the ring. This means that
the heater width should be tailored on the maximum current that
the electronic driver is able to provide. To this aim, the current
density limit for the deposited gold was experimentally assessed.
A dummy heater was fabricated and tested by forcing increasing
current until failure. The sustainable current density measured in
this way was around J = 107A · cm−2. For a maximum output
current of the electronic driver of 50mA, a width of 3µm was
hence chosen.

7.7.2 Experimental setup

The circuit proposed cannot be operated without some special
precautions. The main issue is that the heater changes the tem-
perature of the chip, and hence, inevitably, the temperature of
the SPD. This means that the dark resistance of the SPD changes
during the normal operation of the chip, drowning the contribu-
tion of the light. A possible solution is to upconvert in frequency
the light-induced temperature changes in the SPD. For the pur-
pose, it is possible to externally AC-modulate the light with an
OOK scheme. By biasing the sensor with a DC current, the spec-
trum of the voltage drop across its terminals will have a DC com-
ponent related to the dark resistance and the heater cross-talk,
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and an AC component only related to the effect of the light. By
synchronously demodulating at the frequency of the OOK scheme
with a lock-in readout, it is then possible to recover and isolate
the effect of the light signal. The price to pay is a reduction of
a factor 2 in the SNR, since only half of the signal of interest is
upconverted, while half of it, corresponding to the mean value of
the OOK-modulated light, is still at DC.

This solution is possible as long as the frequency of the modu-
lation of the light is slower than the response time of the sensor,
previously estimated to be around 130 kHz. At the same time,
the upconverted light-induced signal should be placed above the
corner frequency of the electronic instrumentation, in order to
reduce the noise of the system and fully exploit the lock-in po-
tential. For this reason, a modulation of few kHz is chosen.

The practical implementation of the setup is shown in Fig.
7.16. The MSB of the DDS output is connected to the laser and
used as an external trigger to modulate the light. Notice that,
since the signal is functionally a square-wave, the best SNR is
achieved by adopting a square-wave mixer in the lock-in scheme.

The control algorithm is a simple minimum chaser imple-
mented in the UI backend. During each iteration, the algorithm
sums to the heater voltage a small step. Then, it computes the
difference between the current sensor signal and the one assessed
in the previous iteration, that is instead associated to the previ-
ous heater voltage. From the sign of result, the algorithm is able
to understand whether the applied voltage step has shifted the
device transfer function in the right direction or not. If the di-
rection is wrong, the sign of the voltage step in the next iteration
is simply inverted.

7.7.3 Experimental results

The sensor was biased with a current of 100µA, the light was
modulated with a 6 kHz signal, and the bandwidth of the lock-
in was set to 3Hz. The global temperature of the system was
kept at 25 ◦C with the use of a Peltier cell glued below the host
board, where the chip is housed, and a commercial thermistor. To
prove how the proposed scheme is able to isolate and recover the
information related to the luminous signal, the transfer function
of the ring measured by the SPDs was first assessed. For the
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Figure 7.16: Proposed experimental setup for separating the effect of the
light from the dark-resistance variation induced by the heater.
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purpose, the wavelength of the input laser was manually swept,
and the signal acquired by the lock-in scheme from the SPDs on
the through and on the drop port was monitored, together with
the power emerging from the chip. The results are reported in
Fig. 7.17, showing how the transfer function extracted by the
sensors are complementary and functionally related to the power
assessed by the external PD.

After proving the validity of the approach, a control experi-
ment was conducted. The sensor on the through port was used
for the experiment, since it exhibits a higher signal than the one
at the drop port, even at resonance. The results are shown in Fig.
7.18. The experiment starts with the ring in the resonance condi-
tion, thus the signal of the through sensor is correctly minimized
and the heater is stable. Then, after 25 s, the wavelength of the
input laser was manually perturbed with a step of −200 pm. The
sensor signal and the power measured by the PD instantaneously
increase, but within few seconds the control is able to restore the
correct operating condition of the device, minimizing again the
sensor and, in turn, the output power. Notice that, to compen-
sate for a negative wavelength step, the heater power correctly
increases, since TiO2 exhibits a negative TOC. The system is
perturbed again with a step-like disturb of −300 pm around 50 s,
then again with −200 pm around 75 s, and finally with +500 pm
around 95 s. Each time, the control is able to restore the correct
working condition within a time scale of 10 s, proving that the
SPD can be used to keep the MRR at resonance and counteract
the effect of external wavelength fluctuations in the system.
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Figure 7.17: Experimental validation of the proposed experimental setup
to isolate the effect of the light. The transfer function of the MRR is
measured with the sensor on the through and the drop port and compared
with the power measured by the external PD.
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Figure 7.18: Time evolution of the sensors signal, the power measured by
the external PD, and the power of the controlled heater. Every time the
system is perturbed, the algorithm is able to control the power dissipated
by the heater to bring back the MRR at the resonance condition.
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CHAPTER8
Conclusions

The market share of integrated photonics is expected to keep
growing in the future years [142]. To fully unleash its potential
and allow a large-scale diffusion of this technology in real scenar-
ios, an electronic layer to operate and control the system has to
be carefully designed and tailored for the application.

This thesis discussed efficient ways to implement the control
electronics and the algorithm for stabilizing the behavior of dif-
ferent photonic devices. After having discussed the modular ar-
chitecture of the system, the basic control loop was presented.
The control scheme is based on the dithering technique that al-
lows to extract the first derivative of the transfer function of the
device of interest. The designed control loop was quantitatively
discussed in order to understand the limits in terms of bandwidth
and the effect of the system on the main parameters of interest.
Advanced uses of the dithering techniques were also discussed,
showing the possibility to discriminate between the effects of dis-
tinct actuators with the use of a single sensor by exploiting the
orthogonality of different dithering frequencies and the frequency
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selectivity of the lock-in readout.
The concept of orthogonality helps in simplifying the complex-

ity of the assembly. In particular, the control of a programmable
photonic mesh without integrated sensors was presented. The
results show how it is possible to use a single external workbench
power monitor to control 8 cascaded Mach-Zender interferome-
ters, for which 16 different dithering signals were isolated from
the same detector and hence the same electronic readout line.
This approach comes at the expense of the maximum bandwidth
of the loop, demonstrating how there is a substantial trade-off
between the number of actuators controlled by a single sensor
and the maximum speed of the control system.

The same mesh was also used to describe the pilot tones tech-
nique, particularly useful in circuits where multiple carriers are
employed. By introducing a slow modulation of the optical in-
tensity, it is possible to isolate the effect of one carrier from the
others. The use of the pilot tone technique in conjuncture with
the dithering technique causes the formation of intermodulated
spectral components, each related to a single carrier but contain-
ing the information of the derivative of the transfer function, and
as such they can be used with the same control loop previously
described. However, the use of the pilot tones further reduces
the maximum speed of the system. An experimental validation
of this approach has been carried out, showing how a bi-diagonal
mesh is able to separate and measure the effect of two orthog-
onal independently-labeled beams of lights shined at the same
moment on the circuit.

The dithering technique is particularly useful to control the be-
havior of switching devices, that have to be stabilized on the max-
ima (or minima) of their transfer function. If a different working
condition is targeted, the implemented loop can still be used with
the first-derivative signal, but the resulting control scheme would
not be power-independent nor calibration-free. Hence, an ex-
tension of the dithering technique was designed: by exploiting
the non-linearities of photonic devices, it is possible to extract
the second derivative of the transfer function and feed it to the
control scheme. This is particularly useful for integrated mod-
ulators, especially high-Q micro-ring modulators (MRM), that
have to be operated on the slope of their response. The perfor-
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mance of the second-derivative control loop was experimentally
assessed on an integrated Silicon Photonics MRM, showing how
the locking point of the system is close to the theoretical optimum
working condition of a modulator, i.e. the minimum of the trans-
mitter penalty. The loop was also validated in long transmission
experiments where an external variable was perturbed.

Since the same system can be used to extract both the first
and the second derivative with the dithering technique, the same
control loop can be used to stabilize both switching devices and
modulators on the same chip. An experimental validation of
this dual-control system was carried out. For the purpose, a
subsection of a WDM-based interconnection scheme that allows
different CPUs to communicate with each other was integrated in
a single chip in a Silicon Photonics platform. This chip contains
both resonant switching devices and MRMs, each stabilized and
operated on the correct working condition, as proven by the long
transmission and rerouting experiments carried out.

The enormous flexibility of the platform was possible thanks
to the use of a digital core for operating the system. In order to
ensure maximum versatility, an FPGA was used for the applica-
tion. Despite the numerous resources offered in modern FPGAs,
special care should be put in the design and in the implementa-
tion of the single structures, in order to fit and reliably operate
the system with commercially-available FPGAs. The basic digi-
tal signal processing chain for implementing the lock-in amplifier
was also expanded in order to minimize the effect of spurious
spectral components on the performance of the loop.

Finally, a plasmonic-assisted bolometric sensor was designed.
The sensor relies on the fact that the free electrons interact with
the lattice of the metal during the plasmonic propagation, dissi-
pating energy and hence heating up the device, changing its resis-
tance. Electromagnetic simulations were carried out in order to
understand the effect of the device dimensions on the plasmonic
propagation. Because of the presence of a higher-order mode
excited with a similar amplitude with respect to the first-order
mode, a strong beating effect between the two modes was ob-
served, and experimentally demonstrated. The responsivity and
the time response of the detector were also assessed, showing a
sensitivity down to −20 dBm and a bandwidth of 130 kHz. The
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sensor was eventually used in a first simple control experiment
on a micro-ring resonator, where a minimum chaser algorithm
was programmed and operated in the custom UI. The experi-
ment showed how the sensor could be exploited to maintain the
device at resonance and counteract the effect of the externally
superimposed wavelength disturbances.

8.1 Future developments

As fully explained in this thesis, the number of sensors used to
control a complex photonic system can be reduced at the expense
of the maximum bandwidth of the loop. Further studies have to
be conducted to find the optimum condition in this trade-off,
depending on the type of actuators adopted and the number of
carriers used in the system. For instance, for triangular meshes
such as the one used in this work, it could be envisioned to in-
tegrate one sensor after a certain number of MZIs, effectively
splitting the control problem in smaller sub-meshes, allowing the
re-use of the dithering tones in the system.

Another important aspect to address is the reduction of the
non-linearities of the loop in order to increase the reliability of the
implemented scheme. In particular, the dependence of the heater
power from the square of typical electrical drive signals (either
voltage or current) should be solved. Hence, a pre-distortion of
the signal fed to the heaters should be performed in the feedback
loop. This also solves the dependency in voltage-operated heaters
of the oscillating power from the DC operating condition, that
would further complicate the analysis and impair the linearity of
the loop.

Furthermore, the reasoning behind the extraction of the sec-
ond derivative through the dithering technique can be further
expanded. The same system could then be exploited to extract
higher-order derivatives that could be used to possibly stabilize
the devices yet on different working conditions while preserving
all the advantages of the discussed scheme. The higher-order
derivatives will however feature decreasing power, and as such
will require optimized sensors and readout scheme to be properly
extracted.

Another promising research aspect is the use of sensors in
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differentials and ratiometric readout schemes. These new ap-
proaches, used in conjecture with the dithering technique, can
increment the flexibility in the operation of photonic circuits and
pave the way to new unforeseen applications.

Regarding the plasmonic-assisted bolometric sensors, the
biggest issue to solve is the thermal cross-talk between the
sensor and the actuator. Relying on other forms of actuators
can solve the problem entirely, but the technological maturity
of these solutions is not sufficient for mass-integration. For
this reason, a calibration might be employed to solve the issue
and operate the sensor with the dithering technique. Another
approach might come from the complete redesign on the plas-
monic waveguide. Indeed, there is a growing research interest
in hybrid-plasmonic waveguides, where a dielectric inter-layer
is placed between the core of the waveguide and the metal to
support the propagating mode. These redesigned waveguides
allow to envision completely new sensing scheme, for instance by
assessing the impedance of the dielectric inter-layer.

Whatever the future of photonics holds, it is hard to imagine
one where electronics is not fully involved.
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APPENDIXA
Optimum filter for side lobes extraction

In this appendix, the problem of extracting two side lobes around
a certain spectral component is discussed. The optimum filter is
introduced and discussed, and the SNR obtained with this solu-
tion is computed. Afterwards, the solution where two subsequent
demodulations are performed is also discussed, showing how it
achieves the same SNR of the optimum filter.

A.1 Spectrum of the input signal

To understand the performance achievable in terms of signal to
noise ratio, let us imagine the simplest spectrum of interest. This
corresponds to the case where a small portion of the input light
is modulated around ftone. This signal will then pass through a
certain photonic device whose transfer function is modulated at
fdith with the aid of some actuator. The output spectrum of the
optical signal will have the shape shown in Fig. A.2, as also ex-
tensively explained in 3.5.1. Notice that, in order to be coherent
with the convention typically adopted in the signal theory, the
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bilateral spectrum is here used. Moreover, the absolute value of
the signal extracted does not matter either, since the purpose of
this appendix is to solely confront the SNR obtained with two
(apparently) different solutions. Hence, a generic P̃ is employed
for the signal of interest. The various components present in the
spectrum are scaled accordingly.

A.1.1 Single demodulation

The theory of the optimum filter states that the best SNR is
achieved when the weight function of the transfer function is ex-
actly identical to the signal that has to be processed. In a lock-in
stage, this means that the signal used for the demodulation must
have the same spectral components of the portion of the signal of
interest, as shown in Fig. A.1. In practical terms, this is easily
constructed by summing two sinusoidal signals, one at fdith−ftone
and one at fdith + ftone. A unitary amplitude for each sinusoidal
signal is here assumed for the sake of simplicity. After the mixer,
a portion of the signal of signal of interest ( P̃

2
) is brought back

to baseband, as expected. Notice that the overall power of the
signal is doubled because the sum of two unitary sinusoidal sig-
nals is employed, so a gain of a factor two is expected. The noise
spectral density at the output of the mixer will be

Sn,out = Sn,in · 4
(
1

2

)2

= Sn,in (A.1)

where Sn,in is the noise spectral density at the input of the mixer
and Sn,out the one at the output. The SNR achieved will be

S

N
=

P̃
2√

Sn,in∆f
=

P̃

2
√
Sn,in∆f

(A.2)

where ∆f is the equivalent noise bandwidth used to compute the
rms value of the noise.

A.1.2 Double demodulation

Nonetheless, purposely crafting the signal to realize the optimum
filter is not the most straight-forward way to bring the spectral
component of interest in baseband. Indeed, since the dithering
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Figure A.1: Spectrum obtained by performing a single demodulation with
a signal matching the information of interest (optimum filter).
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oscillations and the pilot tone are both generated within the sys-
tem in the first place, the two frequencies are already available
to be used for the signal extraction. By performing two cascaded
lock-in with those two signals, the side lobes will be downcon-
verted to baseband, as desired. This solution, while it looks dif-
ferent from the one proposed above, grants the same SNR, since
it overall implements the same transfer function. Indeed, by de-
modulating a first time with a signal at fdith, the spectrum at the
output of the signal would be the one reported in Fig. A.2. The
noise spectral density will be

S ′
n,out = Sn,in · 2

(
1

2

)2

=
1

2
Sn,in (A.3)

where Sn,in is the noise spectral density at the input of the mixer
and S ′

n,out the one at the output of the first mixer. If a subsequent
demodulation with a signal centered at ftone is performed, the
signal of interest will be brought back to baseband and will be
worth P̃

4
, as shown in Fig. A.3. For the noise, it is:

S ′′
n,out = S ′

n,out · 2
(
1

2

)2

=
1

4
Sn,in (A.4)

where S ′′
n,out is the noise spectral density at the output of the

second mixer. This means that the SNR of this implementation
will be

S

N
=

P̃
4√

S ′′
n,out∆f

=
P̃

2
√

Sn,in∆f
(A.5)

where ∆f is the equivalent noise bandwidth. As anticipated, this
is the exact same SNR obtained before. This means that the two
solution are identical in terms of signal-to-noise ratio, and the
most convenient one should be chosen on a case-by-case basis.
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