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Abstract

In the present work, extensive investigations have been performed, via
numerical simulations, to understand the combined impact of turbulence
and combustion modeling in the description of mixing-controlled Diesel
combustion, with a split-injection strategy. Turbulence models investigated
were the standard k-ε closure and its RNG variant, while the combustion
models were the Representative Interactive Flamelet (RIF) model and the
Well-Mixed model with tabulation of chemical kinetics (TWM). Their per-
formances were investigated under multiple operating conditions, assessing
the sensitivity of the models to injection timing and spray structure. More-
over, the sensitivity of the RIF model to the number of flamelet domains
used for the main injection event was assessed. Validation is performed
through the small-bore optical diesel engine of Sandia National Laborato-
ries, for which a wide and well-documented experimental database is avail-
able. Both turbulence and combustion models showed satisfactory results
in terms of overall combustion dynamics in case of early and intermediate
injection timing, while the RIF model shower poor performances with late
injection. Moreover, only the TWM model was capable of describing flame
development and stabilization during main injection event, even though it
experienced misfire issues in pilot combustion due to inhibition of reaction
rate in fuel-rich regions. The standard k-ε model showed negligible sensi-
tivity to both injection timing and spray spreading angle, proving its poor
performances in describing shear flows. The overall best results were ob-
tained with the combination of RNG k-ε and RIF models, with a spray
spreading angle of 10°. Moreover, the RIF model was not capable to re-
produce flame stabilization even with multiple flamelet domains, due to
the really short ignition delay in main combustion. Simulations have been
performed with OpenFOAM, an open-source software for multidimensional
CFD simulations, and Lib-ICE, a library of models and solvers for inter-
nal combustion engine (ICE) simulations, developed by the ICE Group of
Politecnico di Milano.

Key-words: CFD, Diesel, turbulence, combustion
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Sommario

Nel presente lavoro di tesi, si è svolta un’ampia indagine sull’impat-
to che hanno la modellazione della turbolenza e della combustione, sulla
capacità di descrivere il processo di combustione in motori Diesel, in un
contesto “mixing-controlled” e con iniezioni sequenziali. I modelli di turbo-
lenza studiati sono il k-ε standard e la sua variante RNG, mentre quelli di
combustione sono il Representative Interactive Flamelet (RIF) ed il Well-
Mixed con tabulazione della cinetica di reazione (TWM). Si sono studiate
le loro sensitività rispetto alle tempistiche di iniezione e alla struttura del-
lo spray. Inoltre, si è studiata la sensitività del modello RIF rispetto al
numero di flamelet utilizzate per descrivere la combustione principale. La
validazione è stata svolta tramite il motore ottico di piccola cilindrata dei
Sandia National Laboratories, per il quale è disponibile un vasto database di
misurazioni sperimentali. Entrambi i modelli di turbolenza e combustione
si son dimostrati capaci di riprodurre in maniera soddisfacente il processo
di combustione, sebbene il modello RIF abbia mostrato prestazioni carenti
in caso di iniezione ritardata. Inoltre, solamente il modello TWM è sta-
to capace di decrivere il processo di propagazione e stabilizzazione della
fiamma, sebbene abbia riscontrato problematiche durante la combustione
pilota, a causa dell’inibizione del progredire delle reazioni nelle zone di mi-
scela ricca. Il modello standard k-ε ha mostrato bassa sensitività rispetto
alla tempistica di iniezione e all’angolo di apertura dello spray, provando le
sue basse prestazioni nel descrivere flussi di taglio. I migliori risultati sono
stati ottenuti utilizzando assieme i modelli RNG k-ε e RIF, con un angolo
di apertura dello spray di 10°. Inoltre, il modello RIF non è stato capace di
riprodurre la stabilizzazione della fiamma nemmeno con flamelet multiple,
a causa del basso tempo di accensione della fiamma principale. Le simu-
lazioni sono state svolte tramite OpenFOAM, un programma open-source
di simulazione CFD, e Lib-ICE, una libreria di modelli e solutori per la
simulazione di motori a combustione interna, sviluppata dal ICE Group del
Politecnico di Milano.
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Introduction

Thanks to their high power density and high efficiency, internal combustion engines
(ICE) have been widely adopted as power sources in many applications, and their
market share is expected to steadily grow over the next decade [1]. These can be
split into two categories, depending on the strategy adopted for fuel ignition - in
spark ignition (SI) engines a premixed air-fuel charge is ignited by means of an
electrical discharge, while in compression ignition (CI) engines highly pressurized
fuel is injected inside the cylinder at the end of compression stroke, and it achieves
self-ignition thanks to the high bulk-gas temperature and pressure. Thanks to
their high thermal efficiency and high torque output, the latter are widely used in
several applications:

� Light-duty vehicles (LDV) - Although CI engines are characterized by gener-
ally lower power-to-weight ratio with respect to SI engines, due to the higher
mechanical loads, the introduction of turbocharging and the subsequent en-
gine downsizing allowed to sensibly reduce this gap in medium/light-duty
application [30], to the point that in 2016 in the EU almost half of the LDVs
registered mounted Diesel engines [40];

� Heavy-duty vehicles (HDV) - As in HDVs minimization of operating costs
is more important than weight and space utilization, Diesel engines are ex-
tensively applied in this field;

� In general, Diesel engines are applied in all fields where high output power
and torque are required, such as off-road heavy-duty applications (tractors,
earth-moving equipment, construction machinery, mining machinery, etc.),
or high thermal efficiencies due to the high operating costs, like power pro-
duction, rail and naval transportation, etc.

However, since the ‘50s there have been increasing awareness of the damages
caused by usage fossil fuels as energy sources - mainly the production of harmful
compounds and green-house gases (GHG) - and in the last decades increasingly
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strong restrictions were imposed on the quality of exhaust gases produced by ICEs.
For this reason, there is strong interest in decarbonization of the transport sector
and looking for more sustainable and environmentally-friendly alternatives to ICEs
(electrification, power-cells, alternative fuels, etc.). Therefore, in the next years it
is expected to see increasing electrification, especially in the form of hybridization
with SI engines in LDVs, thanks to the high efficiencies achieved - comparable to
those of equivalent CI engines - and the low level of pollutant production [31, 40].
Hence, CI are expected to progressively disappear over the next decades in LDV
applications. On the other hand, the current technological limitations of batteries
in terms of energy density, specific cost, and recharging time, make prohibitive the
full battery electrification of heavy-duty applications, characterized by very high
energy consumption over long periods of time, and Diesel engines are expected
to keep their dominant role in these fields (HDVs, long-range marine transports,
etc.) [31].

Therefore, strong effort shall be put in reducing the environmental impact of
Diesel engines, which can be achieved by improving the following aspects [30]:

� Further reduction of the specific fuel consumption, by optimizing the overall
combustion process, and achieving values of thermal efficiency over 50%;

� Development of renewable fuels, such as biodiesel or synthetic fuels (DME),
to be used alone or as additives to improve combustion properties of con-
ventional diesel fuel [37, 11];

� Development of new combustion modes able to improve the quality of ex-
haust gases, without affecting the overall performances. Research mainly
focuses on Low Temperature Combustion (LTC) modes - like Partially Pre-
mixed Combustion (PPC) and Homogeneous Charge Compression Ignition
(HCCI) - and dual fuel combustion modes - like Reactivity Controlled Com-
pression Ignition (RCCI) and High Pressure Direct Injection (HPDI).

To achieve improvements in these fields, further research is required to have a
better understanding on the several aspects involved in the combustion process,
like fuel ignition, dynamics with multiple-injection strategies, the effect of pis-
ton bowl geometry, the evolution of the spray, etc. To investigate these aspects,
research is based on the following tools:

� Investigations in optical engines, in which accurate optical measurements
are performed thanks to a transparent piston head;

� Detailed simulations with multi-dimensional Computational Fluid Dynamic
Dynamics (CFD) models.

xvi



The main limitations of the former are associated to the capability of perform-
ing optical measurements, which often requires to adopt simplified piston geome-
tries, and the costs and time required to perform the experiments. On the other
hand, CFD simulations are characterized by high versatility, which allows them
to be applied both as design and diagnostic tool, to understand the mechanisms
of air-fuel mixture formation, flame diffusion, and formation of pollutants.

However, CFD modeling of CI ICEs has to face an extremely high level of
complexity, especially for what concerns the combustion process. Specifically,
combustion modeling has to deal with the complex chemistry involved in com-
bustion of complex hydrocarbons (two-stage ignition), and properly account for
the effect of turbulence on the combustion process (turbulence-chemistry interac-
tion), as turbulence can sensibly affect the reaction rates and flame structure in
both premixed and non-premixed combustion [45, 14]. Therefore, the CFD codes
require to be extensively validated, to assess their capability in describing the dy-
namics of the combustion process in engine applications.

The objective of this thesis is to validate two combustion models, the Represen-
tative Interactive Flamelet (RIF) model and the Well-Mixed model with tabulation
of chemical kinetics (TWM), against the measurements taken in an optical engine
with geometry of the combustion chamber really close to the one of real engines.
The main contribution of this study is to validate the models in real engine con-
ditions, as in the past most of experimental data were taken in constant-volume
vessels - without the capability to account on the effect of piston bowl geometry -
or in simplified optical engines, not fully reproducing the dynamics of real engines
(impact of turbulent flow structures due to jet/wall interaction).

In the present work, extensive investigations have been performed via numer-
ical simulations to understand the combined impact of combustion modeling and
turbulence modeling in capability to predict the dynamics of combustion process
in CI ICEs. Moreover, the sensitivity with respect to injection parameters has
been studied, for all the models under investigation. Simulations have been per-
formed with OpenFOAM [3], an open-source software for CFD simulations, and
LibICE, a toolkit developed by the ICE Group of Politecnico di Milano in which
specific models and solvers for simulation of internal combustion engines are im-
plemented, which has been extensively validated by the developers. Results are
validated through the small-bore optical diesel engine of Sandia National Labora-
tories, for which a wide and well documented experimental database is available
on Engine Combustion Network website [2].

In chapter one, the past experimental investigations with the above mentioned
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facility will be briefly described, along with the findings of some simulation stud-
ies. Then, the second chapter will be dedicated to a detailed description of the
numerical models investigated in this work, with their respective strengths and
weaknesses. Third chapter will be dedicated to the description of the model setup,
and the critical aspects that were faced in this preliminary stage of the work. In
chapter four the sensitivity of the numerical models will be investigated, by as-
sessing the impact of turbulence modeling and combustion modeling on prediction
of heat release, sensitivity to injection parameters, and other model parameters.
Last chapter will summarize the most relevant considerations from the analysis
performed.
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Chapter 1

The experimental facility

1.1 ECN small-bore Diesel engine

The present study was developed on the basis of the extensive experimental cam-
paign performed on a single-cylinder, small-bore optical Diesel engine of the Sandia
national laboratories. Many researches have been performed to characterize the
impact of piston bowl geometry on the combustion dynamics and levels enhance-
ment of mixing controlled combustion. The two shapes analyzed are a conventional
re-entrant piston bowl, derived from a GM 1.9 L piston head, and a stepped-lip
piston bowl, derived from the pistons employed in the Ford 6.7L Scorpion� engine.
Information about the engine is summarized on the Engine Combustion Network
website [2], along with a detailed database of measurements from experimental
studies performed with the facility. Specifically, two operating conditions were
investigated:

� CDC9 - A conventional partial load, mid-range speed, diesel combustion
mode, adopting a split pilot-main injection strategy and lightly boosted.
This condition is representative of the cruise speed operation of a Diesel
engine for transport applications;

� LTC3 - A highly diluted low temperature combustion mode, adopting sin-
gle injection in late stage of compression, thus involving an high level of
premixed combustion. This operating point is representative of idle opera-
tion and can be used to study advanced combustion modes for compression
ignition engines.

In this work of thesis, only the former of the two operating conditions has been
studied. This choice is driven by the importance of the operating point in en-
gine applications. In fact, cruise speed and load is expected to be the operating

1



CHAPTER 1. THE EXPERIMENTAL FACILITY 2

condition most often experienced by internal combustion engines for transport
applications. Therefore, studying this condition is of great interest for engine de-
signers, in order to maximize thermal efficiency and limit production of noxious
pollutants (namely NOx and particulate matter). Moreover, in this thesis sim-
ulations have been performed only with the conventional re-entrant piston bowl
geometry.

Specifically for this operating condition, extensive experimental investigations
have been performed by many authors, each of them dedicated to specific aspects
of charge and combustion dynamics in CI engines. Busch et al. [47] and Zha et
al. [38] performed an injection-timing sweep, where both pilot and main injection
were block-shifted with constant dwell of about 10 crank angle degrees (CAD).
In these studies the pilot injection mass was kept constant and the mass of main
injection was adjusted to keep a constant load of 9 bar indicated mean effective
pressure (IMEP). Of the analyzed operating conditions, the authors identified
three injection timings, which are representative for the overall effect of injection
timing:

� SSEp17b - An early injection timing, where the the main injection occurs
when the piston is almost at top dead center (TDC). In this condition, the
thermal efficiency is about at its maximum and the spray targeting directs
almost all of the fuel inside the piston bowl. Here no significant differences
were observed by changing the piston geometry;

� SSEp07b - An intermediate injection timing, where the start of main in-
jection is such that the fuel spray hits the piston rim, leading high level
of spray-wall interaction and mixing controlled combustion. This injection
timing was chosen because a significant increase in thermal efficiency was
observed adopting the stepped lip geometry with respect to the conventional
one, along with significant reduction in soot production. Enhancement of
mixing controlled combustion was hypothesized to be the reason of these
experimental findings;

� SSEp02a - A late injection timing, where the main injection happens during
expansion stroke. In this condition, most of the spray is directed towards the
squish region, and bulk gas temperature and pressure are significantly lower
then those at TDC. For this reason, this injection condition is expected to
reproduce the dynamics of low temperature combustion strategies (longer
ignition delay, higher level of premixed combustion, lower NOx and higher
CO and products of partial oxidation).
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Figure 1.1: Behavior of thermal efficiency with respect to injection timing for
the re-entrant (blue) and stepped-lip (red) piston blow geometries [47]. The three
reference injection timing conditions are highlighted.

Sahoo et al. performed planar laser-induced fluorescence (PLIF) measurements
to study the vaporization and mixing behavior of pilot injection [13]. In their work,
they measured the evolution of mixture fraction field on three planes parallel to
the piston head, and they studied the impact of injection parameters (injected
mass and rail pressure) and in-cylinder conditions (bulk gas temperature and swirl
intensity) on it. From their findings, the pilot injection is expected to penetrate up
to the bowl rim, and to produce significant fuel-rich mixture, particularly in the
region at the tip of the jet. For the late injection case, characterized by a lower
bulk gas temperature, the fuel from pilot injection is expected to have a high
level of premixed combustion, with risk of over-lean zones and low combustion
efficiency. Moreover, jet-to-jet variations in fuel distribution were observed in the
experiments.

Utilizing high-speed soot natural luminosity (NL) imaging, Zha et al. re-
constructed the in-cylinder velocity field during combustion, adopting the Com-
bustion Image Velocimetry (CIV) technique [38]. Analyzing the development of
CIV-resolved swirl ratio, the authors observed substantial swirl amplification af-
ter CA501 for early and intermediate injection timings, therefore deducing that

1Instant when 50% of the injected fuel has burnt.



CHAPTER 1. THE EXPERIMENTAL FACILITY 4

in these conditions the mixing process is driven by spray-wall interaction rather
than squish/reverse squish flow processes. From these measurements they were
also able to compute the charge flows on piston walls in late stage of combustion
and to identify the regions of soot formation.

Dynamics of in-cylinder flow structures during compression stroke were ana-
lyzed by Zha et al., through Particle Image Velocimetry (PIV) measurements on
multiple swirl planes [39]. The authors were able to characterize the morphology
of flow structures inside the cylinder, in terms of tilting and eccentricity of the
swirl axis, and the effect of intake port geometry. From the measurements, a sig-
nificant tilting and eccentricity of the swirl axis was observed, and their evolution
during compression was analyzed in depth by the authors. A similar evolution of
swirl structure was observed for different steady state swirl ratio, from which the
authors deduced that the intake port geometry is not of main importance for late
compression mean flow asymmetry.

Finally, Bush and Miles performed an experimental study to characterize the
fuel injection system and assess the reliability of the fuel flow measuring system
adopted [49]. This was done by assessing the impact of many parameters on the
measured mass flow rates. Therefore, reliability of the injection rate profiles and
injected mass in each operating condition studied has been proven.

1.2 Previous simulation studies

Thanks to the extensive and various experimental campaigns that have been per-
formed on the above cited optical engine, and to the level of detail with which
boundary conditions of each test are reported, the ECN experimental database
has been used by many authors for validation of numerical models.

Full-cycle simulations with detailed geometry of the engine have been per-
formed by many authors, in order to have insights of the in-cylinder flow structures
generated during induction and compression strokes [20, 22, 23]. The authors ob-
served that, with the conventional piston bowl geometry, a strong swirl vortex is
sustained along the compression stroke, and it is enhanced when entering the bowl
at TDC. By decomposing the flow field into squish and swirl velocity component,
in [20, 22] a strong swirl-squish interaction was observed: the axis of the swirl
vortex is close to the piston axis and a strong, azimuthally symmetric, toroidal
vortex is generated from the squish flow. Perini et al. also observed marginal
impact of engine speed and compression ratio on flow structures, as “bulk flow
and turbulence quantities scale smoothly with these parameters” [22]. Principal
Component Analysis was used on the validated CFD cold-flow simulations to give
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quantitative characterization of the evolution of the swirl vortex inside the cylinder
during intake and compression stroke [23].

Non reacting simulations were performed by Busch et al. on the early and
intermediate injection timings, to understand the flow structures generated inside
the cylinder due to the interaction between spray and piston surface [48]. The
authors observed that spray-wall interaction plays a dominant role: impingement
of the spray onto the bowl rim leads to splitting of the fuel jet among squish and
bowl regions. Inside the bowl region, a strong toroidal vortex is generated, while
no stable recirculating flow structures are formed in the swish region, where the
spray is just slightly deflected upwards and continues to propagate outwards. For
the re-entrant piston bowl geometry, the authors observed limited variations in
the flow topology among the two injection timings studied, having in both cases
dominance of the long-lasting bowl vortex. Recently, some authors have also in-
vestigated the combustion dynamics, by performing reacting spray simulations
[26, 32]. Perini et al. observed that ignition and combustion of the pilot injec-
tion behaves like in an homogeneous adiabatic reactor, while the main injection’s
ignition and combustion development are sensible to local in-cylinder flows [26].
Specifically, the fuel delivered during the main injection is ignited when fuel va-
por interacts with the high-temperature mixture from pilot flame. By performing
simulations with different swirl intensities, the authors deduced that pilot-main
clocking mainly affects ignition timing of main injection, being also responsible
for the high cyclic variability of premixed heat release rate.

Some authors also studied the impact of geometric details of combustion cham-
ber on the characteristics of in-cylinder flow properties, by comparing full-cycle
simulations with sector mesh simulations [20, 25]. The main differences that were
observed between the two cases are the following:

� Noticeable difference was observed between the predicted tangential velocity
profiles, especially approaching the TDC. The sector simulations preserved
the Bessel-like behavior all along the compression stroke, while the full-
engine mesh captured the velocity profiles both in shape and absolute values;

� The sector mesh over-predicted tangential velocities in the bowl region (see
Figure 1.3). This was primarily consequence of the in-cylinder flow initial-
ization in the sector simulations, where a constant swirl ratio was assumed
along the cylinder axis. However, this assumption was showed to be incorrect
due to limited penetration of the swirl vortices generated by intake ports;

� Due to non-symmetric intake port design, the swirling flow shows a non-
axisymmetric structure. The authors suggested that this might lead to jet-
to-jet differences in terms of air entrainment and mixture formation;
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� Due to strong flow non-uniformities generated during induction stroke, the
full mesh simulation predicted a steady reduction of swirl ratio during com-
pression stroke, along with higher turbulence intensity;

� Strong differencies were observed in the evolution of in-cylinder swirl ratio
and turbulence intensity. Geometric details on cylinder head showed to have
a strong impact on the velocity fields. These acted as a barrier for the air
flow, especially when the piston is close to the TDC, and tended to increase
the dissipation of mean flow into turbulent flow. For this reason, the peak
swirl ratio at TDC was over-predicted with the sector mesh simulations (see
Figure 1.2);

� By performing simulations with a 360 sector mesh with initial velocity field
mapped from the full-cycle simulations, Perini et al. observed that engine
geometry details have a stronger impact on in-cylinder flows and turbulence
distribution than initial flow conditions [25].

Figure 1.2: Plots of temporal evolution of swirl ratio (SR) and turbulent kinetic
energy (TKE), showing the impact of sector mesh modeling with respect of full
engine mesh approach [25]
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Figure 1.3: Overprediction of flow speed inside the bowl at TDC as a consequence
of initialization of homogeneous swirl with sector mesh approach [20]
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Chapter 2

Numerical models

Modeling of compression ignition internal combustion engines has always been
challenging, due to the variety of physical and chemical processes involved and
their complex interaction. A comprehensive multidimensional CFD model for this
applications should be able to predict the dynamics of gas exchange, evolution of
turbulent flow structures, liquid fuel injection and the consequent spray evolution,
dynamics of the combustion process, production of noxious substances, etc. To
handle the extremely high level of complexity of the overall problem, several mod-
els and sub-models are required, each describing a specific aspect. Among these,
the following groups of models have a strong impact on describing the overall
combustion process [45, 14]:

� Spray models - They have the purpose to predict the evolution of the liquid
fuel when injected inside the combustion chamber. Several sub-models are
involved in describing this process, from generation of fuel droplets, to their
progressive degradation into smaller particles due to aerodynamic interaction
with gas phase and, eventually, evaporation;

� Turbulence models - These are required to close the turbulent flow compo-
nents generated when performing Reynolds averaging of the Navier-Stokes
equations. This aspect is crucial for predicting turbulent flow structures,
degradation of mean-flow energy into turbulence, diffusion and mixing of
chemical species and other quantities relevant for the combustion process,
etc.;

� Combustion models - These have to describe the chemical processes happen-
ing during combustion of the air-fuel mixture. The main problems that these
models have to face are related to the complex dynamics of combustion in

9
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compression ignition engines, the number of species and reactions involved,
and the interaction of chemistry with the flow dynamics.

As far as the first of the three aspect is concerned, both simulations in con-
stant volume vessel and operating engine seem to agree that the most suitable
approach for describing the mechanics of spray formation is the model proposed
by Beale and Reitz considering both combined Kelvin-Helmholtz and Rayleigh-
Taylor instabilities [36], and variants of this model with different sub-models. For
this reason all the simulations in this thesis are performed with the above cited
breakup model. No such strong agreement was found in the case of the other
modeling aspects.

Many turbulence models have been proposed in the literature, and their per-
formances in Diesel engine applications have been studied by many authors [41,
60, 24, 9]. From their studies, the k-ε turbulence closure and its variants seemed to
give the best results. However, each of them did not show the same performances
when studying individually the relevant phenomena happening in CI engines (flow
structures generated during induction and compression strokes, prediction of mass
flow rate through valves, turbulence level in spray region and at wall impinge-
ment, liquid and vapor penetration, mixture fraction distribution, etc.). For this
reason, no wide agreement is found in the literature, but researchers seem to be
polarized around two main turbulence models: the standard k-ε model, and its
Re-Normalisation Group (RNG) variant. In the current work of thesis, simulations
are performed with both these turbulence models, to assess their performances in
predicting the dynamics in mixing-controlled diesel combustion.

Combustion models can be divided into two main groups: those that describe
the combustion phenomena by adopting detailed chemistry solvers, and those that
rely on simplified models to predict ignition and combustion of air-fuel mixture.
Some authors compared these two branches of combustion modeling [51, 42], ob-
serving that those not solving detailed chemistry had limited capability to predict
combustion features in both single and multiple injection strategies, being re-
ally sensitive to model constants and giving good results only in narrow ranges
of operating conditions. For this reason, in this work only combustion models
with detailed chemistry are taken into account. According to literature, the most
widespread combustion models adopting detailed chemistry for CI ICEs applica-
tions are the Well-Mixed model and the Representative Interactive Flamelet model
(RIF). The variant with off-line tabulation of Well-Mixed model is assessed in this
work (TWM), and compared in performances with the multiple-flamelet version
of RIF model (mRIF), both implemented in the LibICE and previously validated
in different works [29, 28, 54].

This chapter is dedicated to a brief description of the turbulence and combus-
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tion models assessed in the present work, reporting some considerations on their
strengths and weaknesses that were observed in past studies.

2.1 Combustion models

2.1.1 Representative Interactive Flamelet model

The RIF model is based on the laminar flamelet concept: the flame is modeled as
a set of thin diffusive flamelets, and combustion takes place in the regions where
mixing produces a nearly stoichiometric air-fuel mixture. This model has seen
good agreement in CI engine applications, since conventional Diesel combustion
is mostly diffusive. Its derivation has been widely discussed in the literature
[34, 45, 14] and here the most important aspects are reported. The explanation of
how the model is implemented in the LibICE code can be found in Colombi and
D’Errico et al.[44, 28], along with the description of the modifications introduced
to enhance its performances and reduce the computational time.

The first step of this model is the introduction of a new non-dimensional scalar
quantity, called mixture fraction Z: it can be derived by performing suitable
variable changes on the transport equations of temperature and mass fraction
of reacting chemical species, and it is normalized in order to be 1 in the fuel
stream and 0 in the oxidizer stream. Equation 2.1 shows the averaged balance
equation that Z follows; for its closure, another variable has to be introduced,
the variance of mixture fraction Z ′′2, which transport equation is given by 2.2.
In these, the ScZ and ScZ′′2 are the Schmidt numbers of mixture fraction and
its variance respectively, both assumed to be equal to 0.7 in this work. Ṡ is a
source term from spray, whereas µt is the turbulent dynamic viscosity, calculated
from the turbulence model, and χ is the scalar dissipation rate, a sink term due
to turbulence, given by equation 2.3. Cχ is a model constant and it is assumed to
be equal to 2.

∂ρZ̃

∂t
+∇

(
ρUZ̃

)
−∇ ·

(
µt
ScZ
∇Z̃
)

= Ṡ (2.1)

∂ρZ̃ ′′2

∂t
+∇

(
ρUZ̃ ′′2

)
−∇ ·

(
µt

Z̃ ′′2
∇Z̃ ′′2

)
= 2

µt
ScZ′′2

∣∣∣∇Z̃∣∣∣2 − ρχ (2.2)

χ = Cχ
ε

k
Z̃ ′′2 (2.3)
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Figure 2.1: Schematic of coordinate change from a Cartesian set {x1, x2, x3} to
iso-Z surfaces {ξ1, ξ2, Z}. A single iso-Z surface is represented, with a generic
tangent plane

The introduction of mixture fraction Z allows to perform a change of variables
in the description of the flame structure, moving from a Cartesian set of coordi-
nates xi to a new one defined with respect to the iso-Z surfaces (depicted in Figure
2.1). Under assumption of thin diffusive flames, in this new set of coordinates the
dominant variable is the mixture fraction, having that gradients in ξ1,2 directions
are negligible with respect to those in Z direction. Therefore the flame can be
considered locally one-dimensional, and energy (h) and mass fraction (yi) balance
equations can be solved on a 1D domain depending only by a single variable: the
mixture fraction.

ρ
∂yi
∂t

= ρ
χZ
2

∂2yi
∂Z2

+ ω̇i (2.4)

ρ
∂hs
∂t

= ρ
χZ
2

∂2hs
∂Z2

+ q̇s (2.5)

Here, ωi and yi are respectively the chemical source term and mass fraction
of generic i-th species, hs is the sensible enthalpy, and q̇s is the heat release by
chemical reactions. χZ is the scalar dissipation rate in the mixture fraction space,
which is obtained as an average over the CFD domain assuming β-PDF distribu-
tion on sub-grid scale [44]. This parameter models the effect of turbulent mixing
on combustion, thus binding the flow and combustion dynamics. Detailed descrip-
tion of equations used by CFD code to compute χZ can be found in [44], and here
are not reported being out of the scope of this work.

However, modeling of combustion as an individual diffusive flamelet introduces
and excessive oversimplification of the real combustion dynamics in CI engines.
Limitations of this model are caused by the following aspects:

� Non-uniformity in turbulence is not considered, because the scalar dissipa-
tion rate is averaged on the overall domain, and local flow structures may
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have a significant impact on combustion development and prediction of pol-
lutant formation;

� In case of long ignition delay, the portion of premixed combustion tends
to drastically increase (condition typical of low temperature combustion
strategies, with high levels of exhaust-gas recirculation (EGR)). In this con-
dition, flame structure is far from being diffusive: ignition takes place in
several auto-ignition spots inside the premixed air-fuel mixture, and propa-
gates within the premixed region. This feature cannot be represented by the
conventional RIF model, since once ignition condition is reached, the pre-
mixed charge is ignited all at once, being characterized by the same values
of mixture fraction. For this reason, heat release rate (HRR) in premixed
combustion is strongly overestimated by RIF model in these conditions;

� By looking at the conceptual model of stabilized mixing-controlled combus-
tion proposed by Dec [15] depicted in figure 2.2, the flame is not attached
to the injector hole, but a fuel-rich premixed flame is formed at a stable
distance from the injector nozzle, where fuel is vaporized and mixed with
air. This flame stabilization mechanics cannot be represented by the con-
ventional RIF model, because it is not able to predict flame propagation in
premixed mixtures, the charge is ignited up to the injector nozzle.

Figure 2.2: Scheme of stabilized mixing-controlled flame in conventional Diesel
combustion. [15]

To improve the performances of the RIF model, a multiple number of flamelets
have been used, each of them is representative of a certain portion of the injected
fuel mass and is tracked by a marker Mj, following a transport equation analogue



CHAPTER 2. NUMERICAL MODELS 14

to 2.1. Each marker is representative of the portion of mixture fraction in the
corresponding flamelet, thus the following identity must hold, where Nf is the
number of flamelets.

Z =

Nf∑
j=1

Mj (2.6)

Figure 2.3 summarizes the operation of the RIF model with multiple flamelets
(mRIF) combustion model, illustrating the mutual interactions between the CFD
and flamelet domains.

Figure 2.3: Scheme of mRIF model, showing interaction between CFD and
flamelets domains [29]

It has been shown that this extension of the conventional RIF model has the
capability to mitigate the limitations mentioned above, thanks to its capability
to account on non-homogeneities in flow structures and turbulence. Moreover,
past studies showed that when partitioning of flamelets is performed according to
injection time (or mass), and interaction among flamelet domain is neglected, the
mRIF model is also able to predict flame stabilization phenomenon [28, 29, 44].
However, authors suggested that a maximum delay of 0.1 ms among change in
flamelet injected is needed, to correctly describe flame stabilization and predict
the lift-off length1 (LOL) [28]. This improvement may come at the cost of strong
increment of computational time, because tens of flamelets may be needed in case
of long injections, thus strongly increasing the number of calculations required.

1The flame generated by direct injection Diesel combustion is an example of lifted fame. The
distance between the injector nozzle and the stabilized flame is called ’lift-off length’.
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2.1.2 Well-mixed model with tabulated kinetics

The second combustion model that is considered in this work is a modification
of the Well-Mixed model, where chemistry is not computed at each time step,
but it is extrapolated from a table containing the chemical kinetics in a set of
several thermodynamic conditions. Validation of the model has been performed
by Lucchini et al. [54]; a description of the model and its implementation in the
LibICE code can be found in [4]. The fundamental assumptions of this model
will be summarized, with its fundamental equations and related strength and
weaknesses.

In standard Well-Mixed model, each cell of the CFD domain is treated as
a closed homogeneous system, thus neglecting any sub-grid scale turbulence-
chemistry interaction. By assuming that chemical time scale is much smaller then
the fluid-dynamic one (condition that generally holds in CI engine combustion ap-
plications) solution of chemistry and fluid-dynamics can be can be decoupled. The
chemical kinetics is integrated by an ODE stiff solver within the CFD time-step,
starting from the current conditions in the control volume. In each cell, evolution
of mass fraction of each chemical species and energy are described by the following
first order, non-linear, ordinary differential equations:

dyi
dt

=
ω̇iMi

ρ
(2.7)

dT

dt
= −

∑ns

i ω̇ihi
ρcp

(2.8)

Where ω̇i, hi, yi and Mi are respectively the reaction rate, internal enthalpy,
mass fraction and molecular weight of i-th specie. cp is the specific heat capacity
at constant pressure of the mixture and ns is the number of chemical species in the
mixture. These equations are solved within the time-step, and the concentrations
of chemical species due to reaction are provided to the CFD code. The other
quantities, included temperature distribution, are computed from the CFD code
by solving their transport equations.

It can be observed that the number of ordinary differential equations to be
solved scales up with the number of species in the reaction mechanism. This puts
a limit to the accuracy to which chemistry is described, due to the strong increase
in computational time when larger mechanisms are used. One of the strategies
that have been proposed and validated in literature to overcome this limitation
is tabulation of chemical kinetics. In this work, off-line tabulation of chemistry
is adopted, on the basis of the work developed in [4]. Figure 2.4 shows the a
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schematic of how tabulation of chemistry is performed, and here the process will
be summarized.

Figure 2.4: Schematic of tabulation procedure [4]

First, an input file is defined, which contains information about:

� The reaction mechanism to be used in calculations;

� A range of initial conditions for each variable required to compute the chem-
istry (ambient pressure p, initial reactor temperature Tu, mixture fraction
Z, initial air composition).

Unburned gas temperature Tu can be computed in two different ways, whether
mixing of oxidizer and fuel is considered or not (mixing-line assumption). In the
first case, fuel is injected at liquid state at a given temperature Tf , and the initial
temperature is computed from the enthalpy of the mixture:

h0(Z) = (1− Z)hZ=0(TZ=0) + Z hZ=1(TZ=1)− Z hl(TZ=1) (2.9)

Where hl is the latent heat of evaporation of the fuel. Therefore, Tu is a function
of Z and the initial air and fuel temperatures. In the second case fuel and air are
assumed perfectly mixed and both in gaseous state at same temperature. Hence,
initial mixture temperature is not dependent from the mixture fraction and it is
given from the data for Tu in the input file. These two approaches have been shown
to be equivalent [4], since in both cases all possible thermochemical states of the
system are covered. Differences in the results with these two methods are only due
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to interpolation from different sets of table points, and the this effect is negligible
if the ranges of initial conditions have a sufficiently refined discretization. In this
work, mixing line was not considered to perform the tabulation.

Once that the set of initial conditions is defined, for each one combustion is
simulated under assumption of homogeneous constant pressure reactor, i.e. equa-
tions 2.7 and 2.8 are solved. Equations are integrated by an ODE solver until
either combustion is completed or a reasonably long end time, defined in the in-
put file, is reached. This second end condition is required for those cases in which
complete combustion is never reached, i.e., at low temperature. Contemporary to
the resolution of the ODE system, which yields the evolution of the state (yi, T )
with respect to time, other relevant variables are computed at each time-step,
required to the coupling with the CFD solver:

� A progress variable (C), which is a function of the state of the system, and
measures the combustion’s advancement;

� A set of virtual species (yv,i) representative of the mixture composition.
These are introduced to minimize the memory required to store the table,
since having that storage of evolution of all chemical species in the mech-
anism would be unfeasible. They are defined so that the most important
physical and thermochemical properties of the mixture are preserved.

In this model, the progress variable is calculated from the enthalpy of formation
at reference conditions2 of the mixture at the given time-step, also known as h298.
The minus sign in Eq. 2.10 is needed so that C increases through combustion, as
the enthalpy of formation decreases as combustion progresses.

C(t) = −
ns∑
i=1

yi(t)h298,i (2.10)

The adopted definition of the progress variable guarantees that it uniquely
characterizes each point in the thermochemical state-space ad it is appropriate
for a transport equation. At the end of the calculations, the progress variable is
normalized with respect to its minimum and maximum values, i.e., those at initial
conditions and equilibrium respectively, and then stored. Thus, Cmin and Cmax
are tabulated as well. The reaction rate is computed from the normalized progress
variable through a forward differencing scheme.

c(t) =
C − Cmin

Cmax − Cmin
(2.11)

2Tref = 298.15K, pref = 1bar
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ċ(ti) =
c(ti+1)− c(ti)
ti+1 − ti

(2.12)

As mentioned before, to limit the dimension of the table imported in the CFD
solver, composition at each time-step is expressed through a set of virtual species,
which are representative of the real mixture. The virtual composition is defined
to guarantee conservation of mass and main thermochemical properties: number
of atoms for each atomic species, mixture molecular mass, enthalpy and specific
heat.



∑ns,v

i=1 yv,i = 1∑ns,v

i=1 Nk,i xv,i =
∑ns

j=1Nk,j xj ∀k ∈ {C,H,O,N, . . . }∑ns,v

i=1 hi(T ) yv,i =
∑ns

j=1 hj(T ) yj∑ns,v

i=1 cp,i(T ) yv,i =
∑ns

j=1 cp,j(T ) yj

(2.13)

In equation 2.13 it is shown the algebraic linear system to be solved to find
mass fractions of virtual species; Nk,i is the number of atoms of atomic species
k in i-th chemical specie, xi is the mole fraction of i-th specie, and subscript v
indicates that the quantity refers to the set of virtual species.

Figure 2.5: Scheme of tabulated Well-Mixed model, showing how the CFD model
retrieves information about chemistry from the tabulation [54]

To link the CFD solver to the tabulation, the following transport equations
for mixture fraction, enthalpy, unburned gas temperature and progress variable
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have to be solved in the CFD domain, thus the table is accessed with the local
cell values.

∂ρZ̃

∂t
+∇

(
ρUZ̃

)
−∇ ·

(
µt
ScZ
∇Z̃
)

= ṠZ (2.14)

∂ρC

∂t
+∇ (ρUC)−∇ ·

(
µt
ScZ
∇C

)
= ρĊ (2.15)

∂ρhu
∂t

+∇ (ρUhu)−∇ · (αt∇hu) = ρQ̇s +
ρ

ρu
· Dp
Dt

(2.16)

Ċ = (Cmax − Cmin) · ċ (2.17)

In eq. 2.14 ṠZ is the source term due to spray evaporation; in eq. 2.15 Ċ is the
progress variable source term due to combustion, retrieved from the table; in eq.
2.16 αt is the turbulent thermal diffusivity, ρu is the unburned gas density, and
Q̇s is a source term due to spray evaporation, whose expression changes whether
the mixing-line were assumed or not in the table generation process [4]. Figure
2.5 shows a block-scheme describing the interaction between CFD code and tab-
ulation.

Lucchini et al. [54] observed that, although tabulation of chemical kinetics
allows strong reduction of computational time and utilization of wider reaction
mechanisms, it also introduces a significant level of simplification in the system,
being that a ns + 1 dimensional problem is reduced to only 4 dimensions (Z, C,
p, Tu). This aspect was shown to be critical in the ignition process when highly
rich regions are present (φ > 3), which are characterized by long ignition delays
and fast single-stage combustion:

1. Low temperature combustion reactions begin in regions with nearly stoichio-
metric composition (φ ∼ 1), thus progress variable ramps up to a interme-
diate nearly steady level while cold flame reactions proceed;

2. Progress variable is diffused from these regions toward the center of the vapor
cloud, where highly rich mixture is present (φ > 3);

3. As soon as there is a progress variable increase in the rich region, ignition
takes place with highly reactive, single stage combustion. Therefore, nor-
malized progress variable rapidly ramps up;
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4. High values of progress variable are diffused back to lean regions, thus high-
temperature combustion of air-fuel mixture starts.

The overall result of this mechanism is that as soon as low-temperature igni-
tion delay is reached in stoichiometric regions, the whole jet ignites, therefore the
ignition delay was strongly under-predicted. In order to limit this behavior and
being able to describe the two stage ignition process, the reaction rate Ċ is set to
zero in highy rich regions, with a threshold value of φ = 3.

Validation of the Tabulated Well-Mixed combustion model was performed in
[54], by means of the constant volume spray and engine simulations. The model is
also compared with direct integration of Well-Mixed model and other combustion
models with the same tabulation. The authors observed that TWM model cor-
rectly predicts HRR during mixing-controlled combustion, slightly under-predicts
ignition delay and over-predicts HRR during cold flame combustion. The conven-
tional WM model overestimates the lift-off length, as a consequence of neglecting
turbulence-chemistry interaction. The TWM predicts a shorter LOL with respect
to the WM model with direct integration, because diffusion of progress variable
allows ignition of rich mixture further upstream. With regards to real engine
simulations, the model achieved satisfactory agreement with experimental data.

(a)
(b)

Figure 2.6: Comparison of TWM model and WM model with direct integration
in constant volume spray simulations [54] - (a): HRR and pressure rise - (b):
Flame structure and LOL
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2.2 Turbulence models

Turbulence modeling is required as a consequence of performing Reynolds average3

on Navier-Stokes equations. Let us consider the momentum equation:

∂ρU

∂t
+∇ · (ρUU) = −∇p+∇ · σ + ρg + Fs (2.18)

σ = µ

∇U + (∇U)T︸ ︷︷ ︸
2S

−2

3
∇ ·UI

 (2.19)

Where Fs is the production term due to spray and I is the identity matrix.
Thus, by averaging equation 2.18, the following is obtained:

∂ρ̄Ũ

∂t
+∇ ·

(
ρ̄ŨŨ

)
= −∇p̃+∇ · σ̃ −∇ ·

(
ρ̄Ũ′′U′′

)
+ ρ̄g + F̃s (2.20)

We can observe that an additional source term is found, where Ũ′′U′′ is the
so-called Reynolds stress tensor, which is closed by the turbulence model. This
is generally described trough Boussinesq hypothesis of linear stress-strain rela-
tionship, in an analogue way to the viscous tensor σ for Newtonian fluids (Eq.
2.19):

ρ̄Ũ′′U′′ = −µt
[
2S̃ − 2

3
∇ · ŨI

]
+

2

3
ρ̄kI (2.21)

k =
1

2
Tr
(
Ũ′′U′′

)
(2.22)

Where k is the turbulent kinetic energy, expressed by eq. 2.22, and µt is
turbulent dynamic viscosity. The turbulence models studied in this work are of
the class of two-equations models, which means that turbulence is closed by means
of transport equations. Regarding k-ε models, a new variable is introduced, the
turbulence dissipation rate ε, and two transport equations are introduced for k
and ε respectively. These depend on the specific formulation of the turbulence
model, and will be described later for the two variants treated in this work. Then,
transport of mass and momentum due to turbulence are modeled thorough an

3In engine applications, where compressibility cannot be neglected, Favre averaging is per-
formed instead, which is a variant of Reynolds average weighted with respect to the density:
ϕ = ϕ̃ + ϕ′′ ϕ̃ = ρϕ

ρ̄
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increment of the dynamic viscosity of the fluid. The turbulent eddy viscosity is
expressed with respect to k and ε as follows:

µt = ρ̄Cµ
k2

ε
(2.23)

Where Cµ is a model constant.

2.2.1 Standard k-ε model

The derivation of the standard k-εmodel for incompressible and compressible flows
was widely discussed in the literature [27, 8], and an overview of its application in
diesel engine simulations is available in Nordin [43], where also spray interaction
is taken into account. Turbulent kinetic energy and turbulence dissipation rate
are hence modeled with the following transport equations:

∂ρ̄k

∂t
+∇ ·

(
ρ̄Ũk

)
= ∇ ·

[(
µ+

µt
Prk

)
∇k
]
− ρ̄Ũ′′U′′ : ∇Ũ− ρ̄ε+ Ẇs (2.24)

∂ρ̄ε

∂t
+∇ ·

(
ρ̄Ũε

)
= ∇ ·

[(
µ+

µt
Prε

)
∇ε
]

+ Cε3ρ̄ε∇ · Ũ+

+
ε

k

(
Cε1ρ̄Ũ′′U′′ : ∇Ũ− Cε2ρ̄ε+ CsẆs

) (2.25)

Where Ẇs is the term accounting for spray interaction, Prk and Prε are the
Prandtl numbers for turbulent kinetic energy and turbulence dissipation rate re-
spectively, and (Cε1, Cε2, Cε3, Cs) are model constants, whose values were com-
puted by Pope [8] and here are reported in table 2.1. Cε1 has been raised from
1.44 to 1.5, a common practice in simulating spray and turbulent gas jet, leading
to better agreement in liquid and vapor penetration for constant volume spray
simulations.

2.2.2 RNG k-ε model

This turbulence model is a variant of the one described before, but Re-Normalization
Group analysis is performed on the k and ε equations, which involves systemati-
cally removing infinitesimal bands of small scale flow components and accounting
for them through the presence of an eddy viscosity in the mean-flow equations
[57]. The overall result of this analysis are two equations for k and ε analogue to
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2.24 and 2.25, but an additional sink term R is present in the ε equation. This
term has been closed by Yakhot et al. [58], with the following formula:

R =
Cµρη

3 (1 + η/η0)

1 + βη3
ε2

k
(2.26)

η =
√

2
∥∥∥S̃∥∥∥

F

k

ε
(2.27)

Where ‖ · ‖F is the Frobenius norm, and β and η0 are two model constants,
whose value is shown in table 2.1. Han and Reitz [60] extended the work of
Yakhot et al. by considering also compressibility and interaction with spray, and
thus expressing the ε equation as follows:

∂ρ̄ε

∂t
+∇ ·

(
ρ̄Ũε

)
= ∇ ·

[(
µ+

µt
Prε

)
∇ε
]

+ Cε3ρ̄ε∇ · Ũ+

+
ε

k

[
(Cε1 − Cη) ρ̄Ũ′′U′′ : ∇Ũ− Cε2ρ̄ε+ CsẆs

] (2.28)

Cη =
η (1 + η/η0)

1 + βη3
(2.29)

An important difference in this formulation of the k-ε model and the conven-
tional one is that here Cε1, Cε2, Cµ constants are directly obtained through the
RNG procedure, without the necessity to apply dimensional analysis or empirical
reasoning. Moreover, Cε3 is computed through the following expression:

Cε3 =
−4 + 2Cε1

3
+

1

∇ · Ũ
1

ν0

dν0
dt

+

√
6

3
CµCηη(−1)δ{

δ = 1 if ∇ · Ũ ≤ 0

δ = 0 if ∇ · Ũ > 0

(2.30)

All model constants for both turbulence models are reported in table 2.1. Next
section will be dedicated to summarize the findings of some studies in which these
two models have been compared.

Model Cµ Cε1 Cε2 Cε3 Prk Prε Cs η0 β

Standard k-ε 0.09 1.5 1.92 −1.0 1.0 1.3 1.5 − −
RNG k-ε 0.0845 1.42 1.68 Eq. 2.30 0.7194 0.7194 1.5 4.38 0.012

Table 2.1: Turbulence models’ constants. [8, 60]
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2.2.3 Comparison of two models

Choice of turbulence model was shown to be a key aspect while performing CFD
simulations in CI engines. For this reason, in past works many authors focused
on validating and comparing the turbulence models; here their findings regarding
the two before mentioned turbulence models will be briefly reported.

Due to the complexity involved in performing measurements in engine appli-
cations, validation of turbulence models has been mainly performed on simplified
experiments, representative of the main phenomena happening inside diesel en-
gines, for which detailed measurements are feasible.

� Prediction of valve permeability was assessed by Bianchi et al [41] with
steady flow experiments through intake ports, where discharge coefficient
was measured. Due to its under-dissipative nature, the RNG k-ε model
overestimated the port permeability much more than the linear k-ε model,
leading to a higher underestimation of the valve discharge coefficient;

� Flow through valves is characterized by complex flow structures, with sep-
arated flows and recirculating regions. To assess the description of these
phenomena, authors performed validation with both vertical and 45 degree-
inclined backward-facing step experiments [41, 24], for which detailed mea-
surements of velocity fields are available. The authors observed that both
models had good agreement with experimental data in terms of axial velocity
profile. However, RNG model better predicted flow reattachment, therefore
confirming the better performance of this model in presence of high mean
strain and recirculating flows, thanks to reduction of the mean-flow energy
over-dissipation induced by standard ε-equation [41].

� PIV measurements in optical engine running in motored conditions were
used by Perini et al. to assess the capability of the turbulence model to
predict the flow structures generated in cylinder during induction stroke [24].
Acceptable agreement with experimental data was found for both turbulence
models, with the best results given by the standard k-ε model. Indeed, the
latter was the only one capable to capture correctly the tangential and radial
speed profiles in the region close to the fire-deck;

� Capability to describe jet-wall interaction is assessed with impinging gas
jet stream experiments, where an air flow descending from a long circular
channel impacts against a wall normal to the stream direction. Validation
was performed by Perini et al. in terms of mean and turbulent flow quantities
in the impinging zone [24]. Turbulent kinetic energy at stagnation point was
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significantly over-predicted by both models, but overall results in terms of
mean and turbulent velocity fields were better with the RNG model;

� Non-reacting spray experiments in constant volume chamber were performed
to assess capability in predicting spray dynamics, air-fuel mixture forma-
tion, and, therefore, the flame structure. Non-reacting spray simulations
performed by Perini et al. showed little sensitivity of liquid spray penetra-
tion with respect to the turbulence model, while vapor phase showed higher
sensitivity [24]. Comparison of mixture fraction distribution in axial and
radial direction highlighted that RNG model performed better, while the
conventional one showed excessive mixture spreading and reduced penetra-
tion. However,this limitation is overcome increasing Cε1 constant in stan-
dard k-ε model to 1.5 [46]. Yet both models still tend to under-predict vapor
penetration.

From these studies, both turbulence models seem eligible to achieve good re-
sults in diesel engine simulations, if properly tuned. For this reason, both are
tested in this work, to assess their performance in real engine conditions, where
all the above mentioned phenomena interact.
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Chapter 3

Case setup

3.1 Operating conditions

Here the engine geometry, spray targeting, operating conditions, and injection
parameters will be summarized for the three cases studied, namely SSEp17b,
SSEp07b and SSEp02a. Data were taken from the website of Engine Combus-
tion Network [2], while an accurate description of the engine geometry, boundary
conditions and operating conditions can be found in Zha et al. [38].

(a) (b)

Figure 3.1: (a): Schematic of ECN optical engine assembly [47] - (b): Re-entrant
piston bowl geometry, with spray targeting for SSEp07b case [2]

A schematic of ECN small-bore optical engine assembly is depicted in figure
3.1a. The engine is equipped with a transparent fused silica piston, resembling the
cylinder head from a General Motors 4-cylinder, 4-valve 1.9 L light-duty DI diesel
engine, which is mounted on a piston extender to allow optical access. To exclude

27
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the effect of valve cut-outs on the piston crown, the original shape was modified
to flat piston top. Table 3.1 summarizes the most relevant engine geometrical
parameters, while the piston bowl geometry is shown in figure 3.1b.The engine is
equipped with a Bosh CRIP 2.2 injector, whose parameters are listed in table 3.2.

Bore D 82 mm
Stroke S 90.4 mm
Compression ratio r 15.8
Connecting rod length l 166.67 mm
Pin offset xo 1.588 mm
Squish height Hs 1.36 mm
Crevice height Hc 29.57 mm
Crevice width ∆D 0.182 mm

Table 3.1: Engine geometrical parameters.

Number of holes nh 7
Hole diameter Dh 139 µm
Nozzle conicity ks 1.5
Included angle l 149 deg

Table 3.2: Bosh CRIP 2.2 injector parameters. [2]

The engine is run at constant speed of 1500 rpm, in a part-load conventional
diesel combustion mode with 9 bar IMEP. Split-injection strategy is adopted,
with fixed pilot-main injection dwell of 1200 µs. Three injection strategies were
considered, where both injections are block-shifted; pilot-injection mass was kept
constant, while main-injection mass was adjusted to maintain constant load. In-
jection rate profiles are represented in figure 3.2a, while start-of-injection timings
(SOI) and mass per injection in all three cases are reported in table 3.3.

For each engine testing point, the same intake charge composition was used
(Table 3.5), resembling a value of EGR around 10%, with constant intake mass
flow rate of 8.51 g/s. Intake charge temperature and pressure were fixed to 80
� and 1.5 bar respectively, reproducing mid-boosted conditions, while motored
TDC temperature was kept at 895.3 K.
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The fuel used during the experimental investigations was the diesel primary ref-
erence fuel DPRF58, composed of 42 vol% n-hexadecane and 58 vol% 2,2,4,4,6,8,8-
heptamethylnonane, having auto-ignition properties close to conventional diesel
fuels. Its main properties are listed in table 3.6.
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Figure 3.2: (a): Injection rate profiles for the three testing points - (b): Valve
lift profiles for intake (blue) and exhaust (red).

Case
SOI [CAD] mass [mg]

pilot main pilot main

SSE17b -14.4 -0.9 1.4 22.61
SSE07b -4.4 9.1 1.4 24.36
SSE02a 9.1 18.1 1.4 29.57

Table 3.3: Injection parameters in the three cases considered in this work.

3.2 Setup of CFD model

Simulations were performed with OpenFOAM [3], an open-source object-oriented
software for multidimensional CFD simulations, and Lib-ICE, a well validated
toolkit developed by the ICE Group from the Energy Departement of Politecnico
di Milano in the OpenFOAM environment, containing state-of-the-art models and
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solvers for engine applications.

Although past studies have shown that full engine simulations are mandatory
to correctly predict turbulent flow structures and pollutant formation when ap-
plied to this engine [26, 20], the conventional sector mesh approach was used in
this study. This choice was driven by the necessity to minimize the turn-over time
of each simulation, due to the high variety of conditions assessed in this work.
Moreover, it has been shown by past authors that sector meshes are still able to
correctly reproduce the overall combustion dynamics. Hence, the computational
domain reproduces a seventh of the combustion chamber, where a structured hexa-
hedral mesh is used. Detailed description of the mesh structure and its parameters
will be presented in section 3.4.

3.2.1 Initial and boundary conditions
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Figure 3.3: (a): Experimental pressure profiles in the three considered cases. Be-
ginning and ending of simulations are indicated by the black lines. - (b): Nominal
IVC (-151 CAD) and begin of simulation (-139 CAD), indicated by the dotted and
the continuous black line respectively.

The first step in setting up the CFD model was to estimate the in-cylinder con-
ditions at inlet valve closing instant (IVC). Although the nominal IVC timing
is at 151 crank-angle degrees before firing TDC, the start of simulation was set
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to -139 CAD, to reduce uncertainties on pressure measurements due to dynamic
perturbations generated by valve closure. For the sake of simplicity, from now
on the attribute “IVC” will be referred to the instant of beginning of numerical
simulation, rather than nominal IVC.

At intake pressure and temperature conditions, fresh charge can be modeled
as an ideal gas, therefore the following equation holds at IVC:

pV = R∗amaT (3.1)

Where R∗a is the mass-specific gas constant for the inlet air composition and
ma is the air mass inside the cylinder. By knowing that the average mass flow rate
of fresh air is 8.51 g/s, the average air mass trapped inside the cylinder every cycle
can be calculated1. Therefore, the temperature at IVC can be estimated from the
available experimental parameters:

ma = ṁa
2 · 60

n
(3.2)

T (θIV C) =
pIV CV (θIV C)

maR∗a
(3.3)

Where n is the engine speed, expressed in revolutions per minute, and V (θ) is
the volume law, given by equation 3.12.

The in-cylinder flow field at IVC was set as a Bessel-shaped swirling vortex,
with swirl ratio equal to the measured steady state value of 2.2. The overall
IVC conditions and charge composition are summarized in tables 3.4 and 3.5
respectively.

Crank-shaft position θIV C −139 CAD
Pressure pIV C 1.7 bar
Temperature TIV C 386 K
Swirl ratio Rs,IV C 2.2

Surface temperature
Piston 440 K
Cylinder 430 K
Liner 440 K

Engine speed n 1500 rpm

Table 3.4: Initial and boundary conditions

xi yi

O2 0.792 0.765
N2 0.197 0.218

CO2 0.011 0.017

Table 3.5: Air composi-
tion.

1The “2” coefficient in equation 3.2 is accounting for being a 4 stroke engine, thus the induc-
tion stroke happens once every two cycles
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Other operating conditions and boundary conditions are listed in table 3.4.
Surface temperatures are the same used in past simulation studies on this engine,
and are assumed to be reliable [48]. The surfaces inside the crevice were assumed
to be adiabatic, while Angelberger heat transfer model [10] was used for piston
and cylinder surfaces.

3.2.2 Fuel modeling

When setting up the case, no reduced mechanism for DPRF58 was immediately
available, therefore it was chosen to use normal-heptane as fuel in simulations,
being typically used as a surrogate for conventional diesel fuels. Hence, a reduced
mechanism for n-heptane was used in this work, derived from the detailed reaction
mechanism proposed by Curran et al. [35].

Detailed comparison in terms of auto-ignition properties and evaporation be-
tween DPRF58 and different PRF blends was performed in past studies [21]. Fig-
ure 3.4 shows the results of shock-tube simulations for the analyzed fuel blends.
Similar ignition delay is observed in the high-temperature region, while the curves
progressively diverge while moving to lower temperatures, especially in lean mix-
ture conditions, where ignition delay of PRF0 (pure n-heptane) is significantly
lower than the one of DPRF58. This aspect is confirmed also by the higher cetane
number of n-C7H16, reported in table 3.6. Therefore, increasing differences be-
tween the simulated and experimental HRR and pressure profiles are expected
when injections are postponed, due to decreasing bulk-gas temperature. Good
agreement can potentially be achieved in the SSEp17b and SSEp17b cases, where
fuel is injected when in-cylinder temperature is around 900 K.

Figure 3.4: Comparison of self-ignition properties for DPRF58 and many PRF
fuel blends, for lean, stoichiometric, and fuel-rich mixtures. [21]
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LHV [MJ/kg] CN

DPRF58 43.892 50.7
n-C7H16 44.566 56

Table 3.6: Fuel properties for DPRF58 and n-C7H16

To compute the thermophysical properties of the liquid phase, the model from
Sazhin was used [50], resembling the most important physical and thermal prop-
erties of conventional diesel fuels.

To facilitate the quantitative comparison between experimental and calculated
heat release rate profiles, the injected fuel mass was scaled with respect to the
Lower Heating Value (LHV) of the injected fuel, while the shape of the experi-
mental fuel flow rate is preserved. Hence, the chemical energy injected inside the
combustion chamber is the same for experiments and numerical simulations.

mn-C7H16 = mDPRF58
LHV DPRF58

LHV n-C7H16

(3.4)

However, it could be objected that even if the injected chemical energy is pre-
served, changing the injected fuel mass flow rate and fuel thermophysical proper-
ties could potentially affect the spray dynamics. In fact, the fuel speed at injector
orifice is computed from the fuel mass flow rate, through the continuity equation
at the outlet section of injector:

ṁf = ρfUfAeff (3.5)

Usurr = Uexp

(
LHVexp
LHVsurr

)
︸ ︷︷ ︸

∼0.985

(
ρexp
ρsurr

)
︸ ︷︷ ︸
∼0.91

∼ 0.9Uf (3.6)

Where Aeff is the effective nozzle area, subscript exp refers to the real fuel used
in experiments (DPRF58), and subscript surr to the surrogate fuel. Equation 3.6
highlights that while changes in LHV have a negligible effect, the density difference
between conventional diesel fuel (∼ 860 g/l) and the real fuel mixture (∼ 780
g/l) leads to a reduction of injected fuel speed of about 10%. This may lead to
underestimation of fuel penetration and differences in spray/wall interaction.

3.2.3 Injector and spray modeling

Fuel spray was modeled with the Lagrangian parcel approach; coupling of the Eu-
lerian and Lagrangian fields is performed with the procedure proposed by Nordin
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in [43]. Due to its small mass, only 5 000 parcels were used for the pilot injection,
while 30 000 were used for main injection. Parcels injected were initialized with
the same size of the injector hole, being that past numerical studies observed that
discharge coefficient of injectors with ks type nozzles is really close to 1 [16].

Spray primary and secondary breakup were modeled with the hybrid Kelvin-
Helmholtz and Rayleigh-Taylor instability model proposed by Han and Reitz [60];
both KH and RT breakup were inhibited on stripped parcels, to avoid that an
excessive number of parcels is generated. Values of spray sub-models’ constants
used in this work are listed in table 3.7. To reduce the computational time,
also considering that the spray is evaporating and plume to plume interaction is
negligible, no collision model was used in this study. To simulate the liquid fuel film
generated from impinging of liquid spray on piston wall, spray/wall interaction was
modeled as an anelastic collision with elasticity coefficient of 0.1; hence, particles
have really low residual velocity after they hit the the piston surface. The set of
sub-models to describe the fuel spray is summarized in table 3.8.

KH model constant B0 0.61
KH model time constant B1 25
RT model time constant Cτ 0.2
RT model size constant CRT 0.2
Stripped parcel mass limiter ms,lim 0.03
Threshold Weber number Welim 6
Breakup constant Cb 25

Table 3.7: Values of KHRT model constants

Although multiple correlations are available to model the spray cone angle with
respect to injection conditions (the reader can refer to [18] for an overview of spray
models proposed in literature), in this study an injector model with constant spray
cone angle was used. This choice was driven by the following considerations:

� Correlations are mainly based on fuel properties, such as fuel density, which
have already been proven to differ from those of the real fuel used in exper-
iments. Moreover, the ratio between injector nozzle length and diameter is
usually required, which is not known in the present study;

� Predicted spray cone angle can significantly change depending on the model
used, thus impacting on air-fuel mixture formation and liquid jet penetra-
tion;
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� Most of the models are based on empirical correlations, which have been
developed with cylindrical injector nozzles and do not account on the inter-
nal injector shape. However, past experimental and numerical studies have
shown that nozzle tapering and rounding of inlet edge can have significant
impact on the spray topology. Injectors with k-s shape, like the one used in
ECN engine, tend to produce more collimated sprays with respect to cylin-
drical ones, with increased penetration and reduced cone angles [16, 52].

Hence, spray cone angle was set as an independent parameter. For the first
cases, a baseline value of 15° spray spreading angle will be considered. Then, the
sensitivity of the numerical models studied in this work will be assessed, and an
optimal value for cone angle will be deduced.

Injector Constant angle
Breakup Hybrid Kelvin-Helmholtz, Rayleigh-Taylor instability
Collision None
Heat transfer RanzMarshall
Evaporation Standard
Drag Standard
Turbulent dispersion None
Wall interaction Reflection (elasticity = 0.1)

Table 3.8: Set of spray sub-models used in this work

3.2.4 Combustion models’ parameters

For what concerns the RIF model, it was chosen to use a single flamelet per
injection in the first analyses, while the sensitivity of the model to the number of
flamemets will be assessed separately. As mentioned in section 1.2, past numerical
studies performed on this engine proved that ignition in the main injection is driven
by the interaction with the hot gases generated by the pilot flame. Moreover,
Felsch et al. studied the performances of RIF combustion model applied to a split-
injection Diesel combustion mode similar to the one investigated in this thesis, and
observed that without interaction among flamelets from different injection events
the ignition delay of main injection were strongly over-predicted [12] . For this
reason it was chosen to account on energy and mass transfer among flamelets
through the Attack flamelet interaction model, by them proposed. A detailed
description of the formulas describing interaction between flamelet domains and
their implementation in the LibICE code can be found in Colombi [44].
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However, it was also proven that mRIF model is able to reproduce flame sta-
bilization mechanism only if with non-interacting flamelets. Therefore, when the
effect of number of flamelets will be assessed, no interaction will be allowed among
flamelets associated to the same injection event. This trade-off is expected to al-
low prediction of pilot-main interaction and stabilization of the main combustion
event.

Concerning the TWM model, the ranges of initial pressure, unburned gas tem-
perature, and mixture equivalence ratio2 used for table generation are listed in
table 3.9. As mentioned before, during tabulation the air-fuel mixture was as-
sumed as a perfectly stirred gaseous mixture (no mixing-line assumption), thus
the Tu in the tabulation is independent from Z, and assumes the values listed in
the input file. A single tabulation was used for all the operating conditions, since
they have the same air composition at IVC.

p [bar] 20, 30, 40, 50, 60, 70, 80

Tu [K]
500, 525, 550, 575, 600, 650, 700, 750, 800, 850, 900, 950, 1000,
1100, 1250

φ

0.00, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45, 0.50, 0.60,
0.65, 0.70, 0.75, 0.80, 0.85, 0.90, 0.95, 1.00, 1.05, 1.10, 1.15, 1.20,
1.25, 1.30, 1.35, 1.40, 1.45, 1.50, 1.55, 1.60, 1.70, 1.80, 1.90, 2.00,
2.25, 2.50, 2.75, 3.00, 1 · 1015

Table 3.9: Ranges of input conditions for tabulation of chemical kinetics

To prevent extrapolation of reaction rate outside of the ranges in which the
tabulation is defined, a threshold value of 500 K for Tu was set, under which the
reaction rate is set to zero. Moreover, as anticipated in section 2.1.2, a maximum
value of equivalence ration of 3 was set for computation of the reaction rate Ċ, to
prevent underestimation of the ignition delay due to diffusion of progress variable
in fuel-rich regions.

2It is equivalent to set the initial mixture fraction, being directly related to the equivalence
ratio.
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3.3 Tuning of volume law

By performing a simulation of the engine running in motored condition, adopt-
ing the initial conditions and geometrical parameters of the experimental setup,
the obtained pressure trace strongly overestimates TDC temperature and pressure
conditions. This behavior is noticeable in Figure 3.5, comparing the motored pres-
sure trace between the experimental measurements and the numerical simulations.
The latter strongly overestimates the peak pressure, as it was already observed
in many studies [17, 19, 59, 7]. The authors investigated the possible reasons of
this sensible misalignment between simulations and experiments: increased ex-
change due to the presence of deep crevice, thermal expansion of the fused silica
piston head, blow-by effect through crevice, etc. However, none of these effects
are expected to induce such a strong inconsistency.
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Figure 3.5: Motored pressure trace with nominal geometry: comparison of exper-
imental measurements (dotted line) and numerical simulation (continuous line).

By performing measurements on another optical engine, Aronsson et al. [56]
observed that squish height was linearly correlated with in-cylinder pressure at
TDC when running motored. Hence, the authors inferred that in-cylinder volume
traces in this type of engine are significantly distorted due to non-negligible com-
pressibility of the mechanical assembly, and proposed a linear model for piston
compressibility to correct the volume law. Perini et al. [19] implemented a linear
compressibility model and applied it to the ECN small-bore diesel engine, obtain-
ing good agreement with the experimental motored pressure traces.
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At the moment being, no such model has been implemented yet in the software
used for this study, and its implementation was out of the scope of this work.
Hence, the effect of compressibility of the mechanism was simulated by changing
the engine geometrical parameters to fit the pressure profile during the compression
stroke. Before describing the methodology used to tune the engine parameters,
the fundamental equations describing piston motion and evolution of in-cylinder
volume will be briefly summarized.

TDC
𝜽

𝑹

𝒍

𝒙𝒐

𝒔 𝜽

Figure 3.6: Scheme of engine mechanism

Figure 3.6 represents the scheme of crankshaft/connecting-rod mechanism,
which controls piston motion. The coordinate of piston position is defined to
be null when the piston is at TDC, and it is described by the following formula:

s (θ) = (l +R) cos (θTDC)−R cos θ − l cos

(
sin−1

(
R sin θ + xo

l

))
(3.7)

S = 2R cos (θTDC) (3.8)

θTDC = − sin−1
(

xo
R + l

)
∼ −0.43CAD (3.9)

Being the cosine of θTDC really close to unity, and introducing two non-
dimensional parameters for connecting rod length and pin offset, s(θ) can be
rewritten as follows:

s (θ) = S

{
1−R cos θ + λ

[
1− cos

(
sin−1

(
sin θ + δ

λ

))]}
︸ ︷︷ ︸

ψs(θ)

(3.10)
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λ =
l

R
δ =

xo
R

(3.11)

The instantaneous volume inside the cylinder can be expressed as the sum of
the combustion chamber volume, i.e., the in-cylinder volume when the piston is
at TDC (VTDC), and the instantaneous displacement volume (Vd(θ)), which can
be computed from the instantaneous piston position. Then, by exploiting the
definition of compression ratio, the volume law can be expressed with respect the
geometric coefficients as follows:

V (θ) =
πSD2

4︸ ︷︷ ︸
Vc

[
1

r − 1
+ ψs(θ)

]
(3.12)

Therefore the shape of in-cylinder volume trace is parametrized with respect to
three non-dimensional parameters: r, λ and δ. These parameters have been tuned
in order to fit the CFD motored pressure trace to the experimental one. Before
setting up the fitting algorithm, the impact of each parameter on the pressure
trace was studied independently.
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Figure 3.7: Behavior of pressure trace plots when geometrical non-dimensional
parameters (a) r, (b) λ and (c) δ are varied. Black arrows indicate increasing
values of the parameter, as does the curve color (from blue to red).

Figure 3.7 shows the overall effect of the aforementioned geometrical parame-
ters on the pressure trace:

� As expected, the compression ratio controls the peak pressure value. By
increasing the compression ratio, the maximum pressure is increased;
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� λ determines the steepness of pressure profile. By increasing the connecting-
rod length parameter, steepness of pressure trace is reduced during compres-
sion stroke;

� As anticipated by equation 3.9, δ controls TDC timing. Increasing values of
δ lead to anticipation of TDC.

Therefore, r was used as control variable to tune the maximum pressure, λ to
fit the rate of pressure rise along compression stroke, and δ to guarantee that peak
pressure instant is correctly phased. Hence, the following tuning algorithm was
adopted:

1. Values of λ0, and δ0 are inizialized to their to nominal values, while a first-
attempt value of compression ratio is estimated by assuming polythropic
compression from IVC to TDC with index n = 1.3:

r0 = 1 +

(
pTDC

pIV C

)1/n
− 1

ψs(θIV C)
∼ 13.9

2. The compression ratio is tuned so that the difference between experimental
and computed pressure at IVC is under a threshold value ēp;

3. Once the required TDC pressure is achieved, the shape of pressure trace
during compression stroke is fitted through the parameter λ, by minimiz-
ing the mean squared error between experimental and computed pressure
trace (emq). However, λ slightly affects also the TDC timing and maximum
pressure. The former is compensated by acting on the value of δ, which is ob-
tained from equation 3.9, while the second requires to perform an additional
tuning loop on the compression ratio.

δj+1 = δj
1 + λj+1

1 + λj

4. The algorithm is terminated once conditions on peak pressure error and
mean squared error of pressure during compression are both satisfied.

A flow-chart of the tuning algorithm is depicted in figure 3.8a; the geometrical
parameters found from the tuning algorithm are listed in table 3.10, while the
final pressure trace is shown in figure 3.8b.
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Figure 3.8: (a): Flow-chart of the tuning algorithm for fitting of pressure trace
- (b): Pressure trace obtained from the presented tuning algorithm

r 14.31
l 216.67 [mm]
xo 2.364 [mm]
Hs 2.04

Table 3.10: New geometrical pa-
rameters from tuning of pressure
trace

Interval [CAD] Nominal New

[−120,−80] 1.393 1.362
[−80,−40] 1.333 1.361
[−40,−5] 1.191 1.309
[−120,−5] 1.282 1.340

Table 3.11: Polythropic index along
compression stroke

It should be observed that past studies on this engine deduced an effective
compression of this engine in the range [13.9, 14.5], which is consistent with the
value obtained from the above mentioned procedure. Moreover, an average equiva-
lent stiffness of the assembly can be computed through the increased squish height
and the mechanical loading due to in-cylinder pressure at TDC, obtaining a value
of 4.34 107 N/m, which is consistent to the value of 4.5 107 N/m found by Perini
et al. while tuning their linear stiffness model. Finally, the results were assessed
by computing the polythropic index over multiple intervals of compression stroke,
which are shown in table 3.11. With the nominal parameters, the polythropic
index changes significantly during compression stroke, while with the new ones
most of compression has a n close to 1.4, which is consistent with the common
assumption of nearly adiabatic compression. Hence, after all these considerations,
the results of this tuning procedure were thought to be satisfactory.
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For the sake of completeness, it must be pointed out that the evolution of
in-cylinder pressure is also sensible to the heat exchange through walls: increased
heat transferred to combustion chamber walls leads to reduced peak temperature,
and therefore pressure as well. For this reason, results of this procedure are tech-
nically sensible to the heat exchange model used to describe heat flux, and to
the turbulence model, which affects turbulence levels close to walls. However, it
has been observed that both of these effects play a marginal role, and only lit-
tle difference was found when changing turbulence and heat transfer models for
CFD computation of the motored pressure trace. Hence, for the sake of simplic-
ity, tuning has been performed only with the k-ε model, adopting the consequent
geometrical parameters for every simulation performed in this work.

3.4 Mesh structure

It is well known in the literature that mesh structure and its refinement can have
a significant impact on the results of CFD simulations. This effect is even more
critical in simulation of Diesel engines: in addition to the gaseous phase (Eulerian),
injection of highly pressurized liquid fuel needs to be modeled. Conventionally this
is done by means of a Lagrangian parcel approach [45], where the liquid phase is
modeled as an ensemble of small droplets dispersed in a gaseous phase of much
wider volume. However, it has been proven that this formulation can have strong
sensitivity to the mesh morphology [5, 53, 55], especially in predicting liquid spray
penetration and vapor distribution. For this reason, it is noteworthy to briefly
discuss the choice of the mesh structure used in this work.

3.4.1 Layering technique

Regarding mesh structure of sector mesh simulations for Diesel engines, two main
approaches are conventionally adopted in the literature:

� Polar-Cartesian mesh structure, where in azimuthal cross sections the cell
edges are mostly aligned towards radial and axial directions;

� Spray oriented mesh structure, in which the cells in the spray region are
aligned with the spray direction, so that parcels cross cell faces almost or-
thogonally.
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Figure 3.9: Conventional mesh structures for sector-mesh simulations [5]

In addition to the mesh structure at TDC, these differ also in how dynamic
mesh layering for piston motion is performed. In the former, the surface used
for generation of the layering cells is a plane orthogonal to the cylinder axis. In
the latter, the mesh is divided into two regions - spray oriented cells, jointed to
the cylinder head, and the other cells, moving with the piston surface - and the
interface between them is used for mesh layering. Figure 3.9 shows a the concept
behind these two mesh structures, while the surfaces used in this work for dynamic
mesh layering are represented in figure 3.10.

(a) (b)

Figure 3.10: Surfaces used for dynamic mesh layering. (a): Spray-oriented mesh
layering - (b): Layering parallel to cylinder head

These two mesh structures have been assessed by simulating the SSEp07b test
condition, and their performances have been compared. Although little differences
are observed in terms of liquid spray structure and penetration when the two
meshed are applied, the Eulerian fields experience significant dependency on mesh
structure (figure 3.11).

First, in the case of spray oriented mesh strong numerical diffusion is induced
when the spray crosses the layering cells, and turbulent kinetic energy is sig-
nificantly spread towards the periphery of the spray. Moreover, the use of a
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layering surface parallel to the cylinder head prevented the generation of highly
non-orthogonal surface during layering, which are presumed to be the cause of the
strong numerical diffusion.

This aspect can significantly affect the air-fuel mixture distribution, as tur-
bulent kinetic energy is directly related to turbulent mixing. With spreading of
TKE, fuel vapor is expected to diffuse further from the spray axis. Hence, equiva-
lence ratio in the core of the spray is reduced and degree of premixed combustion
is increased. Therefore, this issue could have significant impact on prediction of
heat release rate and particulate matter formation.

(a) (b)

Figure 3.11: Impact of mesh layering strategy on TKE field in main injection.
(a): Spray-oriented mesh layering (b): Planar mesh layering

For these reasons, although past studies showed that the adoption of spray
oriented meshes reduces the mesh dependency of simulations [5] and gives better
results in terms of spray penetration, it was chosen to use the polar-Cartesian
mesh structure in this work. Moreover, a large portion of this study concerned
assessing the impact of turbulence modeling on mixing-controlled combustion,
hence a reliable prediction of the distribution of turbulent kinetic energy was
mandatory.

3.4.2 TDC mesh structure

Once the mesh structure was chosen, the final step was to optimize mesh the
resolution. As previously mentioned, this is not trivial, due to the intrinsic mesh
dependency of Lagrangian sprays. Specifically, the source of mesh-dependency
is the momentum coupling of Eulerian and Lagrangian fields: computation of
momentum exchange is based on the assumption of small droplets, compared to
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the volume of cells in which are located. Hence, the choice of the most appropriate
level of refinement is driven by two opposing requirements:

� To have correct prediction of momentum transfer due to drag from droplets
to the gas, the portion of volume occupied by liquid phase in each cell
(void fraction) should be sufficiently low. If this condition is not satisfied,
excessive momentum is transferred to the gas phase, and the relative velocity
between liquid and gas is underestimated. This significantly impacts on
liquid penetration, droplet breakup, and, consequently, on air-fuel mixture
formation. Therefore, a limit is imposed on maximum mesh refinement;

� The spray region is characterized by strong gradients orthogonally to the
spray axis, especially close to the injector nozzle, thus a sufficiently high level
of mesh refinement is required for their correct description. If an excessively
coarse mesh is used, numerical diffusion is enhanced, which leads to increased
dispersion of mass and momentum further from jet axis, and, consequently,
underestimation of the spray penetration.

Therefore, mesh refinement in the near-nozzle region was tuned to achieve a
good compromise between capturing local gradients and maintaining a sufficiently
low fraction of cell volume occupied by the liquid droplets. Figure 3.12 shows the
distribution of void fraction in the spray region, for three different crank angles: in
the vast majority of cells on the spray axis have less then 10% of volume occupied
by liquid fuel, while only a couple of cells reach values of 20% or more at nozzle
orifice.

(a) (b) (c)

Figure 3.12: Volume fraction occupied by liquid parcels

Hence, the final mesh structure shown in figure 3.13 is thought to be a good
compromise in terms of mesh refinement, achieving globally low values of void
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fraction, along with an average mesh size of ∼ 0.15 mm in the near nozzle region.
Dynamic mesh layering is performed through a graded function, with minimum cell
height of 0.15 mm close to TDC and maximum height of 1 mm at mid-stroke. The
number of elements in tangential direction was set at 20, which is a compromise
between resolution in squish region and computational load. The overall mesh size
ranges from nearly 40 000 cells at TDC to about 110 000 at IVC.

(a)

(b)

Figure 3.13: TDC mesh structure. (a): Azimuthal cross section, with the axis-
orthogonal layering plane represented by the red line - (b): Top view



Chapter 4

Sensitivity analysis

This chapter will be focused on understanding how combustion and turbulence
modeling affect ignition and flame development in mixing-controlled diesel com-
bustion, and assessing their sensitivity to several parameters. Specifically, the
analysis will be organized as follows:

1. The two combustion models are compared in a baseline case, to assess their
differences in describing the main features of this combustion strategy;

2. Afterwards, the effect of turbulence modeling are studied. To understand
its impact on combustion development, the results are post-processed in
terms of in-cylinder distribution of turbulent quantities, which drive spray
structure and air-fuel mixture formation;

3. Once that the main features of the turbulence and combustion models are
well-known, the models are assessed in multiple injection conditions, and
they are validated against the experimental pressure traces and heat release
rate curves;

4. The fourth section is focused on assessing the sensitivity of each model with
respect to the spray spreading angle imposed at the outlet of injector orifice.
This gives a measure of the capability of each model to appreciate changes
in spray structure and injector design;

5. As previously observed in section 2.1.1, the capability of RIF model to fully
appreciate the flame structure in burning sprays is affected by the number
of flamelet domains used to model the injected fuel. To this end, in last
section the sensitivity of this model with respect to the number of flamelet
domains is studied.

47
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4.1 Effect of combustion modeling

First of all, it was chosen to analyze in depth the behavior of the two combus-
tion models applied to part-load diesel combustion with split-injection. Precisely,
the objective is to assess the capability to reproduce ignition and combustion of
pilot injection, its role in ignition of fuel from main injection, and development
of mixing-controlled combustion. This preliminary study has been performed by
simulating the SSEp07b injection strategy, adopting a baseline spray cone angle
of 15°, and modeling turbulence with the standard k-ε closure. Regarding the
RIF model, a single flamelet domain has been used for each injection, and the At-
tack interaction model has been used to describe heat and mass exchange among
flamelets.

(a) (b)

Figure 4.1: Comparison of TWM and RIF models: pressure and aHRR profiles

Figure 4.1 illustrates the results of TWM and RIF combustion models, in
terms of pressure traces and apparent heat release rate1 curves, compared with
data from experimental measurements. Although both models show a fairly good
agreement with the experimental curves, especially with regards to aHRR, some
peculiar differences are present:

� RIF model shows shorter ignition delay in pilot injection, with strongly over-
estimated peak of aHRR and pressure rise, while TWM has the completely
opposite behavior;

1The instantaneous aHRR is computed by post-processing the in-cylinder pressure trace
through a simple 0-D thermodynamic model, which is briefly reported in Appendix A.
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� Both combustion models show slightly anticipated ignition of main injec-
tion. Even though none of the two models seem to be capable of correctly
describe the “double-peak” shape of aHRR curve during main combustion,
only TWM model has at least first peak correctly phased.

To identify the root causes of these dissimilarities, a deeper analysis of combus-
tion development is required. This will be done in the two following paragraphs,
by post-processing the local distribution of main physical quantities.

4.1.1 Pilot injection

Combustion of complex hydrocarbons, like those used in CI engines, is character-
ized by a two stage combustion. During the first one, called cold flames, complex
molecules break into simpler ones and are partially oxidated. In this step of com-
bustion the temperature rise is minimal, because most of the energy released is
used for sustaining chemical reactions. Once a high enough portion of fuel is par-
tially oxidated, a positive net energy balance is reached, and main ignition starts.

In the set of species available for post-processing, carbon monoxide is repre-
sentative of the products of partial oxidation. Hence, it can be used as a measure
for development of low/medium temperature reactions. Figure 4.2 shows the az-
imuthal distribution of CO mass fraction on a plane slicing the spray through its
axis (see figure 4.7).

Figure 4.2: Development of cold flames in pilot injection - Distribution CO mass
fraction slightly before ignition

Looking at the results for the RIF model, cold flame reactions are widely spread
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in the air-fuel mixture, with increasing production of CO in central region of the
spray. Significant differences are observed in the case of TWM model, where CO
is found only in the region close to the injector nozzle. The reason why cold flames
develop from the root of the spray with this combustion model can be deduced
by looking at the in-cylinder distribution of equivalence ratio, depicted in figure
4.3. Evaporation of liquid spray generates a relatively wide area with fuel-rich
mixture. However, as described in section 2.1.2, in TWM model reaction rate is
set to zero in cells where φ > 3, to prevent anticipated ignition or rich regions
due to transport of progress variable. Therefore, development of partial oxidation
reactions is inhibited in the center of air-fuel mixture cloud, which contains the
majority of injected fuel, until the charge is sufficiently diluted.

Figure 4.3: Equivalence ratio distribution in pilot injection

Likewise, the differences in peak aHRR and pressure rise are induced by this
artificial delaying of chemical reactions, but it is not the only aspect involved.
Looking at figure 4.4, sensible differences can be observed in the in-cylinder tem-
perature distribution generated from combustion of pilot injection. With the RIF
model the hot gases from pilot combustion are more widespread inside the bowl,
while with TWM they are confined in a smaller region. The probable reason
of this significant difference is the absence of turbulence-chemistry interaction in
the TWM model, which reduces the capability of the flame to propagate towards
leaner regions. This issue is enhanced by the increased ignition delay, because fuel
had more time to diffuse, further reducing capability of flame diffusion. Therefore,
a significant portion of fuel introduced in pilot injection is not burnt with TWM
combustion model. On the contrary, because only one flamelet domain is used
with the RIF model, capability of flame propagation toward diluted mixtures is
enhanced. Therefore, combustion efficiency is overestimated, and excessive ther-
mal energy is released.



51 CHAPTER 4. SENSITIVITY ANALYSIS

Figure 4.4: Combustion of pilot injection - temperature distribution

4.1.2 Main injection

Even though the two combustion models showed significant differences in ignition
timing of pilot injection, and in the subsequent in-cylinder temperature distribu-
tion, they predicted the same instant of ignition for the main injection. This is
due to the fact that, although differences in temperature stratification are present,
location of the hot gases from first combustion event is the same with the two com-
bustion models. Hence, being that ignition of the fuel from main injection is driven
by its interaction with the these hot gases [26], the same phasing is observed.

Figure 4.5 shows the evolution of temperature distribution during ignition of
main injection, represented on a vertical cross section passing through the axis
of the spray. As above mentioned, combustion starts when the spray reaches
the region of preheated gases. While the TWM model is capable to predict the
propagation of premixed flame towards the injector nozzle, with RIF combustion
model the whole premixed charge is ignited simultaneously. This also justifies the
sharp peak in aHRR experienced by the RIF model immediately after ignition.

To be observed that this really similar description of ignition phenomenon
between the two models also demonstrates the capability of flamelet interaction
models to describe the influence of pilot injection on ignition of the following one.
In fact, when no interaction model was used, the spray from main injection crossed
the hot gases undisturbed and ignition delay was severely over-predicted, with a
strong peak of aHRR from premixed combustion.
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Figure 4.5: Ignition of main injection - Temperature distribution
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Figure 4.6: Flame development in main injection - Temperature distribution
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Likewise, analysis of the evolution of temperature distribution can help un-
derstanding the origin of differences in peak aHRR between the two combustion
models. Figure 4.6 shows the evolution of temperature field during the ramp of
aHRR, for both combustion models. Sensible differences are observed between the
two models:

� With RIF combustion model the flame is attached to the piston surface.
Hence, the flame is diffusive and combustion is mainly mixing-controlled,
driven by the high momentum of injected fuel;

� Concerning TWM model, the temperature field clearly shows that the flame
structure experiences a smooth transition from propagation of premixed
flame to mixing-controlled diffusive flame.

Therefore, the latter predicts constantly increasing aHRR until the flame reaches
the piston surface, and fully-developed diffusive flame is reached. On the contrary,
RIF model is not able to predict this behavior, and the increase of apparent heat
release rate is slowed down earlier. Hence, the first peak of aHRR is assumed to be
related with this flame development mechanism, while the second peak is probably
driven by mixing. Therefore, the capability to predict the second peak is probably
constrained by correctly describe the flow field generated by fuel injection.

After this transition, both RIF and TWM models experience fully-developed,
mixing-controlled diffusive combustion, with a really similar flame structure. For
this reason, their curves of aHRR almost overlap in the post-injection phase.

Figure 4.7: Planes used for visualization of Eulerian fields
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4.2 Effect of turbulence modeling

As discussed in section 2.2, many studies can be found in the literature on under-
standing the effect of turbulence modeling in the context of compression ignition
combustion. Among the changes observed when different turbulence closure are
used, the most relevant in terms of combustion dynamics are those directly im-
pacting on in-cylinder air-fuel mixture distribution. Hence, it is fundamental to
investigate the evolution of spray structure and turbulence distribution to explain
the variations in combustion development. As would be expected, spray structure
and distribution of turbulent quantities were observed to be marginally affected
by combustion modeling. Therefore, for the sake of avoiding redundancy, here
they are reported only for the case of TWM combustion model.

Figure 4.8: Effect of turbulence modeling on spray structure (pilot injection)

Figure 4.8 shows the spray structure of pilot injection for each of the two
turbulence models assessed in this work. It is immediately noticeable that droplets
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distribution is significantly changed when switching from the standard k-ε model
to its RNG variant. While the parcels on the periphery of the spray experience
similar penetration with the two models, the liquid core of the spray is projected
further from the injector nozzle when the RNG k-ε turbulence model is used.

The reason of the different liquid fuel penetration can be identified when look-
ing at the distribution of turbulent kinetic energy in the region of the spray,
represented in figure 4.9. With the standard k-ε model, high TKE is observed in
the central region of the spray, and it is widely dispersed in radial direction with
respect to the spray axis. On the other hand, RNG k-ε model predicts globally
lower TKE, and distributed closer to the liquid core of the spray.

Figure 4.9: Effect of turbulence modeling on TKE distribution (pilot injection)

This involves that the former predicts a stronger diffusion of momentum to-
wards the periphery of the spray. Hence, liquid parcels experience higher drag
forces and their penetration is reduced. In the latter, the gradient of TKE is in-
side the spray region, which means that the parcels at spray boundary experience
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strong drag forces, while the liquid core undergoes smaller dissipation of momen-
tum. This behavior is in agreement with results of past studies, that showed that
RNG k-ε model is less dissipative than the conventional one, and performs better
in describing shear flows. The same behavior is observed during the main injec-
tion, as depicted in figure 4.10. Additionally, high turbulence is observed in the
region of jet impingement, which is in agreement with the results of Perini et al.
[24].

Figure 4.10: Effect of turbulence modeling on TKE distribution (main injection)

To fully describe the impact of turbulence modeling on air-fuel mixture for-
mation and mixture fraction distribution, it is required to study the changes in
eddy viscosity distribution, being a measure of turbulent diffusivity2. To this end,
figure 4.11 depicts the in-cylinder distribution of turbulent dynamic viscosity (µt)
during pilot injection, for both turbulence models. It can be seen that with RNG
k-ε model µt is significantly lower, especially in the spray region. Hence, diffusion
of chemical species due to turbulence is sensibly lower, leading to formation of
a less dispersed fuel vapor cloud with locally higher equivalence ratio. This is
proven in figure 4.12, which shows a comparison of the stoichiometric iso-surface
(ensemble of points with equivalence ratio φ equal to one) during main injection.
It can be seen that, in the case of RNG model, fuel vapor experiences increased
penetration and reduced radial diffusion with respect to spray axis.

2Dt = µt

ρSct
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Figure 4.11: Effect of turbulence modeling on distribution of turbulent dynamic
viscosity (pilot injection)

Figure 4.12: Effect of turbulence modeling on the development of stoichiometric
iso-surfaces (φ = 1) in main injection
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After this detailed analysis of the impact of turbulence modeling on spray
structure, liquid fuel penetration, and mixture fraction distribution, it is possible
to make comparisons in terms of combustion dynamics. Figure 4.13 shows how
the in-cylinder pressure trace and aHRR in the SSEp07b condition are affected by
turbulence modeling, for both TWM and RIF combustion models. These graphs
highlight that both combustion models are sensitive to turbulence modeling, and
it is noteworthy to discuss the origin of their behavior.

(a)

(b)

Figure 4.13: Effect of turbulence modeling: pressure and aHRR profiles

Concerning the TWM combustion model, the main impact of turbulence mod-
eling is on ignition and combustion of fuel during pilot injection. Both graphs
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show an increased ignition delay and reduced combustion efficiency. The origin
of this behavior can be understood by reminding that the over-prediction of ig-
nition delay from TWM model is induced by inhibition of reaction rate in the
fuel-rich regions. This issue is further worsened in the case of RNG k-ε turbulence
modeling, because its reduced turbulent diffusivity further increase the fuel vapor
concentration in the spray region.

As regards the main injection, the slightly increased ignition delay experienced
with TWM combustion model is justified by the reduced combustion efficiency of
pilot injection, being ignition of fuel from main injection driven by the hot gases
from pilot combustion. Differences in peak apparent heat release rate are related
to enhancement of air-fuel mixing. More precisely, the standard k-ε turbulence
model experiences lower mixing due to higher dissipation of mean flow momentum
into turbulence, which reduces the jet penetration.

About the RIF combustion model, the major differences among the two tur-
bulence models are observed during main combustion, in the region of maximum
aHRR. In particular, in addition to an overall increase of mixing controlled com-
bustion when using RNG k-ε turbulence closure, an additional peak of aHRR
emerges in correspondence of the one in experimental measurements. At first sight,
this would seem in contradiction with the observations made in section 4.1.2, where
it was deduced that the first peak of aHRR is caused by flame propagation in the
premixed region, which theoretically cannot be reproduced by single-flamelet RIF
model. However, a more detailed analysis of the in-cylinder distribution of Eule-
rian fields shows a problematic when these two turbulence and combustion models
are used together. More precisely, looking at figure 4.14 the onset of numerically
instability is observed during the main injection, which induces perturbation in
mixture fraction distribution and flame structure. After analyzing in depth the
evolution of flow fields and mixture fraction distribution, and comparing the re-
sults of simulations with both combustion models, it was deduced that instabilities
are trigger by having ignition of fuel directly attached to the injector nozzle (as in
single-flamelet RIF model), and they are amplified by the lower stability of RNG
k-ε with respect to the standard one (as a consequence of the additional non-linear
term in the ε equation). To be precise, the following destabilizing mechanism was
observed:

1. Before ignition, flow fields and mixture fraction distribution predicted by
RIF and TWM combustion models are almost identical, meaning that in-
stabilities are not started yet;

2. With single-flamelet RIF model, propagation of premixed flame cannot be
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reproduced, and the whole premixed charge is ignited simultaneously up to
the injector nozzle;

3. At ignition, gases experience a severe expansion, which induces perturbations
in the mean velocity field. In the region close to the injector nozzle, these
perturbations can induce some fuel to be transported in the region above
the injector nozzle, where it then ignites;

4. Nonphysical expansion of fuel in the region above the nozzle induces more
instabilities in the flow fields, which are propagated downstream;

5. The new instabilities in the velocity field increase the probability that fuel
is transported towards the region above injector, and a self-feeding feedback
loop is induced.

Figure 4.14: Effect of numerical instability on flame structure when using RIF
combustion model with RNG k-ε turbulence model

The overall effect of these numerical instabilities is increasing the air entrain-
ment and the overall flame surface area, which is probably the cause of that
additional peak in aHRR.

According to the proposed assumptions on the origin of numerical instabilities,
it is expected that they could be mitigated by adopting multiple flamelet domains
to model the main injection, because it would prevent the flame to be attached to
the injector nozzle. This aspect will be investigated in section 4.5, dedicated to
assessment of the sensitivity of RIF model to the number of flamelet domains.
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Figure 4.15: Effect of turbulence modeling: cumulated aHRR

Finally, the behavior in late stages of combustion should be investigated. Fig-
ure 4.15 shows the curves of cumulated aHRR curves with the two turbulence
models, compared with the one from experimental measurements. Despite the
fact some instability issues were observed during main injection, the dynamics
of mixing-controlled and post-injection stages of combustion seem to be, as the
shapes of aHRR (Fig. 4.13b) and their cumulative (Fig. 4.15) are similar for
the two turbulence models. This happens because after the end of injection these
instabilities disappear, and combustion develops only due to mixing.

However, it can be noticed that with RNG k-ε turbulence model the heat re-
leased after end of main injection is somewhat enhanced, as the curve of cumulated
aHRR better describes the asymptotic behavior of experimental data. This is a
consequence of the lower dispersion of mean flow momentum, as it leads to tur-
bulent flow structures of stronger intensity, which last longer during expansion.
Therefore, combustion of partially oxidated compounds is promoted by enhanced
mixing. To be pointed out that the increase in total aHRR (end of cumulated
aHRR curve) is just a consequence of the overall overestimation in the pressure
trace, as the heat release rate is proportional to the in-cylinder instantaneous pres-
sure (Eq. A.1), therefore in this case the the curve of cumulated aHRR is to be
assessed qualitatively, rather then quantitatively.

4.3 Injection timing

Once the behavior of each turbulence and combustion model in CDC9 operating
point is adequately understood, it is possible to investigate how their performance
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change with injection conditions. However, to facilitate the interpretation of sim-
ulations’ results, in the first place it is preferable to briefly analyze the data from
experimental measurements, and make some considerations on how the combus-
tion dynamics are affected by injection timing.

Figure 4.16 depicts the curves of apparent heat release rate with the three
injection timings, highlighting the time intervals during which pilot and main
injections take place. Moreover, to have a better comparison of how the shape of
aHRR curve is affected by injection timing, figure 4.17a shows the three profiles
time-shifted to have “zero” crank angle at the beginning of their pilot injection.
It can be immediately observed from these graphs that combustion dynamics are
significantly affected by injection timing, as the shape of aHRR curve during the
two injections shows remarkable changes.

First, let us discuss the behavior of pilot combustion. From the comparison
of HRR curves given in figure 4.17a, it is seen that ignition of fuel from pilot
injection shifts when changing injection timing. The SSEp07b testing condition
is characterized by the lowest ignition delay, about 4 CAD after SOI, while the
other two have similar ignition timing, about 6 CAD after SOI. Likewise, the peak
aHRR during pilot injection is sensibly affected by SOI timing. Pilot combustion
in SSEp07b shows the highest peak of aHRR, while SSEp02a testing case has the
lowest one, but the longest lasting. These dissimilar behaviors are a consequence
of the different thermodynamic conditions inside the cylinder at start of injection.
the intermediate timing, pilot injection starts when piston is almost at TDC,
thus when in-cylinder pressure and temperature are almost at their maximum.
Therefore, fuel experience fast evaporation and short ignition delay. In SSEp17b
testing condition, pilot injection starts at −14.4 CAD, and the piston is still going
through compression stroke. This means that bulk gas temperature is still quite
lower than at TDC, and, consequently, ignition delay is longer. Likewise, the late-
injection case experience longer ignition delay due to lower in-cylinder temperature
at SOI. However, in this case combustion is further penalized by taking place
during expansion stroke, thus when bulk gas temperature is decreasing. This is
detrimental for sustaining of combustion reactions, leading to less heat released.
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Figure 4.16: Graphs of HRR curves for the three injection timing; the regions
highlighted in gray identify the intervals during which pilot and main injections
take place.

Subsequently, the dynamics of main combustion are to be discussed. In this
case, ignition timing experiences little sensitivity, with just the late-injection case
having slightly longer ignition delay with respect to the other two. This is driven
by the fact that during main injection fuel is ignited by the hot gases generated
during pilot injection, as it was demonstrated in previous numerical studies on this
engine. Therefore, pilot-main injection dwell and intensity of swirling flow are the
most relevant parameters affecting ignition delay of main injection, which are the
same in the three testing conditions. The slightly increased delay of SSEp02a case
can be justified by the smaller temperature increase during pilot injection, the
reduced intensity of the swirl vortex due to viscous dissipation, and the reduced
reactivity due to lower in-cylinder temperature.

Concerning the shape of aHRR profile in main injection, significant differences
are observed with changing of injection timing, denoting a sensible variation of
combustion dynamics with delaying of fuel injection. As observed in section 4.1.2,
main combustion develops in two stages. After the fuel is ignited by the hot gases
coming from pilot combustion, the flame starts propagating in the premixed region
on the periphery of the vapor-fuel jet. During this stage, the heat release rate con-
stantly increases due to the increased surface area of the flame. The aHRR curve
momentarily stops increasing when the flame is completely attached to the piston
walls, and fully diffusive flame is established. In this stage combustion is driven
by air-fuel mixing, and the development of HRR curve depends on the intensity of
turbulent flow structures generated by jet-wall interaction. After the end of main
injection, the HRR begins to decrease, while combustion of the remaining fuel is
completed.

Figure 4.17a highlights how the flame-development mechanism is affected by



65 CHAPTER 4. SENSITIVITY ANALYSIS

injection timing. It can be observed that the time span required for development
of fully diffusive flame progressively increases with delaying of main-injection tim-
ing, with SSEp02a testing case experiencing propagation of premixed combustion
until the end of main injection (Fig. 4.16c). Moreover, the overall steepness of
the aHRR curve is reduced by postponing injection timing, suggesting that the
premixed flame propagates with lower speed. Reduction of bulk gas pressure and
temperature are again presumed to be the reason of these outcome. First, reduc-
tion of in-cylinder temperature leads to lower fuel reactivity and lower laminar
flame speed, thus slowing the propagation of the premixed flame front. Moreover,
lower bulk gas pressure leads to diminished penetration of the liquid spray, due
to higher drag forces acting on fuel droplets. This as a consequence, when in-
jection timing is closer to TDC, at the onset of main combustion the portion of
premixed fuel is smaller, and it takes less time to the flame to propagate to the
whole premixed charge.
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Figure 4.17: (a): Experimental aHRR profiles phased with respect to the start
of pilot injection - (b): Comparison of the pressure traces with the three injection
timings

From this preliminary investigation, it can be foreseen that RIF combus-
tion model will show poor performances in describing combustion development
in SSEp02a testing case, for its intrinsic inability in predicting propagation of
premixed flames. Therefore, TWM combustion model is expected to show better
results in that injection timing.



CHAPTER 4. SENSITIVITY ANALYSIS 66

4.3.1 k-ε turbulence model

Once that the combustion behavior in the three testing conditions is better known,
it is possible to investigate, for each of the turbulence and combustion models in-
vestigated in this thesis, the sensitivity with respect to injection timing. Here, it
has been chosen to assess separately the two turbulence models, and for each one
compare the capability of TWM and RIF combustion models to describe the three
cases. In this section, the performances with standard k-ε model will be assessed.

Figure 4.18 gives a summary of the performances of the two combustion models
in the three injection timings, in terms of the temporal evolution of three global
variables: the cylinder pressure (a), the apparent heat release rate (b), and the
cumulated aHRR (c).

Looking at the results of RIF combustion model, some considerations can be
made. First, for all injections timings, ignition delay of fuel introduced during
pilot injection is always under-predicted, with best results achieved in the inter-
mediate timing, and worse in the late-injection case. These results can be justified
by the fact that the surrogate fuel used for simulations (n-heptane) was proven to
experience shorter ignition delay with respect to the real fuel used during experi-
ments (DPRF58), especially with diminishing of bulk gas temperature. Moreover,
the maximum aHRR in pilot combustion is repetitively overestimated by the RIF
combustion model. This is probably a consequence of the long ignition delay com-
pared with the duration of pilot injection, as shown in figure 4.16. In fact, this
may involve that at onset of combustion a significant portion of the injected fuel
is already premixed, and, as already described, RIF model has the tendency to
overestimate aHRR during ignition of premixed charge.

Always referring to RIF model, ignition timing during the main injection seems
to have discrete agreement with experimental, although it tends to be progressively
underestimated with delaying of start of main injection. The possible causes of this
behavior are the higher reactivity at low temperature of the surrogate fuel with
respect the real one, and the increasing amount of premixed combustion, which
is critical for this combustion model. Moreover, for the same reason the RIF
model shows really poor performances in the SSEp02a testing condition, which
is a further proof of its inadequacy when simulating operating conditions with a
significant portion or premixed combustion.
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(a)

(b)

(c)

Figure 4.18: Effect of injection timing on the performances of TWM and RIF
combustion models, with the standard k-ε turbulence model - (a): In-cylinder pres-
sure traces - (b): apparent heat release rate - (c): Cumulated aHRR.
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Also for TWM combustion model some considerations can be made. In first
place, heat release rate during pilot combustion is underestimated for the SSEp17b
testing case, which is again a consequence of the inhibition of chemical kinetics
in fuel-rich regions. Regarding combustion of fuel from main injection, ignition
delay is slightly underestimated for all injection timings, but the ramps of aHRR
are reproduced fairly well. TWM combustion model seems to achieve rather good
results in the SSEp02a testing case, even if the peak aHRR is still under-predicted.
Figure 4.19 shows the flame structure for this operating case, and the propagation
of premixed flame during the ramp of aHRR. It is clearly visible the propagation
of the flame, starting from the region where the jet interacts with the hot gases
from pilot combustion, and extending to the whole premixed region. The reasons
why the experimental maximum aHRR is not reached could be the lower ignition
delay, which means that fuel had less time to mix with air, the higher reactivity of
n-heptane with respect to DPRF58, or the underestimation of mixing-controlled
combustion.

Figure 4.19: Propagation of premixed flame during main combustion in SSEp02a
testing case, predicted by the TWM combustion model. The images show the evo-
lution of the stoichiometric iso-surface, colored by temperature to highlight flame
propagation.

When simulating the first two injection timings, really similar levels of mixing-
controlled combustion are experienced by the both combustion models, as it can
be seen from the shapes of aHRR curves during main combustion. This behavior
could suggest that adoption of k-ε turbulence model leads to reduced sensitivity to
jet-wall interaction, which is the main phenomenon affected by injection timing.
This could be justified by the highly dissipative nature of k-ε turbulence model,
which predicted quite high dissipation of mean-flow momentum into turbulence,
and a widely spread distribution of turbulent kinetic energy. This means that
when the jet reaches the bowl rim, it has seen a sensible reduction of momentum
and it is fairly dispersed from the axis of the spray. Thus reducing the sensitivity
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of the jet-wall interaction phenomenon with respect to injection timing.
Finally, the post-injection phase of combustion seems to be predicted to an

acceptable degree by both combustion models in all operating conditions, as the
shape of aHRR and cumulated aHRR curves match fairly well those from exper-
imental measurements, even though a different final value of cumulated aHRR is
obtained.

4.3.2 RNG k-ε turbulence model

Figure 4.20 summarized the performances of the RNG k-ε model in combination
with the two combustion models in the three injection timings, in terms of cylinder
pressure (a), apparent heat release rate (b), and cumulated aHRR (c).

In first place, let us discuss the results of the RIF combustion model. Combus-
tion of pilot injection shows the same peculiarities observed for the k-ε turbulence
model, i.e., progressively under-prediction of ignition delay with diminishing of
bulk gas temperature at start of injection, and persistent overestimation of peak
aHRR, although less severe than with the other turbulence model. The lower
peak value predicted RNG k-ε model is probably induced by its lower turbulent
diffusivity, which involves that a smaller amount of premixed charge has formed
at the onset of pilot combustion.

As already seen with the standard k-ε model, ignition delay of fuel injected
during main injection is progressively under-estimated when SOI is delayed. Like-
wise hypothesis before, the possible origins of this issue are the higher reactivity at
low temperature of the surrogate fuel with respect the real one, and the increasing
amount of premixed combustion. Moreover, as predictable, also in this case the
RIF combustion moded achieves rather poor performances describing main com-
bustion in the SSEp02a testing scenario. On the other hand, when simulating the
the SSEp17b testing case with this turbulence model sensible differences in aHRR
are observed during main combustion. Figure 4.21 depicts the the flame devel-
opment during the main combustion for this injection timing. When compared
with the results of the intermediate-injection case (Fig. 4.14), it is evident that in
this testing case the numerical model is subjected to sensibly reduced numerical
instabilities. To understand the reason of the higher stability of the early-injection
case, figure 4.22 gives a comparison of the in-cylinder conditions at ignition for
the two injection timings. In particular, a lower level of premixed combustion is
observed for the SSEp17b injection timing, which was inferred to be one of the
triggering factors for the observed numerical instabilities.



CHAPTER 4. SENSITIVITY ANALYSIS 70

(a)

(b)

(c)

Figure 4.20: Effect of injection timing on the performances of TWM and RIF
combustion models, with the RNG k-ε turbulence model - (a): In-cylinder pressure
traces - (b): apparent heat release rate - (c): Cumulated aHRR.
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Figure 4.21: Development of numerical instabilities due to combined use of RIF
and RNG k-ε models, in the SSEp02a testing case. The images show the evolution
of the stoichiometric iso-surface, colored by temperature, in the instants following
the ignition of main injection.

Figure 4.22: Comparison of spray penetration at ignition of main injection,
between SSEp17b and SSEp07b testing cases. The images show the Lagrangian
spray and temperature distribution predicted by RIF model at ignition of fuel from
the main injection event.
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Thanks to the lower intensity of unstable phenomena, the results in this operat-
ing conditions are thought to be quantitatively more reliable. Another peculiarity
of the aHRR curve for the SSEp17b case is its temporary drop in the middle of
the main combustion. Looking at the evolution of the diffusive flame, depicted
in figure 4.23, it can be noticed that adjacent jets start to interact in that time
interval. Therefore, it is likely that the reduction of aHRR is associated with the
sudden reduction in surface area of the diffusive flame.

Figure 4.23: Jet-to-jet interaction during main combustion for SSEp17b testing
case. The images show the evolution of stoichiometric iso-surface, colored by local
charge temperature.

For what concerns the TWM combustion model, the issue regarding ignition of
fuel from pilot injection is further worsened in the other two cases, to the point of
having charge misfire. This could be a consequence of the lower bulk-gas tempera-
ture at start of pilot injection, which leads to a reduction of the reaction rate. Due
to almost absent temperature increase during pilot combustion, in this case the
TWM model predicts delayed ignition with respect to the RIF combustion model.
However, even though pilot injection did not experience complete combustion, ig-
nition of fuel introduced during main injection takes place in the same region (Fig.
4.24), thanks to the presence of partially oxidized compounds that increase local
mixture reactivity. Therefore, at least partially, the overall combustion dynamics
of main injection are preserved.

Also with the RNG k-ε turbulence model, the TWM model shows rather sat-
isfactory results when used to simulate the late-injection scenario. The increased
peak of heat release showed in figure 4.20b is presumed to be a consequence of
miss-fire during pilot injection, which leads to a slower development of the flame.
Moreover, really good agreement with experimental results is observed in the re-
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gion after the end of main injection, as shown by the cumulated aHRR curves in
figure 4.20c.

Generally speaking, the RNG combustion model seems to show higher sensi-
tivity to the injection timing, especially in combination with the RIF combustion
model. This could be induced by the lower dissipation of spray momentum, thanks
to the lower turbulence intensity predicted by this turbulence model, which could
make more important the jet-wall interaction in determining the mixing intensity.
Miss-fire of fuel from pilot injection could make this effect less evident with the
TWM combustion model, because it increases the degree of premixed combustion
during main injection.

Figure 4.24: Ignition and propagation of premixed flame during main combustion
in SSEp02a testing case, predicted by the TWM combustion model. The images
show the evolution of the stoichiometric iso-surface, colored by temperature to
highlight flame propagation. It can be seen that ignition takes place in the same
location, even though pilot injection does not ignite.
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4.4 Sensitivity to spray cone angle

Once that the behavior of the turbulence and combustion models was better un-
derstood, along with their performances in multiple injection conditions, it was
chosen to investigate their sensitivity to some relevant parameters that are ex-
pected to affect the dynamics of the diesel combustion strategy studied in this
work.

As mentioned in section 3.2.3, even though in the literature many models have
been proposed to estimate the spray spreading angle at the outlet of the injector
orifice [18], in this thesis it was decided not to use any of these correlation in the
spray model. This choice was driven mainly by the following reasons:

� Usually these models are based on empirical correlations, and do not consider
the effect of the specific shape of injector nozzle, which was shown to have
a sensible impact on the spray structure [16, 52];

� In this study the thermophysical properties of conventional Diesel fuel were
used for the liquid phase, according to the model proposed by Sazhin [50],
which have some dissimilarities from those of DPRF58. Therefore, corre-
lations are not expected to reproduce the real spray opening angle, having
discrete sensitivity to the fuel density;

� The predicted spray cone angle can sensibly change depending on the specific
correlation used.

Thus, a constant spray cone angle was used, which is an independent variable
of the problem, so that its impact on the overall combustion dynamics can be sep-
arately assessed. This was done by reducing the spray spreading angle from 15° to
10°, and simulating the three injection strategies previously described. In this sec-
tion a detailed investigation on the sensitivity of each turbulence and combustion
model to this parameter is reported. Moreover, this can be used as a measure of
the capability of each model to appreciate changes in spray structure and injector
design.

Before moving on the discussion of the results, it is worth briefly describing
how changing of the spray spreading angle is expected to affect the development
of air-fuel mixture and the overall combustion process, assuming that all the other
injection parameters and the bulk gas conditions are fixed.

First of all, if liquid parcels are concentrated in a narrower region close to the
spray axis, the momentum of liquid phase is less dispersed and a smaller amount
of gas phase interacts with the liquid droplets. Thus the gas interacting with the
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spray undergoes a higher acceleration, while lower reduction in momentum is expe-
rienced by the liquid droplets. Hence, the reduced radial dispersion of momentum
and lower drag forces acting on the liquid phase are expected to lead to an overall
enhancement of the liquid and vapor fuel penetration. Moreover, having a more
collimated spray and a lower relative velocity between liquid and gas phases, it is
expected that the amount of air entrained in the spray is reduced. Therefore, there
could be a lower radial dispersion of mixture fraction, with increased equivalence
ratio in the core of the spray, and reduced spray evaporation.

Hence, a reduction in the spray spreading angle is expected to lead to a lower
degree of premixed combustion and an increment of the heat released during the
mixing-controlled stage of combustion.

Similarly to past section, the discussion is developed separately for the two
turbulence models, studying for each of them the sensitivity of the TWM and RIF
combustion models.

4.4.1 k-ε turbulence model

First, the sensitivity is investigated with the conventional k-ε turbulence model.
Figures 4.25, 4.26 and 4.27 report the performances of the TWM and RIF combus-
tion models for the three injection strategies - SSEp17b, SSEp07b and SSEp02a
respectively - with a spay spreading angle of 10° and 15°.

By looking at the behavior of both combustion models in the three testing
conditions, it appears that the spray spreading angle plays a really marginal role
in the combustion process, when turbulence is modeled with the conventional k-ε
closure. To better understand the reason of these results, it is required a deeper
analysis on the underlying processes that determine the combustion dynamics.
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Figure 4.25: Sensitivity to spray cone angle of TWM and RIF combustion mod-
els, with the standard k-ε turbulence model, in the SSEp17b testing case - (a): In-
cylinder pressure traces - (b): apparent heat release rate - (c): Cumulated aHRR.
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Figure 4.26: Sensitivity to spray cone angle of TWM and RIF combustion mod-
els, with the standard k-ε turbulence model, in the SSEp07b testing case - (a): In-
cylinder pressure traces - (b): apparent heat release rate - (c): Cumulated aHRR.
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Figure 4.27: Sensitivity to spray cone angle of TWM and RIF combustion mod-
els, with the standard k-ε turbulence model, in the SSEp02a testing case - (a): In-
cylinder pressure traces - (b): apparent heat release rate - (c): Cumulated aHRR.
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Figure 4.28: Effect of spray cone angle on turbulence, spray structure and mix-
ing, with standard k-ε turbulence model, RIF combustion model, in the SSEp17p
injection strategy. - (a): Iso-surfaces where TKE is a quarter of its maximum in
that given instant - (b): Iso-surfaces where mixture is at stoichiometric conditions
(φ = 1).
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Figure 4.29: Effect of spray cone angle on turbulence, spray structure and mix-
ing, with standard k-ε turbulence model, RIF combustion model, in the SSEp07p
injection strategy. - (a): Iso-surfaces where TKE is a quarter of its maximum in
that given instant - (b): Iso-surfaces where mixture is at stoichiometric conditions
(φ = 1).

To this end, the results were post-processed to investigate the development of
Lagrangian spray, turbulence distribution and air-fuel mixing with the two spread-
ing angles investigated. For the simulations with the RIF combustion model, fig-
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ures 4.28 and 4.29 show a comparison of these quantities, for the SSEp17b and
SSEp07b injection timings respectively, in the following manner:

� To have a measure of the dispersion of spray momentum due to turbulence,
the distribution of turbulent kinetic energy is visualized through the iso-
surfaces delimiting the region where TKE is more than a quarter of the
instantaneous maximum value, reported in figures 4.28a and 4.29a;

� The effect of spray spreading angle on air-fuel mixing is visualized through
the iso-surfaces where the mixture is at stoichiometric conditions (φ = 1),
shown in figures 4.28b and 4.29b;

� For the sake of comparison, the distributions of the Lagrangian spray parcels
with the two spreading angles are reported in every image.

As expected, it is clearly visible that the spray with an imposed spreading
angle of 10°, colored in blue, is less dispersed radially. However, it seems that
both spray angles lead to the same distribution of turbulent kinetic energy. This
is in agreement with the past studies in the literature and the results of section
4.2, where that k-ε turbulence model showed to predict significant dispersion of
TKE and poor description of shear flows. Hence, even though the liquid spray is
confined closer to the spray axis, the mean-flow momentum experiences a radial
diffusion due to turbulence similar to the one with the larger spreading angle. For
these reasons, the radial spreading of mixture fraction due to turbulent diffusion is
almost unchanged, and a really small increase in fuel vapor penetration is observed.

For the sake of completeness, it should be noted that slight changes are ob-
served in the curve of apparent heat release rate with the TWM combustion model,
in the late-injection case.

The changes in ignition delay and peak aHRR during pilot combustion are
still associated with the inhibition of reaction rate in the fuel-rich regions. This
condition is worsened with reduction of the spray spreading angle, due to the lower
fuel diffusion and increased equivalence ratio in the spray region. It is presumed
that this injection timing is the only one showing noticeable sensitivity because
the in-cylinder temperature is significantly lower to the others, meaning that the
thermodynamic conditions are already critical for fuel ignition.

Concerning main injection, the slightly increased ignition delay is assumed to
be a consequence of the lower combustion efficiency of pilot injection, while the
different shape of aHRR curve is induced by changes in mixture fraction diffusion
and mixing intensity. However, these differences are negligible, as the overall
dynamics of combustion phenomena are preserved.
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4.4.2 RNG k-ε turbulence model

The effect of the RNG k-ε turbulence model is then investigated. The perfor-
mances of the TWM and RIF combustion models are reported in figures 4.25,
4.26 and 4.27, for the SSEp17b, SSEp07b and SSEp02a injection strategies re-
spectively, for the two spray spreading angles assessed. In this case, the results of
the simulations show noticeable sensitivity with respect to the spray cone angle
imposed at the outlet of injector nozzle.

For what concerns the RIF combustion model, it can be observed that the
results are sensibly improved by reducing the spreading angle, especially for the
first two injection timings, both in terms of pressure trace and apparent heat
release rate. For both SSEp17b and SSEp07b testing cases, the shape of aHRR
curve during main combustion is significantly changed:

� The first peak, which was inferred to be a consequence of the numerical
instabilities, is partially smoothed out. This behavior is justified by the fact
that a more collimated spray is expected to reduce the intensity of premixed
combustion, which was hypothesized to be one of the driving factor for the
numerical instabilities;

� As expected, with a reduced spreading angle the peak of mixing-controlled
combustion is sensibly increased, showing also good agreement with the ex-
perimental measurements.
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Figure 4.30: Sensitivity to spray cone angle of TWM and RIF combustion mod-
els, with the RNG k-ε turbulence model, in the SSEp17b testing case - (a): In-
cylinder pressure traces - (b): apparent heat release rate - (c): Cumulated aHRR.
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Figure 4.31: Sensitivity to spray cone angle of TWM and RIF combustion mod-
els, with the RNG k-ε turbulence model, in the SSEp07b testing case - (a): In-
cylinder pressure traces - (b): apparent heat release rate - (c): Cumulated aHRR.
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Figure 4.32: Sensitivity to spray cone angle of TWM and RIF combustion mod-
els, with the RNG k-ε turbulence model, in the SSEp02a testing case - (a): In-
cylinder pressure traces - (b): apparent heat release rate - (c): Cumulated aHRR.
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Like it was done for the other turbulence model, this behavior can be better
understood by post-processing the results of the simulations in terms of Lagrangian
spray structure, turbulence distribution and air-fuel mixing, as reported in figures
4.33 and 4.34.

(a)

 

Spray cone angle = 10° 

Spray cone angle = 15° 

Spray parcels 

Iso-surfaces 

(b)

Figure 4.33: Effect of spray cone angle on turbulence, spray structure and mixing,
with RNG k-ε turbulence model, RIF combustion model, in the SSEp17p injection
strategy. - (a): Iso-surfaces where TKE is a quarter of its maximum in that given
instant - (b): Iso-surfaces where mixture is at stoichiometric conditions (φ = 1).

(a)

 

Spray cone angle = 10° 

Spray cone angle = 15° 

Spray parcels 

Iso-surfaces 

(b)

Figure 4.34: Effect of spray cone angle on turbulence, spray structure and mix-
ing, with standard k-ε turbulence model, RIF combustion model, in the SSEp07p
injection strategy. - (a): Iso-surfaces where TKE is a quarter of its maximum in
that given instant - (b): Iso-surfaces where mixture is at stoichiometric conditions
(φ = 1).
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As expected, with an imposed spray angle of 10° the spray parcels are less
dispersed, likewise for the previous turbulence model. However, with the RNG
k-ε turbulence model, also turbulent kinetic energy distributions show sensible
changes as well. In particular, TKE is less spread from the spray axis and expe-
riences increased penetration, either inside the bowl or towards the squish region,
depending on the injection timing. Hence, the fuel vapor is less spread out from
the jet boundary due to turbulence diffusion, and it experiences higher penetra-
tion and stronger mixing. Therefore, this turbulence model shows to be capable
to predict variations in jet penetration and turbulent dissipation of mean flow
momentum, as a consequence of changes in spray structure. These results are a
further evidence of the good capability of RNG k-ε turbulence model to describe
shear flows.

Moreover, some improvements are observed also in the post-injection stage of
combustion, as shown by the curves of cumulated aHRR. This behavior is thought
to be a consequence of the lower dissipation of mean-flow momentum. In fact,
this involves that the turbulent flow structures generated during main injection
are of stronger intensity and require more time to be dissipated by viscous forces.
Thus, combustion of the remaining products of partial oxidation is promoted by
enhanced mixing during expansion stroke.

For the late-injection testing condition, slight improvement are observed in the
pressure trace and aHRR curve, shown in figures 4.32a and 4.32b respectively, but
RIF combustion model still shows overall poor performances with such delayed
injection timing.

Regarding the results of the simulations with the TWM combustion model,
smaller sensitivity is observed with respect to the spray spreading angle imposed
at the injector orifice. For every testing condition, the issues found in ignition
and combustion of fuel during pilot injection are even worsened, which is coherent
with the results with the other turbulence model. As previously explained, this is
driven by the reduction in turbulent diffusion and air entrainment, thus increasing
the equivalence ratio in the spray region.

For what concerns main combustion, only the SSEp02a injection timing shows
discrete sensitivity to spray spreading angle. In this case, a faster rise in aHRR
curve is experienced with a 10° spreading angle, along with advanced establishment
of mixing-controlled combustion with lower heat release rate. To understand the
origin of these differences, the flame structure during mixing-controlled combustion
is shown in figure 4.35, for both values of spray spreading angle investigated.
Therefore, the reduction in aHRR associated to a diminished spray spreading
angle can be justified by the following phenomena:
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� The flame lift-off length is sensibly increased, which is probably due to the
reduction of air entrainment and lower dispersion of mean-flow momentum;

� The air-fuel mixture is less spread out from the spray axis, which reduces the
overall flame surface area, where most of heat is released during combustion;

� The reduced dispersion of momentum does not show visible increase of mix-
ing intensity, as almost all of the fuel is directed towards the squish region,
where it hits nearly perpendicularly the cylinder walls.

(a) (b)

Figure 4.35: Effect of spray spreading angle on flame structure when simulating
SSEp02a injection timing with the TWM combustion model. (a) and (b) show
the stoichiometric iso-surfaces colored according to the temperature fields, for an
imposed spreading angle of 10° and 15° respectively.

For the other two injection timings, the analysis of the in-cylinder distributions
of the main Eulerian fields did not show sensible variations between the simulations
with the two values of spreading angles investigated. Although it is presumed that
this result could be induced by neglecting of turbulence-chemistry interaction in
the TWM combustion model, no significant reason for these similarities could
be deduced from these investigations. Therefore, further investigations are to be
performed in future works to fully understand the origin of these results.
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4.5 RIF: sensitivity to number of flamelets

It is well known in the literature that the capability of the RIF combustion model
to correctly describe the combustion process, and the flame structure in burning
sprays, is sensibly affected by the number of flamelet domains used to describe
the evolution of the overall fuel injected [28, 45, 14]. Hence, for the sake of com-
pleteness, it was chosen to investigate if the performances of RIF model can be
improved by using multiple flamelet domains.

This assessment was performed for both turbulence models in the SSEp07b
injection timing, with an imposed spray spreading angle of 10°, as in the previous
section it showed better agreement with the experimental results. Multiple sim-
ulations were performed in this testing condition, where the number of flamelet
domains used to model the main-injection event was progressively increased. A
single-flamelet model was still used for the pilot injection, as increasing the num-
ber of domains for this injection event was not expected to improve the results of
the simulations, due to the following reasons:

� Duration of pilot injection is extremely short and the mass introduced is
quite small, which means that the flamelet from pilot injection covers a
relatively small portion of the overall CFD volume. Therefore, small spa-
cial variations of the scalar dissipation rate are expected over the flamelet
volume;

� The long ignition delay compared to the injection duration suggests that
most of the fuel is already evaporated and partially premixed at the onset
of combustion. Therefore, it is expected that most of the fuel from pilot
injection ignites simultaneously, with limited flame diffusion;

� As fuel ignites significantly after the end of pilot injection, flame stabilization
phenomenon does not take place during pilot combustion.

Figures 4.36 and 4.37 show the impact of the number of flamelet domains used
during main injection on the pressure trace, aHRR curve, and its cumulated, with
the standard k-ε turbulence model and its RNG variant respectively. The graphs
compare the results with one, six and twenty flamelets. The number of domains
was not further increased, as the simulations would have required excessively long
computational time3.

3Simulations with 20 flamelet domains required nearly 4 days, running in parallel on a 8
dedicated processors Intel® Xeon® CPU E5-2630 v3 @ 2.40GHz.
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It can be noticed that the standard k-ε model does not show any remarkable
change when number of flamelet domains is increased. Differently, when turbu-
lence is modeled with the RNG k-ε instead, some sensitivity is observed in the
region of maximum aHRR, i.e., during mixing-controlled stage of combustion.

(a) (b)

(c)

Figure 4.36: Sensitivity of RIF model to the number of flamelet domains for fuel
introduced during the main injection (standard k-ε model, SSEp07b testing case,
10° cone angle) - (a): In-cylinder pressure traces - (b): apparent heat release rate
- (c): Cumulated aHRR.
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(a)

(b)

(c)

Figure 4.37: Sensitivity of RIF model to the number of flamelet domains for fuel
introduced during the main injection (RNG k-ε model, SSEp07b testing case, 10°

cone angle) - (a): In-cylinder pressure traces - (b): apparent heat release rate -
(c): Cumulated aHRR.
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As highlighted in figures 4.37a and 4.37b, the beginning of pressure rise is
slightly postponed and the first of the two peaks of aHRR is smoothed out, while
the second one is nearly unaffected. To better understand this behavior, figure
4.38 shows a comparison between the case with single-flamelet and 20 flamelets,
in terms of the development of flame structure during the main injection.

(a)

(b)

Figure 4.38: Effect of the number of flamelet domains on the intensity of nu-
merical instabilities with the RNG k-ε turbulence model. (a) and (b) show the de-
velopment of the stoichiometric iso-surfaces during main injection, with coloring
based on the temperature field, in case of 1 and 20 flamelet domains respectively.

From these images, two main observations can be pointed out:

� Increasing the number of flamelets seems to be effective in reducing the nu-
merical instabilities that are experienced when using the RNG k-ε turbulence
model;

� Even with 20 flamelet domains, the stabilization phenomenon is not repro-
duced, as the flame is still really close to the injector orifice.

Diminishing of numerical instabilities is consistent with the mechanism at the
origin this phenomenon that was proposed in section 4.2. Even thought flame
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stabilization is not predicted, combustion seems to be partially inhibited at the
very root of the fuel spray, probably thanks to the capability of multiple flamelets
to account on the locally high scalar dissipation rate. Therefore, air-fuel mixture
burns and expands more gradually, inducing lower perturbations in the mean-
velocity field in the region close to the injector.

As the overall shape of the aHRR curve and its maximum value remain nearly
unchanged with diminishing of the intensity of numerical instabilities, it can be
deduced that their impact on the overall combustion dynamics is limited to the
additional peak in aHRR. Hence, even though numerical instabilities are present,
the results of single-flamelet simulations can be considered reliable in terms of
overall combustion dynamics.

To understand the reasons why flame stabilization is not predicted even split-
ting the main injection among 20 flamelet domains, it should be reminded that
when a new flamelet domain is generated, its temperature and composition in the
Z-space are initialized by cloning the state of the previous one. This choice is
mainly driven by the following requirements:

1. Prediction of the in-cylinder pressure trace;

2. Correct description of the flame structure (lift-off);

3. Limitation of the overall computational load, as a consequence of increasing
the number of flamelet domains.

Initializing the flamelets with the temperature and composition of the un-
burned gases would lead to good description of the stabilized flame, but aHRR
curve would experience several spikes during mixing-controlled combustion due
to repeated self-ignition of flamelets, which is non-physical. To allow a correct
prediction of both flame structure and pressure trace, a really high number of
flamelets would be required. On the other hand, cloning the previous flamelet
would mitigate these oscillations, but it requires that the new flamelets are in-
troduced before ignition of the previous one, to have independent development of
each flamelet.

However, due to the interaction with the hot gases from pilot combustion, the
fuel introduced during main injection experiences sensibly shorter ignition delay,
as shown in figure 4.39a. Hence, even with 20 flamelet domains, the time-span
between generation of two consecutive flamelets is not short enough, and the new
domains are initialized when the previous one is already ignited (Fig. 4.39b).
According to these results, it can be presumed that the number of domains should
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be almost doubled, to have initialization of the second flamelet before ignition of
the first one.

0 2 4 6 8 10
CAD after SOI

800

1000

1200

1400

1600

1800

2000

2200

2400

2600

2800

T
m

ax
 [K

]

Flam. pilot
Flam. main (1)

(a)

9.5 10 10.5 11 11.5 12 12.5 13 13.5 14
CAD

1000

1200

1400

1600

1800

2000

2200

2400

2600

T
m

ax
 [K

]

Flam. 1
Flam. 2
Flam. 3

11.4 11.6 11.8 12 12.2
2500

2550

2600

(b)

Figure 4.39: Maximum temperature in flamelet domains - (a): comparison be-
tween flamelets of pilot and main injection (first one), phased with respect their
SOIs, to highlight their ignition delay - (b): behavior of the first three flamelets
introduced during main injection.

Moreover, there is another aspect that could compromise the capability of
the combustion model to predict flame stabilization with the current simulation
setup. As previously mentioned, when setting up the simulation with the mRIF
combustion model, the following conflicting requirements were to be met in terms
of flamelet-to-flamelet interaction:

� To correctly predict ignition delay during main injection, it is necessary to
consider the interaction of the fuel from main injection with the cloud of hot
gases generated during main injection [12];

� Isolated-spray simulations showed that flame stabilization phenomenon can
be predicted by mRIF model only if interaction among flamelet domains is
not taken into account [44].

Therefore, it was chosen to allow heat and mass transfer due to turbulent
mixing only among overlapping flamelets associated to distinct injection events,
as it was presumed to be a fair trade-off among these two opposing requirements.

However, even though flamelet domains associated with main injection do not
directly interact among each other, the presence of the flamelet from pilot injection
could potentially induce indirect heat and mass transfer among them. Figure 4.40
shows a schematic of this process:
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1. At the beginning of main injection, heat is transferred due to turbulent
mixing from the flamelet of the pilot injection to the first one of the main
injection, thus promoting its ignition (Fig. 4.40a);

2. Once the first flamelet of main injection reaches the stoichiometric flame
temperature, the direction of heat flow among the two flamelets is reversed,
as almost all of the fuel from pilot injection is expected to be burnt, and
some heat was previously lost during flamelet-to-flamelet interaction;

3. When the flamelet of pilot injection starts overlapping also with other flamelets
from the main injection, they start exchanging heat and mass due to turbu-
lent mixing. Therefore, as described by the schematic in figure 4.40b, the
flamelet of pilot injection allows indirect transfer of heat and mass between
those of main injection.

(a)

(b)

Figure 4.40: Schematics of indirect interaction between flamelets of main injec-
tion - (a): At the beginning of main injection, heat is transfered from the flamelet
of pilot injection to the first one of main injection, promoting its ignition - (b):
After ignition of main injection, heat flow changes direction as fuel combustion
starts in flamelet 1, and the flamelet of pilot injection allows indirect transfer of
heat and mass between flamelets of main injection.

However, the importance of this phenomenon in preventing capability of pre-
dicting flame stabilization could not be quantified in this work, as the new flamelets
already ignited due to the temperature field initialization. However, it is known
that in the Attack interaction model, the intensity of mixing among two flamelets
is proportional to their level of overlapping [44, 12]. Therefore, it can be deduced
that the intensity of indirect interaction (Qi,j) induced by flamelet 0 among two
generic flamelets i and j will be proportional to the product of their markers:

Qi,j ∝M0 ·Mi ·Mj
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Figure 4.41 gives a measure of this product, for the first two flamelets of main
injection, with increasing magnitude for coloring moving from blue to red. From
this figure it can be deduced that this indirect-interaction effect could have a
significant impact on capability to predict flame stabilization, as it is expected to
have the highest intensity close to the region of stoichiometric air-fuel mixture.

Figure 4.41: Qualitative measure of the product M0 · M1 · M2, during main
injection, on a vertical cross section. Magnitude of the product increases with
coloring moving from blue to red.

The importance of this indirect-interaction mechanism should be further in-
vestigated in future works, along with possible modifications to the flamelet-to-
flamelet interaction model to prevent this issue (for example, inhibition of inter-
action after ignition of the first flamelet, as it is required only to describe the
beginning of main combustion).
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Chapter 5

Conclusions and future work

In the present thesis, an extensive investigation was performed to establish the
impact of turbulence and combustion modeling on describing the combustion pro-
cess in mixing-controlled Diesel combustion, with a multiple-injection strategy.
Specifically, turbulence was modeled with the standard k-ε turbulence closure and
its RNG variant, while combustion was described through the Representative In-
teractive Flamelet model and the Well-Mixed model with off-line tabulation of
chemical kinetics.

The setup of the simulations was based on the small-bore, light-duty, opti-
cal Diesel engine of Sandia National Laboratiories, for which a wide and well-
documented experimental database is available on the Engine Combustion Net-
work website [2]. The tested conditions were a part load, mid-range, conventional
Diesel combustion mode, with a split-injection strategy, for three different injec-
tion timings. Validations were performed in terms of in-cylinder pressure traces
and apparent heat release rate.

The engine geometrical parameters had to be adapted, due to the non negli-
gible compressibility of the piston-connecting rod assembly. To this end, a tuning
methodology was proposed, which allowed to fit the experimental in-cylinder pres-
sure trace.

First of all, the effect of each model on the combustion dynamics were deeply
analyzed in a baseline testing condition, to identify their peculiarities, and their
performances in describing the combustion dynamics have been compared. Then,
they were tested in several operating conditions, to assess their sensitivity to the
injection timing and the spray spreading angle imposed at the outlet from injector
orifice. Moreover, for the RIF combustion model, the sensitivity with respect to the
number of flamelet domains used to describe main fuel injection was investigated.

97
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From the analyses of chapter 4, the following main results were obtained:

� Both combustion models showed discrete capability to describe the overall
combustion process, in the early and intermediate injection timing. In the
late injection timing the RIF model performed rather poorly, due to the high
degree of premixed combustion with such long ignition delay, which cannot
be described by this combustion model;

� The inhibition of the reaction rate in fuel-rich mixture regions with the
TWM combustion model showed to be sensibly detrimental during pilot
combustion, probably due to the small injected mass and long ignition delay,
which often led to misfire or sensible under-predicted peak of aHRR;

� It was showed that to correctly predict the ramp of aHRR during main in-
jection, and its double-peak shape, the combustion model should be capable
of describing the flame propagation in the premixed region and its stabi-
lization. Therefore, this behavior could be reproduced only by the TWM
model, which captured the first peak of aHRR;

� The standard k-ε model experienced negligible sensitivity with respect to
injection timing and spray spreading angle, as a consequence to the strong
dispersion of turbulent kinetic energy from the spray axis predicted by this
model. This proved the poor performances of this model in describing shear
flows;

� Even with multiple flamelet domains, the RIF combustion model could not
predict flame stabilization during the main injection event, as a consequence
of the really short ignition delay of the main combustion.

The overall best results were obtained with the combination of the RNG k-ε
turbulence model and the RIF combustion model, with a 10° spray spreading angle.
However, some issues due to numerical instabilities were observed with these two
models; the origin of this phenomenon was investigated, and it was deduced that
their impact on the overall combustion dynamics should be marginal.

In conclusion, this study showed that to correctly describe the combustion dy-
namics, and the impact of design choices (injection timing and geometry of piston
bowl and injector nozzle), it is required to correctly predict the mean-flow and tur-
bulence fields in the spray region, and being capable of describing premixed flame
propagation. Moreover, the RIF model showed higher sensitivity with respect
to changes in the flow field, suggesting that accounting on turbulence-chemistry
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interaction is required to correctly predict aHRR in mixing-controlled combus-
tion. Therefore, future studies should focus on development and investigation of
combustion models including all of these aspects.

Moreover, in this study several assumptions were made in the case setup, and
further studies should be performed to investigate the following aspects:

� Quantification of the error introduced by modeling the fuel with n-heptane,
especially in the late-injection condition, which was shown to have differences
in ignition and combustion properties from the real fuel, with lowering of
the bulk-gas temperature [21];

� Consolidation of the results through full-cycle simulations, as it was shown
that the sector-mesh approach has limitations in describing the evolution of
the swirl-vortex and does not account on jet-to-jet differences [25];

� Investigations should be performed also in terms of capability to predict for-
mation of pollutants, such as NOx and particulate matter, as it is among the
most relevant aspects in development of next-generation internal combustion
engines.
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Appendix A

Computation of apparent heat
release rate

To make comparisons in terms of thermodynamic performances between the ex-
perimental data and the results of simulations, it is necessary to estimate in the
same way their heat release rates. Therefore, the apparent heat release rates,
and their cumulated functions, were computed from the pressure traces through a
simplified single-zone thermodynamic model. The instantaneous heat release rate
can be expressed with respect to the wall heat-loss Qw and the in-cylinder average
pressure pcyl through the first law of thermodynamics:

dQhr

dθ
=
dQw

dθ
+
γpcyl

dV
dθ

+ V
dpcyl
dθ

γ − 1
(A.1)

WhereV is the instantaneous in-cylinder volume and θ is the crankshaft angular
position. γ is the specific heat ratio, which is computed assuming the working fluid
to be a perfect mixture of ideal gasses with constant composition (intake air), and
computing the temperature-dependent constant-pressure specific heat capacity of
each specie cp,i(T ) thorough its polynomial expansion:

cp,i(T ) = Â0,i + Â1,i T + Â2,i T
2 + Â3,i T

3 + Â4,i T
4 + Â5,i T

5

cp =
∑
i

(yicp,i)

γ =
cp

cp −R∗

(A.2)

Where Âj are the NASA polynomial coefficients of each chemical specie [6] and
R∗ is the mass-specific gas constant of the mixture. The convective wall-heat loss
is computed as follows:

III



dQw

dθ
=
Acylh

60 · n
(T − Tw) (A.3)

Where Acyl is the crank angle dependent surface area. n is the engine speed
expressed in rpm, T is the average in-cylinder temperature, computed through
the ideal-gas law, and Tw is the wall temperature. The convective heat transfer
coefficient h is computed through the Woschni’s correlation [33]:

h = C1 ·D−0.2 · p0.8cyl · T−0.53 · u0.8w (A.4)

Where D is the cylinder bore, while uw is computed as follows:

uw = (C2 + 0.308Rs)um (A.5)

Where um is the mean piston speed. In this work no tuning of the C1 and C2

coefficients were performed, since the aHRR curves were only required to compare
the experimental and numerical results, and aiming to a quantitatively accurate
computation of the heat released during combustion was out of the scope of this
thesis. Therefore, the following “reasonable” values where used in this work:

C1 = 8

C2 = 2.28
(A.6)
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