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Abstract
About 100 tonnes of small meteoroids enter the terrestrial atmosphere every
day. As a meteoroid interacts with the atmosphere, its surface temperature can
reach several thousands of Kelvins, causing its ablation. Among the various
strategies for the observation of meteors, radio-based techniques have proved
to be a simple yet valuable tool for collecting large amounts of data. Ground-
radio stations can detect free electron densities in the meteoroid trail, which are
initially produced by the hyperthermal collisions of the ablated species with the
incoming freestream. Therefore, the ability to predict the ionisation intensity
and the rate of dissipation of the plasma trail becomes essential for the correct
interpretation of the radio signal. However, the current models are drastically
simplified; they use zero-dimensional approaches and disregard nonequilibrium
phenomena, such as rarefied gas effects.
This work aims to provide a detailed description of the degradation process

of a meteoroid and the physico-chemical dynamics driving the ablated vapour
around the body and in the extended plasma trail. Each improvement in the
modelling is expected to impact not only our understanding of the physical
problem but also the estimates on mass fluxes and the statistical outcome of
the collected observational data.
Chapter 3 describes the nonequilibrium collisional processes around millimetre-

sized meteoroids, at certain selected conditions along the entry path. These
conditions are chosen in agreement with the trajectory and flow regime analysis
performed in Chapter 2. Particular attention is given to the production of free
electrons, on which the intensity of the radio signal depends. We carry out the
investigation in the framework of the Direct Simulation Monte Carlo (DSMC)
method, where we include specific models to tackle both gas-surface interac-
tions and gas-phase encounters. With respect to classical meteor theory, the
introduced evaporation boundary condition can take into account condensation
fluxes and the backscattering of molecules at the wall. Moreover, a database
of elastic and reactive cross sections is developed for the ablated vapour. This
set of data may be useful to scientists as a reference database for future theo-
retical and numerical studies. Collisional processes and shielding effects prove
to be meaningful for events below 100 km or intense ablation rates, and they
could be even more significant for bigger meteoroids. Ionisation comes mainly
from the hyperthermal encounters between air and vapour, rather than from
thermalised metal-metal collisions.
Chapter 4 deals with the experimental characterisation of the material re-

sponse of some meteorite samples. These experiments allow testing the evapo-
ration model from Chapter 3 and yield insight into the ablation mechanisms.
We present the results from two campaigns, carried out in the VKI Plasmatron
wind tunnel and the NASA Ames laser ablation facility, so as to span a range
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of evaporation conditions. Both tests confirm strong degassing of light species
and oxidation, and they indicate that accurate ablation modelling requires de-
scribing the mechanical removal of the molten layer into the hypersonic flow.
Geochemical characterisation of the recovered material demonstrates the suc-
cessful use of these type of facilities to reproduce fusion crusts similar to those
collected on the ground. Finally, measurements of the surface temperatures,
coupled with thermal response modelling of the material, help in refining the
understanding of the surface energy balance. Despite the simplicity of the
numerical model, simulations and pyrometry data are found to agree reason-
ably well in laser experiments, while they needed a tuned contribution of the
oxidation heat flux in the Plasmatron tests.
In Chapter 5, we study the processes which lead to the extinction of the

plasma trail. For this purpose, we employ the simulations obtained in Chap-
ter 3 as initial conditions to carry out detailed chemical and multicomponent
diffusion calculations of the extended trail (up to several kilometres) using a
Lagrangian approach. In this approach, a fluid element reactor marches along
assigned streamlines, calculating multicomponent mass diffusion in the radial
direction and detailed chemical reactions. Chemical reactions have negligible ef-
fects in the neutralisation process of underdense trails, which are dominated by
mass diffusion. Also, a constant diffusion coefficient, as used in standard mod-
els, is sufficient to reproduce the numerical profiles. The influence of chemistry
and differential diffusion could be enhanced in overdense meteors. Therefore
this aspect deserves future investigation. Finally, we link the dissipation of the
electrons to the reflected radio echo, so as to estimate the resulting signal in
the framework of the classical underdense meteor theory. On the whole, the
procedure presented represents a standalone methodology, which can provide
meteor physical parameters at given trajectory conditions, without the need to
rely on standard lumped models.
Finally, in light of the experimental results of Chapter 4, in Chapter 6, we

present a numerical procedure that allows studying melting in the presence of
a rarefied gas phase. In these flows, the condensed phase can be treated as
a continuous medium, whereas a kinetic treatment is needed for the gas. We
propose a computational approach in which both phases are simulated by par-
ticle schemes: the DSMC method for the vapour and the Smoothed Particle
Hydrodynamics (SPH) method for the solid and the liquid. This approach is
computationally more intensive than the one of Chapter 3, as it proposes to
describe the dynamics of the three phases comprehensively. In this case, a
two-way coupling between phases is pursued, at the expense of other possi-
bly relevant phenomena such as evaporation or chemical nonequilibrium of the
gas, which are not taken into account. We show the details of the thermal and
dynamic coupling methodology, along with some verification test cases in sim-
plified configurations. Finally, as a proof-of-concept, we consider the melting
of a solid cylinder immersed in a rarefied hypersonic stream. The dynamics of
the molten layer under the influence of the external flow is analysed.



Abstract in layman’s terms
About 100 tonnes of small meteoroids enter the terrestrial atmosphere every
day. Due to their small size and tremendous speeds, meteoroids burn up at high
altitudes, where they are responsible for the metal-rich layers in the mesosphere
and lower thermosphere that play an essential role in atmospheric chemical
processes. Among the various strategies for the observation of shooting stars,
radio techniques have proved to be a simple yet valuable tool for collecting large
amounts of data, 24 hours a day regardless of the visibility conditions. Ground-
radio stations can detect the plasma in the glowing trail, which is produced by
the fast collisions of the vaporised rock with the incoming airflow. Therefore,
the ability to predict the ionisation intensity and the dissipation rate of the
plasma trail becomes essential for the correct interpretation of the radio signal.
However, current approaches are drastically simplified and disregard collisional
effects in the rarefied gas.
This work aims to provide a detailed description of the meteoroid degradation

process and those physico-chemical phenomena that drive the dynamics of the
ablated vapour around the body and in its plasma trail. First, we study the
gas behaviour by simulating the molecules directly at the kinetic scale. In a
second step, a procedure to examine the neutralisation of the extended trail
is designed. Also, we devote particular attention to the investigation of gas-
surface interactions. This investigation is supported by ground experiments in
a plasma wind tunnel and laser facility. Finally, a computational methodology,
which accounts for the thermal and dynamic coupling of the vapour with the
condensed phase, is developed and verified.
We are confident that this dissertation has put together the fundamental

tiles of a broader and ambitious modelling effort that will help astronomers
to reduce uncertainties in the interpretation of radio echoes, paving the way
towards the adoption of more sophisticated computer simulations in the field
of meteor science.
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CHAPTER 1

Introduction

“Even very great men sometimes indulge in wishful thinking.”

– Theodore von Kármán

1.1. Radio-based meteor observations

About 100 tonnes of small meteoroids enter the terrestrial atmosphere every
day [Love and Brownlee, 1993, Vondrak et al., 2008]. These bodies, from one-
meter diameter to micron-size grains, originate either from sublimating comets
or disintegrated asteroids. In their rush to the ground, they intersect the atmo-
sphere at hypersonic velocities from 11.2 to 72.5 km/s. As a meteoroid interacts
with the atmosphere, its surface temperature can reach several thousands of
Kelvins, causing its ablation. Bodies up to a few millimetres mainly ablate
through melting, i.e. spraying of the molten layer [Girin, 2017] and evapo-
ration. The latter is responsible for the metal-rich layers in the mesosphere
and lower thermosphere that play an essential role in atmospheric chemical
processes [Plane, 1991, Plane et al., 2015].
Among the various experimental strategies for the observation of meteors,

radar- and radio-based techniques [Kaiser, 1953, McKinley, 1961] have proved
to be a simple yet valuable tool for collecting large amounts of data, 24 hours a
day regardless of the visibility conditions. The data obtained comprise trajec-
tory information, such as the flight velocity, quantities related to the physical
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state of the meteor vapour, e.g. its degree of ionisation [Hocking et al., 2001,
Weryk and Brown, 2013], or indirect measurements of the atmospheric con-
ditions, such as pressure and temperature [Hocking et al., 1997, Cervera and
Reid, 2000].
The Belgian Institute for Space Aeronomy has put in place an experiment,

the Belgian RAdio Meteor Stations (BRAMS) network, to measure velocity,
trajectory, and mass of meteors. This network (see Figure 1.1) consists of
a radio transmitter emitting at 49.97 MHz and a series of receivers spread all
over Belgium to collect and standardise meteor observations [Lamy et al., 2011].
Employing the forward-scattering technique [Forsyth and Vogan, 1955], these
radio stations can detect free electron densities in the meteoroid trail, which
are initially produced by the hyperthermal collisions of the ablated species with
the incoming freestream air-jet [Dressler and Murad, 2001].

Transmitter
Receiver

Free electrons

Figure 1.1.: The map of the BRAMS network in Belgium and a schematic
showing the principle behind the forward-scattering technique.

When the density of the free electrons is weak, the incident radio wave can
propagate in the ionised gas, where it is scattered by the individual electrons.
Astronomers refer to this condition as an underdense reflection. Signals from
underdense meteors last no more than a few tenths of a second, and they are
the most observed. For these events, the theory indicates: i) the mass of the
object is proportional to the amplitude of the echo; ii) its duration, which is
strictly linked to the deionisation process in the plasma trail, is proportional
to the electron line density at the reflection point [McKinley, 1961]. Figure 1.2
shows the example of a spectrogram recorded by BRAMS, obtained performing
a discrete Fourier transform of the raw audio signal over a period of 5 minutes,
where nine underdense meteor echoes have been detected.
Therefore, the ability to calculate i) the ionisation intensity and distribution;

ii) the rate of dissipation of the plasma trail becomes essential for the correct
interpretation of the radio signal. Each improvement in the modelling is ex-
pected to impact not only the comprehension of the physical problem but also
the estimates on mass fluxes and the statistical outcome of the collected meteor
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Figure 1.2.: Example of a BRAMS spectrogram recorded for 5 minutes, after
processing of the signal. The spectrogram displays how the power of the signal
is distributed among the frequencies as a function of time. The horizontal line
is the direct tropospheric beacon coming from the transmitter. All the vertical
traces (we can count up to nine in this plot) are underdense meteor echoes.
Credits of the Royal Belgian Institute for Space Aeronomy.

data.

1.2. The meteor phenomenon

Meteoroid flux into Earth’s atmosphere

Figure 1.3 illustrates the mass flux of meteoroids into Earth’s atmosphere as a
function of their mass. One can see that the bulk of meteoric material vaporis-
ing in the atmosphere is formed by small particles in the range between 5×10−5

and 2× 10−2 m [Ceplecha et al., 1998]. Radar and radio waves techniques are
able to sample meteoroids smaller than optical systems, but big enough to
ablate and generate a trail of plasma sufficiently intense to be detected. Ac-
cording to Baggaley [1980, 2002], this corresponds to a rough limit of 10−5 m
in diameter for meteoroids travelling at a speed of about 30 km/s. Particles
smaller than several hundredths of a millimetre decelerate before reaching the
melting temperature. This class of micrometeoroids, for which most of the heat
is dissipated by radiation, is detected neither by radar nor optical techniques
and disappear into the atmosphere without the possibility of being tracked.
This class of particles takes the name of cosmic dust.

Meteor physics

Due to their small size and tremendous speeds, radio/radar meteoroids of-
ten burn up at high altitudes above 80 km, where the atmosphere is rarefied
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Figure 1.3.: Mass influx per decade of mass with respect to the mass of the
meteoroid. The histogram reveals a bimodal contribution in the flux distribution,
where one peak corresponds to particles of about 200 µm, while the other is
associated with impactors that can produce damages at the ground or craters.
Figure adapted from Flynn [2002] and Trigo-Rodríguez [2019].

[Ceplecha et al., 1998]. Here, the gas cannot be treated as if it was in thermody-
namic equilibrium (continuum assumption), and the Navier-Stokes equations
usually employed in gasdynamics fail [Bird, 1994]. Travelling at geocentric
speeds from 11.2 to 72.5 km/s, meteoroids experience velocities which can be
hundreds of times higher than the local speed of sound [Boyd, 1998]. The
high energies involved activate coupled physico-chemical phenomena (strong
departure from thermo-chemical equilibrium, radiative heating, and complex
gas-surface interactions), which make the prediction of these flows a challenging
task [Anderson, 2000, Brun, 2009].

Figure 1.4 shows the first-ever observed shock-like structure in front of a
meteoroid [Stenbaek-Nielsen and Jenniskens, 2004], and it represents an ex-
cellent example of how complex physics is involved in this phenomenon. The
meteor is initially a point source, with only a faint trace of wake. Around
frame “250” a distinct spatial structure, reminiscent of a shock, develops. The
spatial scale size is surprisingly large (≈ 500 m), leading the authors to think
that it is associated with photo-chemical processes driven by the intense UV
radiation from the hot gas. Moreover, a bright and extended trail develops
behind the object, which is a sign of phenomena such as material ablation;
collisional processes leading to vibrationally and electronically excited internal
energy modes; dissociation, ionisation, and subsequent diffusion and recombi-
nation of the ions; possible plasma instabilities as charged species interact with
the Earth’s magnetic field.
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Figure 1.4.: On the left, development of a large shock-like structure in front
of a Leonid meteoroid flying at 71.6 km/s (-3 magnitude), caught by a CCD
camera at 1000 frames/s [Stenbaek-Nielsen and Jenniskens, 2004]. On the
right, a schematic with some of the coupled physico-chemical phenomena taking
place in meteors. The drawing is not to scale.

1.3. State-of-the-art in meteor modelling

In this section, an overview of the state-of-the-art in meteor modelling is given.
We focus our attention on radio meteors, for which hydrodynamic approaches
cannot be used, and we highlight the critical limits of currently employed
methodologies.

1.3.1. Classical lumped-parameter models

A summary of classical meteor models is given in Bronshten [1983] or Ceplecha
et al. [1998]. These models are agile and based on algebraic relations that con-
dense the complexity of the problem into a few physical parameters. This sim-
plicity makes them suitable for parametric studies and fitting of observational
curves. However, they all suffer from common drawbacks. In particular, they
are i) utterly deficient in the gas dynamical description of the phenomenon; ii)
based on zero-dimensional approaches (in this sense they are “lumped”); iii) de-
rived under the assumption of free molecular flow, i.e. the aerothermodynamic
environment, including the possible formation of shock waves, is disregarded.
Traditionally, radio meteors have been modelled as a sequence of three dis-

tinct phases: i) the material degradation and mass loss process, also known
as ablation; ii) the production of free electrons as a consequence of energetic
collisions of the ablated vapour with the air coming from the freestream1; iii)
the diffusion and recombination of ions in the trail driving the extinction of the
radio event.

1Ceplecha et al. [1998] estimated that 90% of the meteor light originates from inelastic
collisions of vaporised metallic atoms with air.
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Ablation process

The ablation process is represented as a cartoon in Figure 1.5. Energetic gas-
surface interactions heat the material, causing melting and evaporation. The
liquid can be sprayed away in the form of droplets by aerodynamic and inertial
loads. Volatilisation and degassing of light elements lead the melt phase to boil,
with the consequent formation of vesicles of various size, that are characteristic
of the quenched stony meteorites found on the ground [Genge and Grady, 1999,
Genge, 2017] (see Figure 1.5). Above 130 km, sputtering can also play a role
[Popova et al., 2007]. Moreover, fragmentation has been observed as part of the
degradation process by both optical [Stokan and Campbell-Brown, 2014a] and
radar techniques [Kero et al., 2008, Zhu et al., 2016]. However, the treatment
of boiling, sputtering, and fragmentation is beyond the scope of this work.
Therefore, a review about their modelling will not be part of this section.

Figure 1.5.: On the left, a graphical representation of the ablation process.
On the right, the result of this process is shown by micrographs of meteorites
and micrometeorites which survived atmospheric entry. References: a) Genge
et al. [2008]; c) Genge [2006]; d) Genge [2017].

The physical theory of meteor ablation was first laid down by Öpik [1936,
1958]. The Estonian astronomer evaluated the relevance of a number of phe-
nomena, such as vaporisation and fusion, spraying of the molten phase, stability
of liquid drops, and the role of rotation in mass removal.
The simplest among the ablation models assumes that the mass loss rate is

proportional to the kinetic energy imparted to the meteoroid, with the ablation
beginning when the surface of the meteoroid reaches its boiling point. From
Bronshten [1983], if density and velocity of the freestream are respectively
defined as ρ∞ and V∞, we can write the ablation rate for an object of mass m
as

ṁe =
ScΛρ∞V

3
∞

2Le
, (1.1)

where Sc = πR2 represents the cross section of the meteoroid, R being its
radius, while Λ is the heat transfer coefficient, and Le is the latent heat of
evaporation.
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Standard evaporation models were derived under the assumption of free
molecular flow (expansion into the vacuum). Love and Brownlee [1991] pro-
posed an ablation model applying the Knudsen-Langmuir formula, coupled
with the Clausius-Clapeyron relation to compute the equilibrium vapour den-
sity of the melt-vapour phase transition. Campbell-Brown and Koschny [2004]
inferred that this model is best suited for meteoroids of lower densities for
which the ablation may start before the boiling temperature is reached. This
model was adapted by McNeil et al. [1998] to treat the differential evaporation
of volatile species. Vondrak et al. [2008] adopted a similar approach, with the
equilibrium properties of the silicate-vapour system computed by means of mass
balance and mass action calculations (MAGMA code) [Fegley and Cameron,
1987].
In the context of evaporation, MAGMA was also employed to model un-

steady vaporisation by incrementally removing the vapour after complete equi-
libration with its condensed phase [Fegley and Cameron, 1987, Schaefer and
Fegley, 2004]. The authors proceeded as follows: i) compute the bulk elemen-
tal composition of the magma and the vapour; ii) equilibrate the system; iii)
remove the vapour and go back to Point i). The authors called this procedure
fractional vaporisation. With this approach, the system is losing mass in a
step-wise fashion, as a sequence of states in thermodynamic equilibrium.

Free electron production

Classical theory assumes that a cylindrical column of ionised metal atoms with
radius r0 instantaneously forms upon the passage of the meteoroid. This char-
acteristic length was named initial meteor radius, and it was defined by Man-
ning [1958] as the half-width of the initial Gaussian distribution of electrons.
For the initial radius r0, a variety of approximate formulas exist, but signifi-
cant scatter has been identified between theoretical and observational values.
Theoretical analysis of collision cooling indicated a dependence of the radius on
flight velocity and atmosphere density ∼ V 0.8

∞ /ρ∞, whereas experimental val-
ues for faint meteors can be described using the empirical relation ∼ V 0.6

∞ /ρ0.25
∞

[Ceplecha et al., 1998].
The formula that describes the formation of the ionised trail reads as

n̂e =
β

µV∞
ṁe, (1.2)

where quantity n̂e describes the number of electrons produced per meter by an
ablating meteoroid of mass m, moving at speed V∞, only as a function of the
ablation rate and the nondimensional ionisation efficiency β. Quantity µ is the
average meteoric atom mass. Therefore, the physico-chemical processes leading
to the excitation and ionisation of metallic atoms are lumped into the ionisation
efficiency β in function of V∞, that is defined as the ratio between the number
of electrons produced and the number of vaporised atoms. In his theoretical
work, Jones [1997] provides species-specific values for some atoms of interest,
showing that this coefficient can be decomposed into two contributions: the
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first represents the proportion of particles β0(V∞) ionising at the first collision;
the second is proportional to (1 − β0) and mimics the dynamics of the gas
phase, hence the probability with which a collision subsequent to the first one
can lead to the formation of an ion. Moreover, for V∞ < 35 km/s, Jones [1997]
proposes a global ionisation efficiency for faint meteors equal to

β = 9.4× 10−6(V∞ − 10)2V 0.8
∞ , (1.3)

where the freestream velocity is expressed in km/s.

Free electron dissipation

For low-density plasma columns, the neutralisation of the trail is mainly driven
by mass diffusion. Upon trail formation, charged particles start spreading in
the surrounding atmosphere. If we neglect the effect of chemistry, then the
electron density distribution ne(r, t) in the radial direction r is Gaussian at any
time t [McKinley, 1961] and reads as

ne =
n̂e
πr2

t
exp

{
− r2

r2
t

}
. (1.4)

In this equation, the trail is a cone with radius rt =
√
r2
0 + 4Dat (see Fig-

ure 1.6), and the electron line density n̂e is conserved in time, due to the
absence of recombination reactions.

r0

rt = (r0
2 +4Dat)

1/2

x = V t∞

V ∞

Figure 1.6.: In the classical approximation, the trail is expanding with a conical
shape in the surrounding atmosphere.

Equation 1.4 assumes that ions and electrons diffuse at the same rate gov-
erned by the common and constant ambipolar diffusion coefficient Da

Da =

[
1 +

Te
Ti

]
Di, (1.5)

where Te and Ti are the electron temperature and the ion temperature, respec-
tively. The factor between brackets comes from the presence of the ambipolar
electric field2 that accelerates the rate of diffusion of the ions Di in the neutral
2Light electrons would diffuse much faster than heavy ions. Charge separation leads to the
formation of a self-generated electric field that keeps charge neutrality.
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background gas [Kaiser, 1953].
Jones [1991] and Robson [2001] considered the effect of the Earth’s magnetic

field B. In particular, the diffusion perpendicular to the magnetic field lines is
inhibited by a factor ν2/(ν2 +ω2

c ), ν being the collision frequency of the charge
particles with the background atmosphere and ωc their frequency of spinning
around magnetic lines

ωc =
qB

µ
. (1.6)

Here, µ is the mass of the charged particle and q its charge. Although ions
are always dominated by collisions (their collision frequency νi is much larger
than ωc,i up to 140 km), for electrons the frequency of collision νe becomes
comparable with ωc,e at 80 km. At around 100 km, the magnetised electrons
control transverse diffusion instead of the ions, leading to a distortion of the
trail cross section into an elliptical shape [Baggaley, 2002].

1.3.2. Flowfield modelling and simulations

Beside classical lumped models, different authors have studied the formation
and extinction of the plasma trail by more sophisticated numerical analysis.
However, as reported by Silber et al. [2018b] in their comprehensive review,
computational studies in the field of meteor shock waves are relatively sparse
with a consequent lack of understanding of the relevant rarefied hypersonic flow.
Concerning the trail, existing studies focus either on the plasma dynamics or the
recombination process of the metallic compounds and free electrons. Ablation
and ionisation are lumped to input conditions for the simulations. Moreover,
only simplified kinetics is taken into account [Vinković et al., 2016].

Ablated vapour dynamics and plasma formation

Boyd [1998] was the first to address the problem of the ablation of meteoroids in
the rarefied regime by giving a detailed description of the phenomenon from the
flowfield perspective using the Direct Simulation Monte Carlo (DSMC) method
[Bird, 1994]. He treated the meteoroid material as made of a single species, i.e.
magnesium, using a phenomenological ablation model accounting for evapora-
tion of the metal, and assuming a vaporisation temperature of 2500 K. No che-
mical reactions were considered in the gas phase. Preliminary results indicated
that a cloud of ablated material surrounds the meteoroid and that an extensive
high-temperature region in near-thermal equilibrium is present in the meteor
trail. This result is in qualitative agreement with spectral measurements of
meteor wakes, but it is not able to predict their composition and ablation rate
quantitatively. A DSMC approach was also used by Vinković [2007] to predict
the emission of light by very high altitude meteors detected from the ground,
not explainable through classical ablation theory. The study focused on the
sputtering of atoms from the meteoroid surface [Rogers et al., 2005]. Strong
assumptions were made, such as no distinction between atomic and molecular
species in the gas phase. Other physical processes like vaporisation, ionisation,
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dissociation, and excitation were not included. A simplified particle-based ap-
proach was developed by Stokan and Campbell-Brown [2014b] to model the
space resolved trail luminosity of faint meteors in direct connection to the local
number of collisions.
With application to radar head-echo, Dimant and Oppenheim [2017a,b] de-

veloped a simplified kinetic equation to describe the formation of a quasi-
neutral plasma around an ablating submilligram meteoroid. They obtained
analytical expressions for the spatial and velocity distributions of ions and neu-
trals, through which they could compute gas and plasma densities as a function
of the distance from the meteoroid. Their findings were supported by Particle-
In-Cell (PIC) simulations [Sugar et al., 2018]. This type of analysis is valuable
to assess the assumptions at the foundations of the classical theory for radio
scattering. For example, the degree of attenuation of a radio echo depends
on the radial distribution of the electron density within the train. Different
authors have argued that the ionisation profile is instantaneously formed after
the passage of the meteoroid, and it follows a Gaussian distribution around the
body [Manning, 1958, Greenhow and Hall, 1960]. A numerical investigation by
Jones [1995], who performed some Monte Carlo simulations in the framework
of elastic interactions, showed that the ions reach thermal equilibrium in about
ten collisions. Moreover, he found that the initial ionisation distribution is far
from being Gaussian. According to this author, a more refined description,
which takes into account ionising collisions, is desirable.

Trail evolution

The decay of the signal is mostly linked to the evolution of the free electrons
in the trail, and classically it has been studied considering constant ambipolar
diffusion and a thermalised chemistry mechanism [Baggaley, 2002]. In their
pioneering work, Baggaley and Cummack [1974] solved a system of diffusion
equations in cylindrical coordinates. There, the initial condition was assumed
to be a Gaussian radial distribution of the meteoritic atomic ions, which were
left as the only constituents of the starting mixture.
The same approach, along with a simplified mixture composed of one single

synthetic meteoric element, M, and its oxide ions, MO+, MO+
2 , was used to

study the echo duration produced in overdense meteors [Baggaley, 1978]. In
these studies, the role of ozone as the controlling neutral gas was recognised, and
two-body dissociative recombination was identified as the leading reaction for
chemical neutralisation. The initial explanation for which electron attachment
could play a significant role in this process was dispelled. Moreover, chemistry
was found to be a relevant dissipation mechanism only at altitudes below 80 km,
where collisions are more frequent, with diffusion becoming dominant high in
the atmosphere.
Although a fairly complete chemical mechanism was considered in these

works, the diffusion process was modelled by assuming a common and constant
ambipolar diffusion coefficient computed for positive ions moving through a
N2-O2 mixture. The treatment on ionic diffusion in meteor trains was dis-
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cussed in another work by Jones and Jones [1990] for a binary mixture of ions
as they suggested that differential diffusion among species may influence ion
chemistry in dense plasma trails. However, no numerical solutions based on the
presented results were attained. Dimant and Oppenheim [2006] solved the dif-
fusion equation of the thermalised trail by considering the spatial distribution
and evolution of the ambipolar electric field. Additionally, they treated the
effects of the background plasma, neutral atmosphere, and geomagnetic field.
Ion and electron temperatures were considered constant. In this regard, the
thermalisation of the trail was studied by Baggaley and Webb [1977], consid-
ering a two-temperature model. The authors showed how free electrons seem
to achieve thermal equilibrium with the ambient gas at timescales lower than
a tenth of a second.
Numerical computations of the trail offer a set of challenges. An important

one concerns its vast extent, which can reach kilometres in length, while the
transverse dimension stays of the order of meters. The resulting computational
grids are likely to be extremely heavy, if not heavily deformed, and computa-
tional resources are easily overwhelmed. Therefore, plasma and gas dynamics
simulations have been performed following a variety of methodologies, ad-hoc
assumptions and different levels of approximation, depending on the focus of
the study. The DSMC method was employed by Boyd [1998] to obtain nonequi-
librium simulations of the vapour in a 40 m trail in order to investigate the
relaxation of the rotational degrees of freedom. Zinn et al. [2004] developed a
coupled radiative-hydrodynamic code for the cylindrical expansion of the gas
in the trail of a fireball, tracking the chemical evolution and temperature distri-
butions in the first 200 m. Finally, Oppenheim and Dimant [2015] studied the
diffusion of the plasma column and the development of turbulence in the pres-
ence of a background wind using a three-dimensional PIC code over a 100 m
long domain.

1.4. Objectives and outline of the thesis

The current state-of-the-art models are drastically simplified, often based on a
zero-dimensional approach, and disregarding nonequilibrium phenomena, such
as rarefied gas effects. On the other hand, past computational studies have
tackled the formation and the dissipation of the plasma trail as two separate
problems, and they never account for the whole picture in a self-consistent way.
Also, past simulations have included only basic kinetics and simplified vapour
mixtures.
The goal of this work is to develop comprehensive physico-chemical models

and methodologies for the description of the meteor phenomenon in the rarefied
regime, with application to radio detection (see Figure 1.7). By doing so, we
would like to reduce the initial uncertainties relevant to i) the input of metals in
the chemistry of the upper atmosphere, ii) the resulting ionisation efficiencies
and plasma dissipation rates, which are necessary for a correct interpretation
of radar and radio detection measurements.
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The two main technical/modelling objectives of this work can be synthesised
as follows:

• Objective 1. Modelling of the gas-surface interactions. a) A
classical evaporation boundary condition is implemented in a DSMC code,
accounting for condensation fluxes and the backscattering of molecules
at the wall. b) The thermal response of some meteorite samples tested
via plasma wind-tunnel and laser experiments is characterised. These
experiments provide validation of the evaporation model and insight into
the material behaviour, which, in turn, allows for the refinement of the
developed methodology. c) A computational methodology is developed
to simulate melting in the presence of a nonequilibrium gas phase.

• Objective 2. Modelling of the ablated vapour and free electrons.
a) The hyperthermal chemistry of meteoric metal species in the rarefied
gas phase is taken into account. Transport and chemical kinetic proper-
ties of the ablated vapour are considered by constructing a database of
relevant elastic and reactive cross sections. Then, we study the result-
ing plasma formation using the DSMC method. b) The evolution of the
free electrons and metal compounds is simulated in the trail, employing a
Lagrangian fluid approach. Multicomponent diffusion, including the am-
bipolar electric field, and thermalised chemistry are included to provide
accurate inputs for the reconstruction of the radio echo.

To make the link with the overarching goal, in Figure 1.7 we show the radio-echo
signal received upon reflection from underdense trails, along with the technical
objectives just described. A very steep rise of a few hundredths of a second,
which corresponds to ablation and free electron production, is followed by an
exponential decay of the received power (free electron dissipation).

Time

Signal 
power

Free electron 
dissipation

Ablation

Objective 1.

Objective 2.b

Objective 2.a

Free electron 
production

 

Figure 1.7.: Sketch of an underdense radio echo in relationship to meteor
modelling. The technical objectives of the thesis are highlighted.

The thesis is divided into seven chapters including introduction and conclu-
sions. The body of the manuscript is structured as follows:

In Chapter 2, we analyse the entry trajectory coupled with the thermal
response of the meteoroid, and we investigate the flow regimes experienced by
the meteoroid in its rush to the ground. This analysis helps to identify those
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points along the entry path for which the dynamics of the vapour phase plays a
significant role. Moreover, it allows us to extract relevant freestream and wall
boundary conditions for the subsequent flowfield analysis performed in Chap-
ter 3 and Chapter 5.

Starting from the results obtained in Chapter 2, Chapter 3 (Objectives
1.a and 2.a) aims to provide a detailed description of the ablated vapour dy-
namics around millimetre-sized meteoroids at certain selected conditions along
the entry path. Particular attention is given to the production of free electrons,
on which the intensity of the radio signal depends. The investigation is devel-
oped in the framework of the DSMC method to account for the dynamics of
the rarefied gas. Specific physico-chemical models are included to tackle both
gas-surface interactions and gas-phase encounters in detail.

Chapter 4 (Objective 1.b) deals with the experimental characterisation
of the material response of some meteorite samples. These experiments allow i)
testing the evaporation model resulting from the theoretical/numerical effort of
Chapter 3 and ii) yielding insight into the mechanisms which characterise mete-
oroid ablation. Two different experiments have been considered so as to span a
range of evaporation conditions: the von Karman Institute for Fluid Dynamics
(VKI) Plasmatron wind-tunnel for mild evaporation; the NASA Ames laser ab-
lation facility for intense evaporation. Experiments are followed by a multiscale
analysis of the surface which permits us to gain a better understanding of the
thermo-chemical mechanisms occurring during the degradation of the material.

In Chapter 5 (Objective 2.b), we study the processes which lead to the
extinction of the plasma trail. For this purpose, we employ the simulations ob-
tained in Chapter 3 as initial conditions in order to carry out detailed chemical
and multicomponent diffusion calculations of the extended trail (up to several
kilometres). Finally, we link the dissipation of the electrons to the reflected ra-
dio echo, so as to estimate the resulting signal in the framework of the classical
underdense meteor theory.

Chapter 4 has highlighted that accurate ablation modelling requires describ-
ing the entrainment of the molten layer into the hypersonic flow. In these flows,
the condensed phase can be treated as a continuous medium, whereas a kinetic
treatment is needed for the gas. Therefore, in Chapter 6 (Objective 1.c), we
present a numerical procedure that allows us to study melting in the presence
of a rarefied gas phase. We propose a computational approach in which both
phases are simulated by particle schemes: the DSMC method for the vapour
and the Smoothed Particle Hydrodynamics (SPH) method for the solid and
the liquid. We show the details of the coupling methodology, along with some
verification test cases.

Chapter 7 summarises the main results obtained in this work. In partic-
ular, we draw conclusions concerning those scientific questions and technical
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objectives addressed in this chapter. Finally, suggestions for future investiga-
tions are given.

The structure of this thesis and the dependencies among the different chap-
ters are highlighted in Figure 1.8.

Ablated vapour dynamics

1. Evaporation
2. Dynamics of the rarefied gas
3. Hyperthermal chemistry

Chapter 3

Plasma evolution in the trail 

1. Mass and ambipolar diffusion
2. Thermalised chemistry

Chapter 5

Experimental investigation of 
meteorite ablation and material 

response modelling

1. Gas-surface interactions
2. Material thermal response

Chapter 4

Thermal and dynamic coupling 
between the condensed phase and 

the rarefied gas

1. Two-way coupling between phases
2. Melting

Chapter 6

Boundary conditions
and flow regime analysis

Free electron 
production

Evaporation 

model 

Insight into 
gas-surface 
interactions

Free electron 
dissipation

1. Melting and evaporation into vacuum
2. Heat transfer by conductivity
3. Ballistic trajectory

Chapter 2

Conclusions & Perspectives

Introduction

Thermal response along the
entry trajectory of the meteoroid

Methology
to simulate melting
in presence of 
rarefied gas

Figure 1.8.: Structure of the thesis. The aim and the dependencies among the
different chapters are highlighted. For each chapter, a list of the phenomena
investigated is presented.



CHAPTER 2

Meteoroid Entry Trajectory

“Le premier était de ne recevoir jamais aucune chose pour vraie
que je ne la connusse évidemment être telle; c’est-à-dire, d’éviter
soigneusement la précipitation et la prévention, et de ne compren-
dre rien de plus en mes jugements que ce qui se présenterait si
clairement et si distinctement à mon esprit, que je n’eusse aucune
occasion de le mettre en doute. Le second, de diviser chacune des
difficultés que j’examinerais, en autant de parcelles qu’il se pourrait,
et qu’il serait requis pour les mieux résoudre.”

– René Descartes (Discours de la Méthode)

2.1. Introduction

In the picture of a destruction process mainly driven by evaporation and me-
chanical removal, ablation only starts after a pre-heating phase in the thermo-
sphere, in which the surface of the body is heated up to the melting condition.
In this phase, since the atmospheric density is low, the meteoroid essentially
conserves both its mass and flight velocity. The onset of intense evaporation
takes place at the altitude at which the surface starts melting. This altitude
is a function of the velocity and dimensions of the body, with the smallest and
fastest meteoroids being vaporised earlier along their trajectory.
In this chapter, we consider the thermal response of the meteoroid along its

entry trajectory, obtained by compiling the works by Ceplecha et al. [1998]
and Bonacina et al. [1973]. This synthetic analysis has the aim of providing
relevant boundary conditions for the gas-phase simulations (which will be the

Parts of this chapter have been published in

1. F. Bariselli, S. Boccelli, A. Frezzotti, A. Hubin, T. E. Magin, Aerothermody-
namic modelling of meteor entry flows in the rarefied regime, 2018 Joint
Thermophysics and Heat Transfer Conference, Atlanta, Georgia, USA, 2018-4180,
2018

2. F. Bariselli, A. Frezzotti, A. Hubin, T. E. Magin, Aerothermodynamic mod-
elling of meteor entry flows, Monthly Notices of the Royal Astronomical Soci-
ety, 492(2):2308-2325, 2020
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core of Chapters 3 and 5), for both the freestream and the surface. This
analysis is important for two reasons. First, the rate of evaporation of metallic
species, which is the primary source of free electrons, is a strong function of the
temperature of the body. Secondly, we are interested in estimating the altitudes
(and thus the pressures and densities) at which the evaporation begins and for
which the dynamics of the vapour could play a significant role.
The chapter is structured as follows. In the following section, we review the

methodology used for the modelling of the material response of a meteoroid
along its entry trajectory. In Section 2.3, we explain the numerical procedure,
and the numerical tool developed is verified. Section 2.4 is devoted to the
analysis of the trajectory, performed for a range of relevant sizes and entry
flight velocities. Finally, we estimate the flow regimes encountered during the
hypersonic flight, using basic kinetic theory, and we highlight the critical limits
of currently employed approaches.

2.2. Methodology

2.2.1. Thermal equation

For a rapidly tumbling1 sphere of radius R [Ceplecha et al., 1998], the heat
equation reads as

∂T

∂t
=

λ

ρcp

∂2T

∂r2
+

2λ

ρcp

1

r

∂T

∂r
, (2.1)

where quantities λ, ρ, and cp respectively represent the thermal conductivity,
density, and specific heat of the meteoroid. The heat equation in this form is ob-
tained by applying a transformation into spherical coordinates T = T (r, θ, ϕ, t),
dropping the angular dependencies due to the symmetry of the problem. Fig-
ure 2.1 shows a sketch of the one-dimensional domain approximation employed
in this chapter.

2.2.2. Phase-change models

Equation 2.1 is solved with the following boundary condition at the vapour-
liquid interface (indicated with subscript “w”)

Λρ∞V
3
∞

8
= λ

∂T

∂r

∣∣∣∣
w

+ εσS(T 4
w − T 4

∞) + φeLe, (2.2)

which represents a surface energy balance where the thermal energy received by
the meteoroid (left-hand side term) is balanced by the heat conduction, gray-
body radiation, and vaporisation losses on the right-hand side. In Equation 2.2,

1We assume that the only effect of tumbling is to level out the heat load over the whole
surface of the body. This justifies the one-dimensional approximation. In reality, tumbling
influences the dynamics of the molten layer and the mechanical removal of the droplets.
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Figure 2.1.: Representation of the one-dimensional approximation employed
for the solution of the heat equation in spherical coordinates, under the assump-
tion of rapidly tumbling sphere.

quantity Λ is the heat transfer coefficient, ε the emissivity, σS the Stefan-
Boltzmann constant, and Le the latent heat of evaporation. The evaporation
mass flux φe is computed through the Knudsen-Langmuir formula as

φe = neqw

√
µkBTw

2π
, (2.3)

which was already introduced in Chapter 1. The symbol kB denotes the Boltz-
mann constant, µ the average meteoric atom mass, and neqw the equilibrium
vapour number density. Equation 2.3 is set different from zero only when the
surface temperature is close to or above the melting condition. The recession
velocity Vw is linked to the evaporation mass flux by the following relation

Vw =
φe(Tw)

ρ
. (2.4)

The liquid-solid transition is dealt with through the apparent heat capacity
method by Bonacina et al. [1973]. Dias et al. [2016] used this technique to assess
the thickness of the liquid layer, which can be taken away by the incoming jet.
In this method, only one equation is solved for both the condensed phases
without the need for tracking the melting front, which is obtained a posteriori.
The latent heat of melting Lm at the interface is taken into account by assuming
a temperature dependency of the heat capacity of the following type

cp =


cp,s if T ≤ Tm −∆T
cp,s+cp,l

2 + Lm
2∆T if Tm −∆T < T < Tm + ∆T

cp,l if T ≥ Tm + ∆T

(2.5)

where Tm is the melting temperature, and ∆T defines the range in which the
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molten layer and solid coexist, a typical feature of melting problems in mixed
substances.

2.2.3. Trajectory equation

The freestream velocity V∞ in the boundary condition is updated along the
trajectory by decelerating the body according to the ballistic law

∂V∞
∂t

= −3

4

ρ∞
ρ

Γ

R
V 2
∞, (2.6)

where Γ is the free molecular drag coefficient. Finally, the change in altitude
with time H(t) is a function of the angle of the radiant from the zenith zR, as
follows

∂H

∂t
= −V∞ cos zR. (2.7)

Note that Equation 2.7 couples back to Equations 2.2 and 2.6 through the value
of the atmospheric density ρ∞, that is a function of the altitude.
Freestream properties are computed according to the Naval Research Lab-

oratory Mass Spectrometer Incoherent Scatter radar Empirical atmospheric
model (NRLMSISE-00) developed by Picone et al. [2002].

2.3. Numerical method

The integration in time of Equation 2.1, coupled with that of Equations 2.6 and
2.7 is performed via an explicit Euler method. We employ a finite differences
(FD) scheme for the spatial discretisation of Equation 2.1 over the domain rep-
resented in Figure 2.1, with Equation 2.2 as boundary condition. Equation 2.1
is solved in a fixed reference frame, with the vapour-liquid interface that moves
at each timestep in agreement with the recession velocity of the wall. At each
timestep, the mesh is regenerated in order to keep it uniform. If the node at the
interface overlaps its neighbour, a node is dropped, so that the space discreti-
sation remains nearly constant throughout the simulation. At each timestep,
the solution previously obtained is re-mapped on the new grid.
We report the verification of the developed numerical code in Appendix A.

2.4. Results and discussion

Ordinary chondrites represent more than 90% of meteorites collected on the
ground. Similar to magmatic rocks such as basalt, these meteorites are com-
posed of a mixture of metal oxides with a composition close to the one reported
in Table 2.1, extracted directly from Vondrak et al. [2008]. For our modelling,
from here on, this will be considered as the meteoroid prototype.
Though the chemical composition of the ordinary chondrites has been widely

studied, much less attention has been devoted to characterising their physical
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properties, especially at high temperatures [Loehle et al., 2017a]. The list of
the properties employed in this work to model the material is given in Ta-
ble 2.2. These properties are assumed in line with those of Vondrak et al.
[2008] and Campbell-Brown and Koschny [2004]. Finally, thermal conductivity
is set according to the work of Yomogida and Matsui [1983], where the authors
computed values between 0.415 and 3.85W/m/K.

2.4.1. Trajectory and material response analysis

Trajectory simulations are run for different diameters (1, 2, and 5 × 10−3 m)
and velocities spanning from 12 to 72 km/s. The simulations are compared with
data stored in the Japanese Meteor Science Seminar Working Group (MSSWG)
Orbit Database, where multi-station video meteor data have been collected over
26 years. These data are freely available for download on the International Me-
teor Organisation website (https://www.imo.net/resources/databases/).
Some data are reported in Figure 2.2, showing the onset of the meteor phe-
nomenon and its extinction. As a modelling assumption, we assumed that
these two points correspond respectively to the beginning and the end of the
ablation process. Average values and standard deviations are also reported. A
radiant angle zR = 40 deg, which turns out to be the most probable from the
database, has been chosen along with drag coefficient Γ = 1, and heat transfer
coefficient Λ = 0.5 [Campbell-Brown and Koschny, 2004].
In Figure 2.2, results from the synthetic model appear in the range of two

standard deviations of the MSSWG observation. Slower simulated meteoroids
seem to present longer trajectories than the observed ones. A possible expla-
nation could reside in the fact that, for slower bodies, characterised by lower
rates of evaporation, the entrainment of the molten layer by the surrounding
gas may represent a significant mechanism of mass loss, which is not modelled
here.

Table 2.1.: Chemical composition chosen as reference for the modelling of an
ordinary chondrite [Vondrak et al., 2008].

SiO2 MgO FeO Al2O3 CaO Na2O K2O TiO2

[wt %]

34.0 24.2 36.3 2.5 1.89 1.1 0.1 0.01

Table 2.2.: Physical properties assumed to model an ordinary chondrite.

ρ λ ε cp,l cp,s Tm Lm Le

[kg/m3] [W/m/K] [-] [J/kg/K] [K] [J/kg]

3500 3.5 1.0 1050 1100 2000 4 × 105 4 × 106

https://www.imo.net/resources/databases/
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Figure 2.2.: Altitude of onset (a) and extinction (b) of the meteor from the
visual detections stored in the MSSWG Orbit Database (https: // www. imo.
net/ resources/ databases/ ). The comparison with the simulated trajecto-
ries shows a good agreement with the observational data. Bars indicate a range
of two standard deviations around the average value.

When a meteoroid enters the atmosphere, it starts heating up very quickly.
However, down to 200 km, the rise in temperature of the body is generally
small. Particles of size 10−4 m are characterised by fast and uniform heating
with negligible temperature gradients between the surface and the core of the
body. The cooling effect due to the re-radiation of the surface is evident for the
smaller and slower particles. For this condition, the melting temperature is not
reached, and the body cools down as soon as the meteoroid starts decelerating.
As shown in Figures 2.3 (b) and 2.3 (c), the thermal nonequilibrium inside
the material is enhanced by increasing the velocity and the diameter. For
bigger bodies (Figure 2.3 (c)), the thermal response is delayed, and the rise in
temperature occurs abruptly.
When the surface starts melting, evaporation can commence. The altitude

at which this occurs defines the line of intensive evaporation. From this point
of the trajectory on, the energy is dissipated mostly by evaporation, and the
material does not heat up any more. Only higher heat fluxes (Figure 2.3 (d)),
encountered at greater velocities, lead the surface temperature to overcome the
melting condition. This plateau could also be due to the chemical composition
of the meteorite, kept constant along the trajectory. A depletion in volatile
elements in the first part of the simulation would probably result in a drop
of the vapour pressure (because dominated by the refractory elements) with a
consequent increase of the surface temperature [McNeil et al., 1998, Janches
et al., 2009]. On the other hand, Figure 2.3 (a) reveals a condition for which
the object stops ablating before being completely disintegrated and glides down
to the lower atmosphere layer as it loses momentum.
When small particles start melting, they immediately become molten droplets

(see Figure 2.3 (a)). In this condition, the effect of the flow shear may play

https://www.imo.net/resources/databases/
https://www.imo.net/resources/databases/
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an important role, with the mass being lost mainly through mechanical re-
moval [Girin, 2017]. In particles of intermediate size (see Figure 2.3 (a) and
(b)), a layer of liquid develops over the solid particle. This layer seems not
to be present in the largest and fastest class of bodies under study (see Fig-
ure 2.3 (d)), where the evaporation front consumes the molten film, and the
two fronts turn out to coincide. Moreover, in this class of meteoroids, heat
conduction does not have time to level out the temperature inside the body,
and the core remains unaffected. It is reasonable to think that this class of
meteoroids fragments due to the large thermal stresses at the surface.
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Figure 2.3.: Temperature and front evolution along the simulated trajectories,
for a range of diameters D and velocities V∞, typical of meteoroid entry. The
ablation phase is highlighted with a green line on the abscissas. The posi-
tions of the melting and evaporation fronts are computed from the core of the
body, and they are shown in the subwindow of each plot.
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2.4.2. Analysis of the flow regime

In meteors, the dynamics of the vapour cloud and its role in the formation of
the shock wave is still unclear. In general, the collisional regime of a gas can
be identified by a nondimensional parameter, the Knudsen number [Kogan,
1969, Bird, 1994], which is defined as the ratio between the kinetic and the
macroscopic scale

Kn =
λ̃

l
. (2.8)

The kinetic scale λ̃ represents the average distance that a particle travels be-
tween successive collisions and is called the mean free path. For a gas composed
of rigid elastic spheres of diameter d, length λ̃ is

λ̃ =
1√
2nσ

, (2.9)

and it depends on the local number density of the gas n and on the collision
cross section2, σ = πd2. In Figure 2.4, we show a schematic of the mean free
path and the collision cross section for a hard-sphere molecule travelling in a
background gas.

d

Cross section, σ  

Hard-sphere 

diameter, d  

Mean free path, λ ~

Figure 2.4.: Graphical representation of the mean free path λ̃ and the collision
cross section for a hard-sphere molecule σ travelling in a background gas of
density n.

For flows characterised by Kn << 1, the gas-phase collisions dominate the
dynamics of the gas. The ablated vapour shields the meteoroid, and an intense
bow shock wave develops in front of the body. These flows are characterised by
local thermodynamic equilibrium, and hydrodynamic approaches can be used.
On the other extreme, in the free molecular regime (Kn >> 1), the effect of gas-
phase encounters can be neglected. Thus, gas particles move past each other
without energy or momentum exchange and only interact with the surface of
the body. As seen in Chapter 1, this regime constitutes a standard assumption
in the modelling of meteoroid entry flows. If the two scales are comparable

2The collision cross section defines the sphere of influence of a molecule along its path.
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(i.e. Kn ≈ 1), then the flow is in the transitional regime, and the effect of the
collisions in the gas is considerable, but not sufficient to take the system to
local thermodynamic equilibrium. For the correct modelling of this regime, gas
encounters cannot be disregarded, and a kinetic equation must be used. This
topic will be at the core of Chapter 3.
In the field of meteor flows, Silber et al. [2018b] collected the main analytical,

observational, and computational efforts on this topic in their review. Bron-
shten [1983] extensively analysed the role of the collisions under subsequent
levels of approximation to study the effect of screening due to the reflected
or evaporated molecules under different conditions. As a result, he obtained
values for the drag and heat transfer coefficients (respectively Γ and Λ) to be
used under the approximation of free molecular flow.
In Figure 2.5, we show a diagram of the characteristic conditions encoun-

tered by a meteoroid in terms of Knudsen number and normalised ablation
rate, as a function of diameter and altitude. In particular, we have chosen:
i) the freestream Knudsen number, Kn∞ = λ̃∞/D, where the diameter of the
meteoroid D is used as representative macroscopic scale; ii) the ablation rate
of Equation 1.1, normalised by the initial mass of the object as follows

ṁe

m
=

3

16

ρ∞
ρ

ΛV 3
∞

DLe
. (2.10)

Equation 2.10, that is expressed as a function of the size of the body and the
altitude of detection, tells how much of its initial mass the meteoroid would
lose in one second at a certain given condition. For example, a 1 mm body
falling at 32 km/s, detected by a radar at an altitude of 90 km experiences free
molecular flight, considering that Kn∞ > 10. However, the collisional regime
experienced by the vapour can differ significantly from the one suggested by
the nominal condition [Silber et al., 2017, 2018a], as evaporation has already
been triggered (the point lies below the line of intensive evaporation computed
in Section 2.4.1), and the meteoroid is ablating fast at a normalised rate above
100. In Figure 2.5, we also report four bright meteor events among the ones
selected by Moreno-Ibáñez et al. [2018]. These events are all characterised by
an entry velocity around 30 km/s. Combining infrasound and photometric
information with theoretical considerations, three of them were categorised in
the slip flow regime (0.001 < Kn∞ < 0.1) and one of them (ID-20100530) at the
limit between the slip and transitional flows. Here, their position in the diagram
places them at a nominal condition of transitional regime (Kn∞ > 0.1), but in
a situation of intense evaporation (1 < ṁe/m < 10) for ID-20100530, and very
intense evaporation (10 < ṁe/m < 100) for the others.
Due to the large enough number of collisions taking place in the meteor head

and vapour cloud, Popova et al. [2000] stressed the importance of taking into
account metal-metal interactions in addition to air-metal particle collisions.
They stated that, when the vapour pressure is much higher than the atmo-
spheric pressure, the ablated vapour expands similarly to a hydrodynamic flow
into a vacuum. In contrast with this suggestion, the methodologies developed
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by Stokan and Campbell-Brown [2014b] and Dimant and Oppenheim [2017a]
disregarded the interactions of the evaporated particles with each other. There-
fore, we can try to verify this hypothesis by writing the number of collisions per
unit time which occur in the vapour cloud as made up by two contributions,
air-vapour Ṅav

coll and vapour-vapour Ṅvv
coll interactions. It reads

Ṅcoll = Ṅav
coll + Ṅvv

coll

= 4π

∫ R?

R

(
n∞nvσV∞ +

n2
v

2
σVt

)
r2dr

= 4π
1−
√
κ√

κ

[
n∞V∞ +

√
κ

2
neqw Vt

]
neqw σR

3,

(2.11)

which has been obtained by integrating the collision frequency of the molecules
characterised by an average cross section σ, over a spherical volume around
the object of radius R, which spans from its surface to a point in the space
where the vapour number density nv has decayed by a factor κ3 (at r = R?).
Quantities Vt and n∞ represent respectively the thermal velocity of the vapour
and the freestream number density.
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Figure 2.5.: Diagram of the rarefaction regimes encountered by a meteoroid
flying at 32 km/s is shown by plotting the Knudsen number (Kn∞, ) and
normalised ablation rate (ṁe/m, ) contours in relation to the diameter of
the body and the altitude of the detection. The onset of evaporation has been
computed through the trajectory analysis performed in this chapter. In the plot,
four bright meteor events classified between the slip and transitional regimes
are reported [Moreno-Ibáñez et al., 2018].

In Figure 2.6, quantitative values are given for κ = 10−3. The contribu-
tions of air-vapour and vapour-vapour collisions are studied separately. Above
3The underlined hypothesis is that the number density of the vapour decays from its value
in equilibrium at the surface temperature, neq

w (Tw), with the square of the distance r to
the wall nv = neq

w R2/r2, thus κ = (R/R?)2.
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105 km, vapour-vapour interactions in thermal equilibrium are found to be
more important than the interactions with the freestream air molecules. Con-
versely, hyperthermal air-vapour collisions become dominant at lower altitudes,
where the density of the atmosphere is higher.
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Figure 2.6.: Contribution of air-vapour (Ṅav
coll, ) and vapour-vapour (Ṅvv

coll,
) collisions to the total number of collisions (Ṅcoll, ) experienced per

unit time by the ablated molecules. Contour lines are shown in relation to the
diameter of the body and the altitude of detection. Vapour-vapour collisions
seem to be very important only above 105 km.

2.5. Concluding remarks

We have analysed the thermal response of the meteoroids along their entry
trajectory and selected those conditions that will be used at the boundaries of
the domain, for the detailed flowfield analysis performed in Chapters 3 and 5.
Simulations have been run for a range of diameters and velocities charac-

teristic of radio/radar meteors so as to identify freestream conditions, between
the onset and the end of intense evaporation, for which the dynamics of the
vapour phase cannot be disregarded. Moreover, when evaporation commences,
the surface of the body reaches a temperature plateau not far from the material
melting point.
Small particles are characterised by fast and uniform heating. In particles of

intermediate size, a layer of liquid develops over the solid particle. Therefore,
for this class of meteoroids, the effect of the external gas on the molten material
may play an important role, with part of the mass being lost through mechan-
ical removal. This topic will be at the core of the methodology developed in
Chapter 6.
Finally, we have examined the flow regimes experienced by the meteoroid

along its entry trajectory, using basic kinetic theory analysis. After the onset
of intense evaporation, the collisional regime experienced by the vapour differs
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from the one suggested by the freestream Knudsen number. We have also
evaluated the relative contribution of air-vapour and vapour-vapour collisions,
with the latter becoming dominant only above 105 km, where the density of
the atmosphere is lower.



CHAPTER 3

Aerothermodynamics of Meteoroid
Entry Flows

“Ceci n’est pas une pipe.”

– René Magritte

3.1. Introduction

In this chapter, we intend to describe in detail the ablated vapour dynamics
around millimetre-sized meteoroids, with particular focus on the formation of
the plasma around the meteoroid. We are interested in providing a picture
of the steady flowfield at a certain instant along the trajectory, for a given
chemical composition and temperature of the condensed phase.
Particular attention is dedicated to the modelling of gas-surface interactions

and chemical reactions leading to the production of free electrons from heavy-
particle and electron-impact ionisation of metallic species, as well as ionisation
of air, usually neglected in conventional works. Our analysis is developed in the
framework of the Direct Simulation Monte Carlo (DSMC) method to account
for rarefied gas effects. In particular, an evaporation boundary condition suit-
able to model multicomponent silicate materials is introduced. The transport
properties of the ablated vapour are computed using the Chapman-Enskog the-
ory, and the DSMC phenomenological parameters are retrieved by fitting the
collision integrals over a wide range of temperatures. Finally, inelastic cross
sections for heavy- and electron-impact ionisation of metals are computed in
order to obtain DSMC steric factors.

Parts of this chapter have been published in

1. F. Bariselli, S. Boccelli, A. Frezzotti, A. Hubin, T. E. Magin, Aerothermody-
namic modelling of meteor entry flows in the rarefied regime, 2018 Joint
Thermophysics and Heat Transfer Conference, Atlanta, Georgia, USA, 2018-4180,
2018

2. F. Bariselli, A. Frezzotti, A. Hubin, T. E. Magin, Aerothermodynamic mod-
elling of meteor entry flows, Monthly Notices of the Royal Astronomical Soci-
ety, 492(2):2308-2325, 2020
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The chapter is structured as follows. Physical and mathematical models are
introduced in Section 3.2, starting from a brief introduction to the Boltzmann
equation and the relevant boundary conditions. After, transport properties
of the ablated vapour and ionisation reactions are reviewed and derived. In
Section 3.3, we briefly present the DSMC method and those phenomenological
models for elastic and reactive cross sections that are used along with this
numerical method. Employed cross section data are computed and presented.
In Section 3.4, the flow around a 1 mm evaporating meteoroid is analysed at
different altitudes and velocities so to span different rarefaction regimes.

3.2. Physico-chemical models

3.2.1. Statistical description of the gas
As long as the hypothesis of continuum is valid, a hydrodynamic model can
be applied [Josyula and Burt, 2011]. However, under rarefied conditions, the
collision rate is too low for the gas to reach local thermodynamic equilibrium.
Also, the high energies involved in meteors (above 100 eV) enhance thermo-
chemical nonequilibrium effects. Hence, the gas has to be described at the gas
kinetic scale, rather than by the Navier-Stokes equations. At this scale, the gas
is comprised of particles exchanging momentum and energy during collisions.
Such a scale does not employ a fully deterministic approach, but a statistical
description.
We can introduce the function fi(x, ξ, t) that is defined as the one-particle

velocity distribution function for the species i ∈ S, in the physical and velocity
space (x, ξ)1. This function has a physical interpretation, fi dx dξ being the
expected number of molecules of species i in the volume element dx located at
x, whose velocities lie in the velocity element dξ about velocity ξ at time t.

The Boltzmann equation

The evolution over time of fi is described by an integro-differential equation,
the Boltzmann equation [Cercignani, 1969, Ferziger and Kaper, 1972], which
for a gas mixture can be written, in the absence of external forces, as

∂tfi + ξ ·∇fi = Ci(f) +Ri(f) i ∈ S. (3.1)

The left-hand side describes the effect of macroscopic gradients on the velocity
distribution function; on the the right-hand side, the collisional source terms
Ci(f) and Ri(f) respectively model elastic scattering and reactive encounters
[Giovangigli, 1999]. These operators take into account the collisional processes
experienced by pairs of particles due to local binary encounters, and they are
responsible for the evolution of fi in the velocity space, without affecting the
position of the molecules in the physical space.
1For the sake of simplicity, we are not including the internal energy degrees of freedom of
the molecules in the treatment of Sections 3.2.1 and 3.2.2.
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Macroscopic properties

In gasdynamics, we are often interested in averaged fields and their spatial
distribution. Any quantity of interest at the macroscopic level, such as density,
bulk velocity, and total energy of the gas Ψ(x, t) = {ρ, ρv, ρE}, can be obtained
from the related quantities at molecular scale θi(x, ξ, t) = {µi, µiξ, 1

2µi|ξ|
2} as

a moment of the probability distribution function

Ψ =
∑
i∈S

∫
θifi dξ, (3.2)

where µi is the atomic mass of species i.

3.2.2. Kinetic boundary condition for evaporation

From a microscopic point of view, the vapour-liquid interface is a finite region
whose thickness is 10-20 nominal molecular diameters [Frezzotti, 2011]. At
a kinetic scale, its detailed physical structure is neglected and reduced to a
surface Σ bounding the vapour. The molecular flux of the species i emerging
from Σ, which moves at velocity vw and is characterised by a normal unit vector
n can be modelled by the following inhomogeneous linear boundary condition

[ξ − vw] · n fi = [ξ − vw] · n gi

+

∫
[ξ′−vw]·n<0

[ξ′ − vw] · n KBi(ξ′ → ξ) fi dξ
′,

[ξ − vw] · n > 0 i ∈ S.

(3.3)

This comprises two contributions (see Figure 3.1 (a)): i) the particles com-
ing from the liquid and evaporating into the vapour phase with a half-range
Maxwellian; ii) the molecules in the gas phase which, interacting with the wall
and not condensing, are scattered back.
Concerning the first contribution, at the equilibrium vapour number density

neqwi
(wall composition, Tw), and temperature Tw, the half-range Maxwellian dis-

tribution reads as

gi =
αei n

eq
wi

(2πRiTw)3/2
exp

{
− |ξ − vw|

2

2RiTw

}
, [ξ − vw] · n > 0, (3.4)

in which Ri is the gas constant defined as kB/µi, kB being the Boltzmann con-
stant. Departures from equilibrium are taken into account via an evaporation
coefficient 0 ≤ αei ≤ 1.
The second contribution describes the molecules in the gas phase which,

interacting with the wall and not condensing, are scattered back and whose
velocity is instantaneously changed from ξ′ to ξ (denoted by ξ′ → ξ) with
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probability driven by the scattering kernel

KBi(ξ′ → ξ) = (1− αci)
[ξ − vw] · n
2π(RiTw)2

exp

{
− |ξ − vw|

2

2RiTw

}
. (3.5)

In this case, the kernel is written as if the impinging particles were fully
thermalised to the temperature of the liquid. The condensation coefficient
0 ≤ αci ≤ 1 represents the probability to condense for a molecule of the species i
as shown by Figure 3.1 (b) that provides a graphical representation of the fluxes
of molecules at the surface.

n

i)
Evaporating
molecules

ii)
Reflected
molecules

Post-impact
velocity, ξ

Pre-impact
velocity, ξ'

(a)

Condensation
flux

Evaporation
flux

Reflected
flux

(zero net contribution)

Impinging
flux

αc 1-αc

(b)

Figure 3.1.: (a) Graphical representation of the two different contributions
composing the right-hand side of Equation 3.3. (b) Schematic showing the
balance of fluxes at the surface from the vapour side.

Link to classical evaporation models

The expression for the net evaporation flux φe reads as

φe =
∑
i∈S

(
αei n

eq
wi

√
µikBTw

2π
+ αci

∫
[ξ−vw]·n<0

µifi [ξ − vw] · n dξ

)
, (3.6)

where the first term, the evaporation flux, is obtained by integrating over the
proper velocity space the first term in the right-hand side of Equation 3.3, and
the second term, the condensation flux, can be computed from the solution of
the Equation 3.1. If the condensation flux in Equation 3.6 is zero, then we
retrieve the Knudsen-Langmuir relation that we had previously introduced in
Chapters 1 and 2

φe =
∑
i∈S

αei n
eq
wi

√
µikBTw

2π
, (3.7)

that models the evaporation process into a vacuum. Instead, if the vapour
phase is in equilibrium at the surface at its own temperature T , number density
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n =
∑
i∈S ni, and zero bulk velocity, from Equation 3.6 one obtains

φe =
∑
i∈S

(
αei n

eq
wi

√
µikBTw

2π
− αci ni

√
µikBT

2π

)
, (3.8)

which is known as Hertz-Knudsen formula.

Melt-vapour system equilibrium properties

According to Equation 3.4, the distribution functions of evaporating species
are determined by the equilibrium vapour partial densities neqwi

. The latter is
computed by the multiphase and multicomponent equilibrium solver developed
by Fegley and Cameron [1987], MAGMA. Using a mass-action mass-balance
algorithm, MAGMA has been widely employed to model silicate lavas and
has been extensively validated against experimental data [Schaefer and Fegley,
2004].
In the present model formulation, the molten phase is assumed to have con-

stant and uniform temperature Tw as well as constant chemical composition.
Therefore, the computed flowfield around the meteoroid is affected by evapo-
ration through the equilibrium vapour densities obtained by MAGMA, but the
molten phase composition and temperature are not affected by the computed
flowfield.

Evaporation and condensation coefficients

Evaporation and condensation coefficients are left as free parameters in the
model. For monatomic metal vapours, evaporation coefficients are close to
unity [Ogasawara et al., 1998]. However, in the case of silicate and oxides, evap-
oration and condensation involve decomposition and recombination of molecules
and atoms. Hence, an activation barrier, associated with the breaking of bonds
in a dissociating and evaporating molecule, may result in rates which are lower
than those predicted by the theory. Schaefer and Fegley [2004] reviewed some
of the experimental works in which evaporation coefficients for silicate and
oxides were computed as the departure of the evaporation rate into vacuum
from the equilibrium one. As an example, Hashimoto [1990] reported very low
values for the coefficients in forsterite, MgO, and SiO2. Moreover, numerical ef-
forts by Alexander [2001] and Fedkin et al. [2006] to reproduce experiments by
Hashimoto [1983] resulted in species-specific evaporation coefficients far from
unity.
In general, little is known about the factors that influence evaporation coef-

ficients and there is no theory for calculating them from first principles. For
this reason, we decide to set evaporation and condensation coefficients equal
to one for all the metallic species. For nitrogen compounds (e.g. N2, NO,
etc.), the possibility to condense is assumed to be zero. On the other hand, O
and O2, which are both present in the vapour and the freestream, are treated
differently: gas-phase oxygen originating from evaporation is assigned a con-
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densation probability equal to one, upon colliding with the meteoroid surface;
zero condensation probability is assigned to atmospheric oxygen. In the context
of the one-way coupling between molten and vapour phases mentioned above,
this rule implements in a very simplified way the assumption that the molten
phase is allowed to accommodate by condensation the amount of oxygen lost
by evaporation.

3.2.3. Transport properties of the ablated vapour
Experimental data on transport properties of alkali metal vapours are scarce
due to the high temperatures required, low vapour pressures, and corrosive
nature [Ghatee and Niroomand-Hosseini, 2007].
Kinetic theory provides the mathematical framework which allows linking

interatomic forces to transport coefficients. As a result of the Chapman-Enskog
perturbative solution method [Bird et al., 1960], the binary viscosity coming
from the interaction between species i and j reads as

ηij =
5

8

kBT

Ω
(2,2)
ij

. (3.9)

Quantity Ω
(2,2)
ij is the so-called collision integral, defined as

Ω
(2,2)
ij =

√
2πkBT

µRij

∫ +∞

0

∫ +∞

0

e−γ
2
ijγ7

ij(1− cos2χ)bdb dγ, (3.10)

in which b is the impact parameter characterising the binary collision, µRij =
µiµj
µi+µj

the reduced mass, and γ2
ij =

µR
ij |ξi−ξj |

2

2kBT
a reduced variable for the relative

velocity (ξi − ξj). The scattering angle, χ = χ(b, |ξi − ξj |, ψ), resulting from
the dynamic of the binary collision (see Figure 3.2 (a)), directly depends on
the relevant interatomic potential, ψ. Each type of collision (e.g. neutral-
neutral, ion-neutral, etc.) would require a different type of potential. However,
this procedure quickly becomes cumbersome. In this work, we employ the
Lennard-Jones potential

ψ(rij) = 4εij

[(
σ̄ij
rij

)12

−

(
σ̄ij
rij

)6]
, (3.11)

which consists of two parts: a steep repulsive term and a smoother attractive
term (see Figure 3.2 (b)). Quantity εij is the depth of the potential well, σ̄ij
is the finite distance at which the inter-particle potential is zero, and rij is the
distance between the particles.
In order to obtain theoretical viscosity curves for single species vapours, we

compute Ω
(2,2)
ii . For this procedure, the Lennard-Jones (6-12) parameters of

Table 3.1 have been employed. Combination rules for polyatomic species, whose
potential parameters are not available in the literature, are used as proposed
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Figure 3.2.: On the left, graphical representation of a binary elastic collision
characterised by impact parameter b and resulting in scattering angle χ. On the
right, Lennard-Jones potential: a steep repulsive part and a smoother attractive
part can be identified.

in their work by André et al. [2010]

σ̄SiO2-SiO2 = (σ̄3
Si-Si + σ̄3

O-O + σ̄3
O-O)1/3,

εSiO2-SiO2
= (εSi-Si εO-O εO-O)1/3.

(3.12)

In Figure 3.3, a comparison between our prediction and a few sets of avail-
able experimental results [Lee and Bonilla, 1968, Vargaftik et al., 1991, Briggs,
1968, Stefano et al., 1966] is provided. Differences between theory and ex-
periments may come from the presence of molecules and ions in the vapours
or from uncertainties in the potential parameters. One could also argue that
the Lennard-Jones potential (6-12) does not apply to alkali metals such as
potassium. Ghatee and Niroomand-Hosseini [2007] stated that it fails in the
prediction of transport properties of K, Rb, and Cs metals’ vapour, especially
in the low-temperature range. Nonetheless, in our study, the comparison turns
out to be fair, with sodium viscosity lying between the two sets of data and
the potassium one extremely close.

For atomic potassium, we also compare the thermal conductivity. Following
the definition of Prandtl number, which is equal to 2/3 in the absence of internal
energy modes, one obtains

λii =
cpi
ηii

Pr
, (3.13)

where cpi
= 5

2Ri is the specific heat at constant pressure. In Figure 3.3 (b),
the comparison for the thermal conductivity of K with the available data is
excellent.
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Table 3.1.: Lennard-Jones interatomic potential parameters employed to com-
pute collision integrals for neutral-neutral collisions of metallic species. Refer-
ences: (1) Svehla [1962]; (2) McGee et al. [1998].

Interaction σ̄ ε/kB Reference
[A] [K]

Si-Si 2.91 3036.0 1
Mg-Mg 2.93 1614.0 1
Al-Al 2.66 2750.0 1
Fe-Fe 2.47 7556.0 2
Ca-Ca 4.52 50.0 2
Na-Na 3.58 1375.0 1
K-K 4.25 850.0 2
SiO-SiO 3.52 461.0 Combination rules
SiO2-SiO2 3.96 245.94 Combination rules
MgO-MgO 3.53 336.12 Combination rules
Al2-Al2 3.35 2750.0 Combination rules
AlO-AlO 3.35 542.0 Combination rules
Al2O2-Al2O2 4.22 438.75 Combination rules
FeO-FeO 3.24 727.27 Combination rules
CaO-CaO 4.81 59.16 Combination rules
Na2-Na2 4.5 1375.0 Combination rules
NaO-NaO 4.0 310.24 Combination rules
Na2O-Na2O 4.79 509.61 Combination rules
K2-K2 5.35 850.0 Combination rules
KO-KO 4.57 243.93 Combination rules
K2O-K2 5.57 369.81 Combination rules

3.2.4. Ionisation reactions due to hyperthermal collisions

At collision energies above 100 eV, chemical reactions which lead to break-
ing and formation of new chemical bonds are no longer important processes
[Dressler and Murad, 2001]. Instead, inelastic collisions consisting in transitions
to electronically excited atoms are more probable. In particular, in meteors,
free electrons are assumed to be mostly produced by collisions of metal atoms
with atmospheric molecules through heavy-impact reactions of the following
type

M + N2 → M+ + N2 + e−, (3.14)

where N2 can be substituted by O2. Meteor spectra give an indication in this
sense, as they are dominated by atomic lines of meteoric origin, mostly neutral
atoms, but also singly ionised ions [Berezhnoy and Borovička, 2010]. When a
sufficient number of electrons has been produced, ionisation by electron-impact
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Figure 3.3.: Shear viscosity (a) and thermal conductivity (b) for some alkali
atoms and comparison with available experimental data. Ca, which is not an
alkali metal, is kept as a reference.

can take over as the dominant process

M + e− → M+ + 2e−. (3.15)

Moreover, a substantial contribution to the production of free electrons can be
given by photoionisation processes of the following type

M + hν? → M+ + e−, (3.16)

h and ν? being the Plank constant and the light frequency respectively, and in
minor part by secondary impact ionisation reactions, involving doubly ionised
species. However, only the mechanisms of Equations 3.14 and 3.15 will be
considered in this study.

The most extensive review on the gas-phase chemical dynamics involving
metallic species was provided by Dressler and Murad [2001]. Although a con-
siderable body of literature exists for thermalised metal chemistry, reliable cross
sections for hyperthermal collisions (1 to 1000 eV, corresponding to relative ve-
locities of 3-100 km/s) seem to exist only for Na and K, and a substantial
experimental effort would be required [Plane et al., 2015]. While ion beam
generators are standard technology and the knowledge about metal-ion inelas-
tic collisions is relatively established, the same cannot be said of metal-neutral
interactions, given the associated experimental difficulties. Friichtenicht et al.
[1967] measured the degree of ionisation of fast particles injected into a thick
gas target. They found an approximate ∼ V 4

∞ dependence of the ionisation
cross sections, higher than the semi-empirical relation ∼ V 3.42

∞ from Bronshten
[1983], but in agreement with the observational investigations by Verniani and
Hawkins [1964]. The experiments of Bydin and Bukhteev [1960] and Cuderman
[1972] provided data on fast alkali neutral metal beams with N2 and O2 gases.
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Although leading to different results, these works showed a similar trend with
the O2 cross sections more than an order of magnitude higher than those for
N2. Very few studies [Bukhteev and Bydin, 1963, Boitnott and Savage, 1971]
report measurements of fast Ca, Mg, Si, and Fe collisions in N2 and O2 gases,
producing cross sections generally lower than those observed for the alkali met-
als, whose ionisation potentials are inferior. However, the accuracy of these
data is questionable.
From the analytical point of view, Kunc and Soon [1991] summarised the

available approaches. They show that a reliable theory to predict heavy-impact
ionisation is not available yet. In this work, we employ Drawin semi-empirical
cross sections [Drawin and Emard, 1973] to obtain an estimate of heavy- and
electron-impact ionisation processes. For the former, the cross section reads

σI =



0 if W0 < 1

4πa2
0

(
EH
E0

)2
µA
µH
ξ2
0

2µe
µe+µA

(W0 − 1)

×

[
1 + 2µe

µe+µA
(W0 − 1)

]−2

if W0 ≥ 1

(3.17)

where W0 = Ec/E0, Ec being the energy of the collision, E0 the ionisation
energy, µA and µe the mass of the incident atom and of an electron. EH, µH,
and a0 are respectively the ionisation energy, the mass, and the first Bohr radius
of atomic hydrogen. Finally, ξ0 represents the number of equivalent electrons
in the outer (ground state) shell of the target atom.
In Figure 3.4 and 3.5, we provide a comparison of the cross sections obtained

in this work with the experimental results of Bydin and Bukhteev [1960] and
Cuderman [1972] for heavy-impact ionisation and the data recommended by
Lennon et al. [1988] for electron-impact ionisation. Results are in reasonable
agreement with those reported in the literature. In particular, electron-impact
cross sections by Drawin seem to perform well close to the ionisation threshold
for all the species. For Si, Na, and K, however, the analytic cross sections seem
to under-predict the recommended values at higher impact energies. Moreover,
electron-heavy ionisation cross sections are characterised by a peak not far from
the ionisation threshold, and after that they decrease (Figure 3.5). Similarly,
this maximum is present in heavy-heavy cross sections, but it occurs at energy
values which are higher than those of interest in this work.

3.3. The Direct Simulation Monte Carlo method

DSMC [Bird, 1963, 1994] is a particle-based method for the numerical solu-
tion of Equation 3.1. This technique has been widely used in the aerospace
community over the last 50 years to simulate hypersonic flows [Ivanov et al.,
1998, LeBeau, 1999] with a high degree of thermo-chemical nonequilibrium.
The trajectories of a representative number of molecules I are simulated in the
physical space. Each simulated particle corresponds to a certain number of real
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Figure 3.4.: Drawin cross sections computed for heavy-impact ionisation are
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are compared with available recommended data [Lennon et al., 1988].

molecules according to a statistical weight Wp and is characterised by position
xi and velocity ξi. As shown in Figure 3.6, each timestep alternates the execu-
tion of the collisionless motion of particles and the computation of collisions:
the particle advection phase is treated deterministically integrating in time the
ballistic trajectories, whereas the collisional source terms of Equation 3.1 are
solved by means of Monte Carlo stochastic evaluation of the collision pairs.
The splitting of the left- and right-hand side of Equation 3.1 leads to accurate
results only if the employed timestep ∆t is a fraction of the mean collision time
existing between two consecutive collisions. The physical domain is discretised
with a grid, whose cells have a characteristic length which must be a fraction
of the mean free path. This background mesh is used for the efficient choice of
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collisions partners.

Figure 3.6.: Schematic of the DSMC algorithm. Each timestep alternates
the execution of the collisionless motion of particles and the computation of
collisions. The molecules can interact with the boundaries in the free advection
phase.

3.3.1. DSMC algorithm

Advection step and boundary conditions

In the absence of external forces, the collisionless Boltzmann equation is equiv-
alent to the solution of the following system of differential equations. For i ∈ I,

ẋi = ξi (3.18)

ξ̇i = 0, (3.19)

which can be integrated using an explicit Euler scheme. If the trajectory of
the molecule is interrupted by a boundary, then the timestep is splitted into
two smaller intervals. The interaction with a surface causes the velocity of the
molecule to be instantaneously updated according to the scattering kernel in
Equation 3.5, before completing the particle motion for the remaining time.
Also, in this step, evaporating molecules are injected at the wall according to
the distribution of Equation 3.4. Analogously, the molecules coming from the
freestream are generated sampling from a Maxwell distribution function at the
local gas properties n∞, v∞, and T∞.

Collision step

The collision step is based on the local homogeneous relaxation equation

∂tfi = Ci(f) +Ri(f) i ∈ S. (3.20)

In DSMC, only the molecules belonging to the same cell can potentially collide,
and the collision partners are computed by the algorithm regardless of their
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position in the cell. Therefore, the probability of a pair of molecules to collide
Pij is proportional to the volume swept by their total cross section σij as follows

Pij =
σij |ξi − ξj | Wp ∆t

Vk
, (3.21)

where Vk is the volume of the k-th cell.
The maximum number of binary collisions in a cell is given by

N pair
k =

1

2
Nk(Nk − 1)

(σij |ξi − ξj |)max
k Wp ∆t

Vk
, (3.22)

for which we have used Nk to indicate the number of molecules present in a
computational cell at an instant in time. The scheme selects N pair

k random
pairs and accepts the collision between a given pair with a probability σij |ξi−
ξj |/(σij |ξi − ξj |)max

k , where the denominator is an estimate of the maximum
expected value for σij |ξi − ξj |.

Macroscopic variables

The macroscopic properties of the gas in the k-th cell can be obtained by
averaging the microscopic properties θi(ξ, t), i being the index of the molecule
over a sample of particles Isk. This procedure is the discrete analogue of the
one defined by Equation 3.2. For example, for cell k, we can write the density
as

ρk =
Wp

∑
i∈Is

k
µi

VkNs
, (3.23)

where Ns is the number of timesteps over which the sample is accumulated. In
an unsteady simulation, Ns = 1 and the sample is made up of those molecules
which belong to the same cell at a certain instant in time. After the onset of
steady flow conditions, the sample can be accumulated over multiple timesteps.
The bulk velocity reads as

vk =

∑
i∈Is

k
ξi

N s
k

, (3.24)

where N s
k is the number of molecules present in the cell over Ns sampling

timesteps.

3.3.2. DSMC elastic cross sections

In dilute gases, the transport properties introduced in Section 3.2.3 are the nat-
ural result of the simulated binary collisions. DSMC relies on a phenomenologi-
cal potential to make molecules interact. Although apparently simplistic, these
models are able to reproduce to some extent the most salient physics of the
collision process, with the advantage of being computationally cheap. In the
Variable Soft Sphere (VSS) model, molecules are approximated as rigid spheres
of diameter d, which depends on the relative velocity of the impact. The total
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cross section is written as a function of the relative velocity g = ξi − ξj as
follows

σ = πd2
ref

(
gref
|g|

)2ω−1

. (3.25)

The quantities with subscript “ref” are reference values evaluated at a refer-
ence temperature Tref, and ω is the temperature exponent which allows the
variation of the particle diameter with temperature. In this way, molecules
with higher impact energies spend less time interacting on the potential energy
surface. In the VSS model, the scattering law (see its graphical representation
in Figure 3.2 (a) for a generic potential and in Figure 6.1 for the hard-sphere
potential) reads as

χ = 2 cos−1

{(
b

d

) 1
α
}
, (3.26)

which allows us to model anisotropic scattering events through the exponent
α (where α = 1 corresponds to an isotropic scattering law). It is well known
that such a model fails in the attempt of capturing diffusion processes in mix-
tures of gases, and that the anisotropy of neutral-charged collisions in weakly
ionised gases is not accurately described [Swaminathan-Gopalan and Stephani,
2015]. The collision parameters are obtained by averaging the properties of the
collision partners: drefij = (drefi+drefj )/2, ωij = (ωi+ωj)/2, αij = (αi+αj)/2.

Dataset

The collision integrals of Equation 3.10, Ω
(2,2)
ii can be expressed as function of

the VSS model parameters as follows

Ω
(2,2)
ii

∣∣∣∣
VSS

=
4αi

(αi + 1)(αi + 2)

πd2
refi
2

√
kBT

2πµRii

(
Trefi
T

)ωi− 1
2 Γ

(
9
2 − ωi

)
Γ
(

5
2 − ωi

) ,
(3.27)

where Γ is the Euler gamma function. Through Equation 3.27, least squares
fitting is performed to obtain the VSS parameters for each collision pair (see
Figure 3.7). Quantity Tref = 1000 K is chosen as reference temperature. The fit-
ting minimises the error in the range of temperatures between 800 and 4000 K.
Table 3.2 reports the VSS parameters obtained through this procedure.
Finally, the VSS model coefficients for air neutrals and their ions, usually

employed in the literature, can be found in Appendix B, Table B.1.

3.3.3. DSMC reactive cross sections

Chemistry is accounted for through the Total Collision Energy (TCE) method
by Bird [1994]. This method consists of assuming an analytic form for the
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Figure 3.7.: Fitting procedure of the VSS collision integrals with their exact
formulation for some metallic atoms. Two possible choices are proposed, (a)
to minimise the error between 200 and 5000 K or (b) to minimise the error
between 800 and 4000 K.

collision-dependent reaction cross section

σI =

0 if Ec < E0

σC1(Ec − E0)C2

(
1− E0

Ec

)C3

if Ec ≥ E0.
(3.28)

When averaging this cross section over a Maxwellian velocity distribution, it
is possible to equate it to the known rate coefficient in Arrhenius form. The
forward rate coefficients in Arrhenius form reads as

kf(T ) = C4T
C5 exp

{
− E0

kBT

}
, (3.29)

where constants C4 and C5 are determined experimentally. Backward rates,
kb, are computed from detailed balance, starting from the available forward rate
coefficients and equilibrium constants based on thermodynamic properties.

Dataset

Chemical reactions from the NASA Air-11 mixture, which includes air neu-
trals and their ions, are accounted for by Park’s mechanism [Park, 1993, Park
et al., 2001]. This mechanism considers dissociation reactions, in addition to
the Zel’dovich process, which can lead to the formation of nitric oxide. The
presence of NO in meteor flows has been studied in the past [Menees and Park,
1976, Park and Menees, 1978, Silber et al., 2018b]. Here, it does not represent
our focus, as it only marginally influences the electron density. Also, Park’s
mechanism involves associative and electron-impact ionisation of air species
and consequent charge exchange reactions (see Table B.2 in Appendix B for
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Table 3.2.: Variable Soft Sphere (VSS) parameters obtained by fitting the col-
lision integral Ω

(2,2)
ii for Tref = 1000 K. This procedure is equivalent to tuning

VSS parameters to the viscosity curve. The average fitting error is reported for
the range between 800 and 4000 K.

Interaction dref ω α Error
[A] [-] [-] [%]

Si-Si 5.99 0.99 1.29 0.99
Mg-Mg 5.09 0.96 1.37 1.53
Al-Al 5.36 0.99 1.38 0.77
Fe-Fe 5.61 0.87 1.23 1.09
Ca-Ca 4.12 0.65 1.17 0.04
Na-Na 5.87 0.93 1.25 1.86
K-K 5.86 0.83 1.18 2.04
SiO-SiO 4.07 0.72 1.22 1.23
SiO2-SiO2 4.14 0.67 1.18 0.48
MgO-MgO 3.85 0.69 1.21 0.8
Al2-Al2 6.77 0.99 1.23 0.77
AlO-AlO 4.02 0.74 1.25 1.48
Al2O2-Al2O2 4.84 0.72 1.17 1.16
FeO-FeO 4.23 0.8 1.28 1.89
CaO-CaO 4.43 0.65 1.18 0.03
Na2-Na2 7.38 0.93 1.36 1.86
NaO-NaO 4.32 0.68 1.18 0.71
Na2O-Na2O 5.68 0.74 1.18 1.38
K2-K2 7.36 0.83 1.45 2.04
KO-KO 4.77 0.67 1.18 0.47
K2O-K2 6.18 0.7 1.17 0.92

the complete chemical mechanism).
Heavy-heavy and electron-heavy ionisation processes of metals have been

added to Park’s mechanism. The semi-empirical cross sections of Equation 3.17
have been fitted into the phenomenological cross section of Equation 3.28. The
DSMC algorithm computes the probability with which a collision can result in
a reaction according to a steric factor obtained as the ratio σI/σ which, in turn,
can be expressed as the efficiency of ionisation at the first collision β0. This
efficiency was previously defined in Section 1.3.1. Efficiencies β0 for different
species were given by Jones [1997] in the form

β0 =
C6 (V∞ − V0)2 V 0.8

∞
1 + C6 (V∞ − V0)2 V 0.8

∞
, (3.30)

where the parameter C6 is a constant calibrated by experimental data and
V0 the ionisation threshold velocity. A comparison between the values of β0

provided by Jones [1997] and the DSMC steric factors obtained in this work is
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given in Figure 3.8, and a fair agreement is found.
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Figure 3.8.: The steric factors computed in this work and their fitting
into a DSMC form are compared with β0 coefficients [Jones, 1997].

TCE coefficients obtained from the fitting procedure for heavy- and electron-
impact ionisation are presented in Tables 3.3 and 3.4.

Table 3.3.: TCE coefficients obtained from the fitting procedure of M-N2 ioni-
sation cross sections. These values can be used for the comparison of the DSMC
steric factors with β0 coefficients, as provided in Figure 3.8.

Interaction C1 C2 C3 E0

[1/J] [-] [-] [eV]

Si-N2 1.0 × 10−6 1.23 0.64 8.15
Mg-N2 7.04 × 10−7 1.22 0.65 7.65
Fe-N2 7.49 × 10−8 1.17 0.7 7.87
Al-N2 6.01 × 10−7 1.26 0.64 5.99
Ca-N2 1.25 × 10−9 1.09 0.81 6.11
Na-N2 2.01 × 10−7 1.24 0.67 5.14
K-N2 2.75 × 10−8 1.21 0.72 4.34

3.3.4. Inelastic collisions and plasma effects

The translational-internal energy exchanges for air molecules are modelled ac-
cording to the classical Larsen-Borgnakke phenomenological model [Borgnakke
and Larsen, 1975]. In this approach, the post-collision properties of the two
colliding molecules are sampled from a joint equilibrium distribution of trans-
lational and internal modes, and the equilibrium relaxation rates are captured
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Table 3.4.: TCE coefficients obtained from the fitting procedure for electron-
impact ionisation.

Interaction C1 C2 C3 E0

[1/J] [-] [-] [eV]

Si-e− 5.41 -0.51 1.51 8.15
Mg-e− 2.03 -0.54 1.54 7.65
Fe-e− 0.03 -0.63 1.63 7.87
Al-e− 2.3 -0.51 1.51 5.99
Ca-e− 2.87 × 10−6 -0.85 1.85 6.11
Na-e− 0.14 -0.57 1.57 5.14
K-e− 1.43 × 10−3 -0.67 1.67 4.34

tuning rotational or vibrational collision numbers. Also, the excitation of the
electronic levels is not taken into account.
Free electrons are treated under the assumption of an ambipolar electric field,

which is a standard approximation for low-density plasmas and leads to local
charge neutrality [Carlson and Hassan, 1992, Boyd, 1997]. Also, ions are not
affected by electric and magnetic fields, and they are characterised by straight
ballistic trajectories like neutrals. Similarly, Dimant and Oppenheim [2017a]
assumed charge neutrality to develop their kinetic model and neglected the
effect of fields on the ions. This assumption was justified by comparing the
electrostatic energy with the characteristic ion kinetic energy.
Finally, we do not consider three-body recombination reactions.

3.3.5. The SPARTA code
The SPARTA code (Stochastic PArallel Rarefied-gas Time-accurate Analyzer)
by Gallis et al. [2014] is used here. Developed at Sandia Labs, this is an open-
source DSMC-Boltzmann solver, and its object-oriented philosophy enables
extensions (such as the implementation of the evaporation boundary condition)
and its usage as an external library. The code can be freely downloaded at
https://sparta.sandia.gov/.

3.4. Results and discussion

We start with a numerical test conceived to assess the degree of thermal
nonequilibrium in a rarefied hypersonic flow at velocities and sizes relevant
for the meteor phenomenon.
Then, as main study case, we investigate the flow around a 1 mm meteoroid,

flying at 32 km/s, at three different altitudes: 80, 100, and 120 km, based on
the fact that, in Figure 2.2, the altitude of detection roughly spans from 80
to 120 km. The surface temperature is set to 2000 K. This value is chosen

https://sparta.sandia.gov/
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in agreement with the results of Chapter 2, in which, after the onset of the
evaporation, the wall temperature reaches a plateau not far from the melting
condition independent of the initial size and velocity. However, in this chapter,
we examine the effect of the wall temperature on the flowfield at 80 km altitude,
for the case in which Tw = 3000 K.
Lastly, in Section 3.4.4, we study the details of the ionisation process and

extract global ionisation efficiencies from the simulations at different altitudes
(80, 100, and 120 km) and flight velocities (12, 32, and 72 km/s), which could
be used as input in classic synthetic models.

3.4.1. Details of the simulations
The simulations are performed in a two-dimensional axisymmetric configura-
tion around a spherical body. The wall is assumed fully catalytic for ion-
electron recombination. Freestream densities, compositions, and temperatures
are computed according to the Naval Research Laboratory Mass Spectrom-
eter Incoherent Scatter Radar (NRLMSISE-00) empirical atmospheric model
developed by Picone et al. [2002].
In Figure 3.9, we show the equilibrium composition of the vapour in a relevant

range of temperatures. At 2000 K, the ablated vapour is mainly composed of
O, O2, Fe, FeO, Na, and NaO, while SiO, SiO2, Mg, and MgO appear only at
higher temperatures. K, which is only present as a trace element in the liquid
phase, is not considered in the simulations, given the difficulties to accurately
track minor species in DSMC. Moreover, refractory elements such as Ca, Al,
and Ti are excluded from the simulations as they do not significantly contribute
to the evaporation process at these temperatures.

Figure 3.9.: The composition of the ablated vapour in equilibrium with its
condensed phase is shown for a range of temperatures characteristic of mete-
oroid melting. The results are obtained with the software MAGMA [Fegley and
Cameron, 1987].

For the three different altitudes, the timestep is equal to ∆t = 10−8 s, that
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is sufficient to satisfy the DSMC numerical constraint for which the timestep
has to be a fraction of the mean collision time. The domain sizes are reported
in Table 3.5, along with the number of cells employed and the average number
of particles present in the computational box throughout the simulations. The
mesh is not uniform, as it is more refined in the proximity of the body and in
the stagnation region, where the density is higher (we remind that the local
mesh refinement should be a fraction of the local mean free path, as a rule of
thumb ∆x < λ̃/3). All the simulations took less than 24 hours, running on 64
processors (one node) of the VKI cluster. Only 5×103 timesteps were necessary
to reach the steady state, while the remaining computational resources were
used to collect the samples to average the macroscopic properties.

Table 3.5.: Numerical parameters employed in the DSMC simulations. The
wall temperature is 2000 K, the diameter of the body 1 mm, and its velocity
32 km/s.

Altitude Domain size - Number of Number Number
diameters along x and r of cells of particles

[km] [-] [-] [-] [-]

80 760 5 25 × 103 2.6 × 106

100 270 20 150 × 103 3.6 × 106

120 200 100 65 × 103 12.1 × 106

3.4.2. Thermal nonequilibrium in the gas phase

We consider a 1 cm body, flying at 20 km/s. We extract the velocity distribution
function (VDF) from DSMC simulations. The front region (Figure 3.10) shows
a very high degree of nonequilibrium: the freestream particles (seen as a sharp
peak at 20 km/s) are easily distinguished from the scattered molecules (with
a Maxwellian distribution characterised by negative velocities). The effect of
collisions is slightly visible, populating a region that connects the two families of
particles. The resulting axial VDF has a bimodal shape, and the temperature
anisotropy between the axial and radial translational modes can be appreciated.

3.4.3. Influence of the altitude on the dynamics of the gas
phase

Now, we consider a 1 mm meteoroid at three different conditions: 80, 100, and
120 km. The comparison of translational temperatures and concentrations of
the ablated vapour are shown in Figure 3.11. First of all, in Figure 3.11 (a), we
see a rise in the temperature in front of the body. This growth becomes more
and more diffuse as the freestream density decreases, and the bow shape, clearly
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Figure 3.10.: On the left, a schematic showing the mixing process of the two
families of molecules in front of the body. On the right, VDF for the axial
(ξx) and radial (ξy) velocities in front of a 1 cm body flying at 20 km/s. Two
populations are visible in the axial VDF, shifted with respect to each other by
a hypersonic velocity: the freestream and the wall scattered molecules. The
same populations, with zero average velocity but the same temperature, can be
distinguished from the radial VDF.

visible at 80 km, gradually disappears. As a result of the thermal nonequilib-
rium, very high temperatures are computed. In DSMC, these temperatures
are related to the width of the overall VDF which comes from the blending of
the distributions of the two different classes of molecules. This effect has been
described in Section 3.4.2 in terms of microscopic quantities for a non-ablating
body, and it was already observed by Boyd [1998]. As a result, no particles
are really characterised by such a temperature in the thermal sense. The small
effect of collisions is also confirmed by the fact that the maximum value of the
temperature seems insensitive to changes in the altitude: in fact, as the number
of collisions decreases, internal molecular modes become less excited, and the
gas starts behaving like a monatomic gas, characterised only by translational
degrees of freedom.
At 120 km, the ablation phenomenon resembles a spherical expansion into

the vacuum, with the ablated vapour able to travel upstream, only marginally
interacting with the incoming jet. In this condition, a metal cloud forms all
around the body, with almost spherical symmetry (see also Figure 3.12). The
pressure of this vapour is higher than the stagnation pressure generated by the
air molecules. At 100 km, the density profile of the ablated vapour along the
stagnation line is very similar to the one at 120 km, but still different in terms
of molar fraction (compare Figures 3.11 (b) and 3.12). On the other hand, at
80 km, the concentration of metals ahead of the body is lower and leads to two
possible considerations. First, the vapour is taken away by the incoming jet.
Second, the ablated atoms are immediately scattered back towards the wall
where they can condense. In Figure 3.12, the metal vapour profiles are the
same in the trail for all the tested conditions. This is because the close trail
would be nearly in vacuum if it were not for the ablated vapour.
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Finally, number density profiles along the radial direction r, at a given po-
sition in the rear of the body, are plotted in Figure 3.13 at an altitude of 80
km. In this picture, we have lumped the species into groups associated with
the related chemical element, e.g., sodium (Na, Na+, NaO) or silicon (Si, Si+,
SiO, SiO2). The mixing layer at the edge of the trail (r = D) is evident if
we look at the air species profiles, where a shadowing effect of the meteoroid
can be appreciated. Concentrations reflect the vapour pressures computed by
MAGMA. The ablated vapour fills the trail and diffuses in the background gas.
Silicon and magnesium profiles are in close concentrations.

(a)

(b)

Figure 3.11.: Fields for the translational temperature (a) and the ablated
vapour molar fraction (b) for three different altitudes of detection: 80, 100,
and 120 km. The wall temperature is 2000 K, the diameter of the body 1 mm,
and its velocity 32 km/s. The freestream flows from left to right.
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Figure 3.12.: Density profiles along the axis of symmetry for three different
altitude conditions. The reference system is centred at the stagnation point:
air-vapour mixture , ablated vapour .

Figure 3.13.: Density profiles in the radial direction in the rear of a 1 mm
body flying at a speed of 32 km/s at 80 km altitude. Labels in the plot refer
to the species associated with a single element, e.g., sodium (Na, Na+, NaO),
silicon (Si, Si+, SiO, SiO2), nitrogen (N, N+, N2, N+

2 ), etc.

Heat transfer coefficients

In order to assess the shielding effects by the ablated vapour, the heat transfer
coefficient is computed as follows

Λ =
qdsmc
sp

1
2ρ∞V

3
∞
, (3.31)
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where qdsmc
sp is the numerical heat flux computed by sampling the net energy

balance at the stagnation point over all the impacts of DSMC particles with the
wall. For all the conditions, we find that Λ ≈ 1, meaning that the evaporation
flux at 2000 K is not intense enough to partially screen the meteoroid from the
energy of the incoming flow. The scenario will change radically in a condition
of stronger evaporation, like the one we will analyse in Section 3.4.5.

3.4.4. Production of free electrons

A cylindrical volume of ionised plasma quasi-instantaneously forms upon the
passage of the meteoroid. Literature refers to the radius of this cylinder as the
initial meteor radius, which is usually defined as the half-width of the initial
Gaussian distribution of electrons [Manning, 1958]. In the determination of
r0, Jones [1995] assumed that the vast majority of the metal atoms ionise
after the first collision. However in DSMC, if the first collision is elastic, the
ablated particle may experience a fully elastic thermalisation during subsequent
interactions with the surrounding atmosphere, as the atom loses about one-
third of its speed after each collision. Although we cannot say much about
the length of this radius (our computational domain is only a few meteoroid
diameters wide2), the conducted analysis provides insight into the formation of
the plasma and its radial distribution.
Electrons are mainly produced ahead of the body and are advected around

the meteoroid to the rear, where they start to dissipate by diffusing in the low-
density surrounding (see Figure 3.20). We are assuming that recombination
plays a significant role only in the long trail, which is not part of the simulated
domain.
Up to 40 km/s, heavy-impact ionisation cross sections are smaller than those

for electron-impact ionisation (the reader can compare Figures 3.4 with 3.5).
However, the former process is necessary to trigger the electron avalanche.
In Figure 3.14, we see that the contribution of Na to electron production is
prevailing.
Between 80 and 120 km, a difference between 2 and 3 orders of magnitude

exists in the number of free electrons (Figure 3.14). If we now look at a single
element, we can appreciate the influence of the Knudsen number on the ionisa-
tion process. The number of generated ions is a strong function of the altitude
of detection, although the number of their parent neutrals is the same for all
the conditions, as it only depends on the wall temperature and meteoroid com-
position. However, Equation 1.2 cannot capture this behaviour as the electron
density only depends on the energy of the collisions, through V∞, and the abla-
tion rate. In fact, in classical models, the effect of the density of the incoming
jet enters the physical description only in the material energy balance. We will
come back to this point later in the discussion about the ionisation coefficients.
In the same plot, we can compare the ionisation degree between metals and

2One of the main limitations in extending the size of the computational domain resides in
the ability of the stochastic DSMC method to accurately track ablated metals far away
from the body, where they become trace species strongly diluted in the background air.
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air species. The number of ions coming from the air (N+, O+, N+
2 , O

+
2 , and

NO+) is always comparable with those of Mg and Fe. This aspect is disregarded
by standard models which assume metals only to be responsible for the plasma
formation.
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Figure 3.14.: Number of ions generated by gas-phase collisions at different
altitudes. The process is dominated by sodium. Air ions are always comparable
with Mg+ and Fe+.

Ionisation efficiency in the simulated domain

For each metal, we can now use the following definition

βi =
N ions
i

N ions
i +Nneutrals

i

, (3.32)

in order to extract the resulting equivalent efficiency of the ionisation process
in the simulated domains.
Figure 3.15 shows that metals present similar ionisation coefficients at a

given condition. On the other hand, efficiency is strongly dependent on the
altitude. We have previously mentioned this effect in the count of the generated
ions (Figure 3.14). To further investigate this, we perform nine simulations at
different altitudes (80, 100, and 120 km) and flight velocities (12, 32, and
72 km/s).
Ionisation efficiencies for all the conditions are reported in Figure 3.16, along

with the Knudsen number experienced by the evaporating molecules relative
to the impinging jet

Knr =
√

2
Vt
V∞

Kn∞, (3.33)

as proposed by Bronshten [1983], where Vt represents the thermal velocity of
the ablated atoms leaving in equilibrium with the wall. The dependency of
the ionisation efficiency on Knr is apparent. Flows with higher V∞ experience
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greater collisional frequencies for the same Kn∞. In general, coefficients in
Figure 3.16 appear to be much lower than those proposed by Jones [1997]
with Equation 1.3. However, a direct comparison between Equation 1.3 and
Figure 3.16 is not appropriate as it would require to simulate much wider
domains. Independently from the degree of rarefaction, the metallic atoms
may take a few mean free paths to ionise. Therefore, to obtain values that
could be directly used for radio and radar observations, the collection of the
electrons should be done from a domain of the order of the electromagnetic
wavelength employed in the detection which, in turn, could be used to define
a relevant macroscopic length for the Knudsen number.
Nonetheless, a severe discrepancy between his theoretical work and obser-

vational fits was found by Jones [1997], according to whom Equation 1.3 may
be useful to interpret laboratory results in ionisation chambers at air densities
higher than those of the upper atmosphere, but its use to investigate meteor
observations could be improper.
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Figure 3.15.: Global and species-specific ionisation efficiencies computed ac-
cording to Equation 3.32 at different altitudes. The wall temperature is 2000 K.
The resulting ionisation efficiency inside the computational domain is a strong
function of the altitude.

3.4.5. Influence of the wall temperature on the flowfield

In order to analyse the influence of the evaporation regime on the overall flow-
field, we now perform a simulation for a 1 mm meteoroid flying at 32 km/s, at
an altitude of 80 km, and ablating at a surface temperature of 3000 K.
Figure 3.18 shows that the ablation rate is preeminent in the outcome of

the simulation. As the saturated vapour pressure varies exponentially with
the wall temperature (Clausius-Clapeyron law), evaporation is much stronger
at this condition and results in a region of perturbed atmosphere which is
considerably wider than in the case previously studied.
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Figure 3.16.: Global ionisation efficiencies computed inside the computational
domain according to Equation 3.32, at different altitudes and freestream veloc-
ities. The wall temperature is 2000 K.

Atomic sodium and its ion still dominate the ablated vapour, but all the other
metal species are present in relevant concentrations (see Figure 3.17), except for
Si which is not visible in our simulations as its saturated pressure is too low.
In reality, however, the latter would be probably generated by the breaking
of the bonds of SiO and SiO2 molecules, whose dissociation reactions are not
included in this work. Ion profiles plotted in Figure 3.17 present a similar
behaviour in that they reach a maximum value just outside of the trail (now
several diameters wide). This reinforces the idea that the ionisation process is
mainly driven by the energetic collisions between the incoming air jet and the
vapour.
In Figure 3.19, the excitation of the vibrational degrees of freedom of the

molecules in the mixture is important (up to 6000 K) for both the situations,
although for the case of intense evaporation, the region of excitation left behind
by the meteoroid is much more extensive, and the vapour ablating from the
sides of the body significantly contributes to the excitation process.
Similar conclusions can be drawn by analysing Figure 3.20, which shows

contours for free electrons number densities. Here, electron densities reach
peak values above 3 × 1020 1/m3 at the stagnation point for Tw = 3000 K
(compared to 1 × 1019 1/m3 for the case of moderate evaporation), but high
degrees of ionisation occur in the whole surrounding of the body, and they
become remarkably significant at the sides of the meteoroid.
Finally, at this condition, the vapour relevantly screens the meteoroid from

the incoming air, and this translates in low values of the heat transfer coeffi-
cient, Λ ≈ 0.25.
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Figure 3.17.: Concentration profiles in the radial direction in the rear of a
1 mm body flying at a speed of 32 km/s at 80 km altitude, and ablating at a
surface temperature of 3000 K.
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Figure 3.18.: Translational temperature at 80 km altitude for 1 mm body
flying at 32 km/s. Comparison between two different evaporation regimes, Tw =
2000 K (upper) and 3000 K (lower). The freestream flows from left to right.
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Figure 3.19.: Vibrational temperature of the mixture at 80 km altitude for
1 mm body flying at 32 km/s. Comparison between two different evaporation
regimes, Tw = 2000 K (upper) and 3000 K (lower). The freestream flows from
left to right.
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Figure 3.20.: Electron number density at 80 km altitude for 1 mm body
flying at 32 km/s. Comparison between two different evaporation regimes,
Tw = 2000 K (upper) and 3000 K (lower). The freestream flows from left
to right.
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3.5. Concluding remarks

We have used DSMC to analyse the detailed flowfield structure in the sur-
roundings of a meteoroid at different conditions, spanning a broad spectrum of
Knudsen and Mach numbers. For this purpose, an evaporation boundary con-
dition has been employed relying on a multicomponent multiphase equilibrium
solver. With respect to the usual approach, this boundary condition can take
into account condensation fluxes and the backscattering of molecules at the
wall. Secondly, we have computed the transport properties of the metals in the
gas phase starting from Lennard-Jones potentials. This new data has enabled
comparison with experimental values for viscosities and thermal conductivities
available in the literature for some neutral alkali species. Moreover, DSMC in-
elastic cross sections have been derived based on Drawin’s methodology, and a
link with the classical theory on ionisation efficiencies has been provided. This
set of data, comprised of elastic and inelastic cross sections, may be useful to
scientists as a reference database for future theoretical and numerical studies
and can be used independently of the DSMC method.
According to the preliminary trajectory analysis performed in Chapter 2, we

have decided to model the flow around a 1 mm meteoroid evaporating, not far
from its melting condition. A high level of thermal nonequilibrium has been
measured in the head of the meteor. At higher altitudes, the vapour can travel
upstream without interacting much with the incoming jet. On the other hand,
the interaction between the vapour and the incoming jet is significant at 80
km, especially in the condition of intense evaporation.
The ionisation of sodium turned out to be the dominant process in the pro-

duction of free electrons, and hyperthermal air-vapour collisions play the most
important role in this process. The ionisation of air species, which is not con-
sidered by the classical theory of meteors, is always comparable, if not higher,
to that of Mg and Fe. We have also proposed a methodology through which
DSMC can be employed as a numerical experiment to provide ionisation coef-
ficients to be used as input in synthetic models.



CHAPTER 4

Experimental Characterisation of
Meteorite Ablation

“One of the greatest pains to human nature is the pain of a new
idea.”

– Walter Bagehot

4.1. Introduction

Meteoroids present many similarities with the Thermal Protection Systems
(TPS)1, and they can be studied taking advantage of the well established tech-
niques in the field of heat shield characterisation. Ground experiments provide
the opportunity to look at the meteor phenomenon in detail, with the possibil-
ity of focusing on the gas-surface interaction for well-defined flight conditions
and material properties.
In this chapter, we present two distinct experiments, which have been per-

formed in two different facilities: the VKI Plasmatron wind-tunnel [Bottin
et al., 1999] and the NASA Ames Laser Hardened Materials Evaluation Lab-
oratory (LHMEL) facility [Hull and Lander, 1996]. These setups are charac-
terised by different working principles, allowing us to span a range of ablation

Parts of this chapter are the result of collaborative work and have been published in

1. B. Helber, B. Dias, F. Bariselli, L. F. Zavalan, L. Pittarello, S. Goderis, B. Soens,
S. J. McKibbin, P. Claeys, T. E. Magin, Analysis of meteoroid ablation based
on plasma wind-tunnel experiments, surface characterization, and nu-
merical simulations, The Astrophysical Journal, 876(2):120-134, 2019
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conditions: from mild to intense evaporation; from convective- to radiative-
dominated heat fluxes2. On the one hand, the subsonic 1.2 MW inductively-
coupled plasma wind-tunnel at VKI can reproduce the aerothermodynamic
environment of atmospheric entry in the boundary layer of a test object for
a wide range of pressures (between 5 and 200 mbar), but relatively low heat
fluxes (from 0.5 to 16 MW/m2). On the other hand, the LHMEL laser ablation
experiment guarantees high heat sources (from 40 to 160 MW/m2 for the test
campaign presented here), and it is suitable for detailed analysis of gas-surface
interactions. Although a high-powered laser essentially fails in reproducing the
intensively reactive plasma around the material, it provides significant radiative
heat fluxes, such as those experienced by a meteoroid due to the incandescent
shocked gas.
First of all, this chapter aims to yield insight into the mechanisms charac-

terising meteoroid ablation. For this reason, experiments are followed by a
multiscale analysis of the surface to gain a better understanding of the thermo-
chemical mechanisms occurring during material degradation. Second, the ex-
perimental surface temperature data are used to build a thermal response model
of the material by solving the heat conduction equation in a one-dimensional
Cartesian domain. This provides a more detailed understanding of the surface
energy balance and heterogeneous chemical reactions, and it allows us to test
the evaporation sub-models introduced in Chapters 2 and 3.
The chapter is structured as follows. In the following section, we present a re-

view of the literature on experimental meteorite characterisation. Section 4.3
and Section 4.4 are the core of the chapter. Section 4.3 is devoted to a de-
scription of the VKI plasma wind-tunnel experiment, while Section 4.4 deals
with the analysis of the results from the NASA Ames laser ablation tests. For
both of these sections, first, we present methodology, materials, and testing
conditions. Second, we examine the acquired pictures, and we proceed to the
chemical characterisation of the resulting materials, which highlight the main
gas-surface interaction mechanisms. Finally, surface measurements are shown
and discussed. These measurements are compared with simulations results
obtained using a material response code. In Section 4.5, the conclusions are
drawn.

4.2. Literature review on meteorite experiments

The first seminal experiments on meteorite ablation date back to the second
half of the 19th century, when the French geologist and mineralogist Gabriel
Auguste Daubrée tried to replicate physical features of meteorites by directing
a jet of hot gas obtained from gunpowder onto millimetre-sized zinc pellets
[Howarth, 2006]. However, we have to wait till the middle of the 20th century
to witness the second wave of ground experiments.

2We have to remark that none of these two facilities can reproduce the low-pressure condi-
tions experienced by radio meteors.
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Thomas and White [1953] compared the atomic spectra of observed mete-
ors with those obtained by ultra-speed pellets in a ballistic facility. Almost 10
years later, the interaction between a hypersonic flow and an axially symmetric
ablator was investigated by Zotikov [1962] by ensuring the stagnation temper-
ature of the flow exceeded the melting temperature of the body. The process of
ablation was observed visually and photographed with a motion picture cam-
era. Attention was paid to the shape and form of the samples after ablation.
As a result, general laws of the process of body ablation were obtained, as well
as quantitative data on heat transfer in the range of the parameters of the
experiment.
The first experiments in an Arcjet facility at NASA Ames were performed by

Shepard et al. [1967] who compared the luminous intensity of meteorite ana-
logues, such as gabbro and basalt, with stony meteorites. The authors observed
similar intensities from artificial and natural meteorites proposing the use of
artificial samples to gain better knowledge of the ablation of asteroidal meteors.
Using the same facility, Allen and Baldwin [1967] studied the effective density
variation of potential cometary type meteors due to the frothing phenomenon,
i.e. the formation of foam and small bubbles at the surface of the meteoroid.
These types of meteoroids are expected to include a high water content,

which evaporates when certain conditions are reached resulting in a density
anomaly. Bronshten [1983] conducted experiments on samples of stony and
iron meteorites in an inductively-coupled plasma facility. After an initial stage
during which the sample warms up, softens, and liquefies, the sample started
to ablate. From the observations, it was possible to infer that melting and
mechanical disintegration were probably dominant at altitudes lower than 100
km, with the direct vaporisation of material dominating only above 120 km.
As the author admitted himself, however, it is questionable that the mentioned
experiments had been able to replicate the extreme environment taking place
during hypervelocity atmospheric entry, with realistic surface temperatures and
heat fluxes. A series of experimental studies on ablation were also conducted
by Blanchard and Cunningham [1974]. Experiments on a meteorite analogue,
olivine, showed a similar fusion crust and oxidation level as the recovered car-
bonaceous chondrite meteorites. The authors pointed out that the elemental
and mineralogical composition as well as the morphological and textural fea-
tures must be taken into account.
More recently, three series of experiments have been performed making use

of improved measurement and inspection techniques (see Table 4.1). In spring
2016, Helber et al. [2019] tested some alkali basalt samples and one H5 El
Hammami meteorite sample in the VKI Plasmatron facility. The objective
of this study was the characterisation of the gas-surface interaction processes
occurring at the stagnation point, with focus on surface temperature mea-
surements, spatially-resolved spectral features of the evaporating gases, visual
observation of the surface, and sample recovery for a posteriori material anal-
ysis. The results of this work will be summarised in Section 4.3. In another
recent work, Loehle et al. [2017b] tested an H4 chondrite and analogue samples
at the Institut für Raumfahrtsysteme (IRS) with the objective of gaining a
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better understanding on the ablation process and associated spectral features.
Cylindrical-shaped samples were exposed to high heat flux to the point of com-
plete disintegration. The spectra measured by Echelle spectroscopy gave a good
comparison with flight data. The surface quickly reached a constant tempera-
ture at around 2400 K. In the work by Agrawal et al. [2018], the extreme entry
conditions experienced by the Chelyabinsk meteorite during its entry were re-
produced. Two samples of the H5 Tamdakht chondrite and one iron meteorite,
all carved into spherical cone shapes, were exposed for few seconds to a plasma
flow in the Arcjet Interaction Heating Facility of NASA Ames Research Center.
The chondrite resisted for 2 s while the iron meteorite was completely destroyed
after 2.5 s. For all samples, substantial removal of the melt by shearing effects
was observed and values for the effective heat of ablation were derived leading
to an improvement of the current models. However, the experimental repli-
cation of meteor entry in a clean plasma flow is a challenging procedure. For
instance, the main disadvantage of Arcjet facilities is the presence of copper
in the flow due to cathode erosion and degradation possibly catalysing surface
reactions.

In parallel to the experiments in high-enthalpy facilities, intensive evapora-
tion has been studied by directing a high-power laser beam towards the surface
of meteorite test samples. This type of experiment is designed to reproduce
the strong heating rate on the surface upon the entry of a bolide at high veloc-
ities. In Milley et al. [2007], the authors investigated the production of light
during meteor ablation to better estimate the luminous efficiency. The expand-
ing vapour was observed by CCD detectors used for meteor observations. The
spectral features contained mainly neutral atoms and light production from the
vapour was observed even in the absence of high-speed collisions with air con-
stituents. The same technique was used by White and Stern [2017] at NASA
Ames to study the thermo-chemical behaviour of the material when subjected
to high heat fluxes. We will come back to this experiment in Section 4.4, where
we will also present results from the chemical characterisation of the material
recovered after the tests, and we will simulate the thermal response.

Ferus et al. [2018] developed a methodology to analyse and interpret real-time
plasma spectra from meteor detections using a calibration-free method. The
method was validated by comparison with laboratory experiments in which
measurements, performed by using Laser-Induced Breakdown Spectroscopic
(LIBS), allowed quantitative determination of elemental compositions and tem-
peratures in Perseid and Leonid events. In the work of Bones et al. [2016], a
novel facility (The Meteoric Ablation Simulator) was presented to study differ-
ential evaporation in interplanetary dust particles (< 50µm) in free molecular
flow. The authors were able to produce a controlled heating rate to represent
entry conditions and to measure impact ionisation coefficients for the interpre-
tation of radio and radar observations. Gómez Martín et al. [2017] observed
differential ablation effects showing that sodium is the major contributor for
radio observation due to its high volatility and low ionisation energy.
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Table 4.1.: Comparison of recent meteoroid ablation test campaigns in different
high-enthalpy facilities, in terms of chamber pressure p, cold-wall heat flux qcw,
enthalpy hE, and configuration. References: (1) Helber et al. [2019] (Present
work); (2) Loehle et al. [2017b]; (3) Agrawal et al. [2018].

Facility p qcw hE Configuration Ref.
hPa MW/m2 MJ/kg

VKI Plasmatron 15-200 1-3 24-54 Stagnation point 1
IRS Arcjet 24 16 70 Cylindrical sample 2
Ames Arcjet 14 40 20 Full axisymmetric body 3

4.3. The VKI Plasmatron experiment

In this section, we present the results obtained in spring 2016, during an exper-
imental campaign in the VKI inductively-coupled plasma wind-tunnel (Plas-
matron). The experiments were performed by Dr Helber. The chemical and
petrographic analysis of the virgin and recovered samples was performed by
the AMGC research group led by Prof. Claeys at the Vrije Universiteit Brussel
(VUB).

4.3.1. Facility, measurement techniques and methods

The experimental setup installed at the Plasmatron facility offers intrusive and
non-intrusive (optical) measurement techniques. Instrumentation for the ma-
terial analysis of this work consisted of a digital camera, a 2-colour pyrometer,
a broadband radiometer, and three spectrometers as detailed below. During
this investigation, the main data of interest comprised the surface response to
the incoming air plasma in terms of temperature, mass loss, and species ejected
into the boundary layer. The setup used for spectroscopy, and the collected
spectroscopic data are not reported here and can be found in Helber et al.
[2019].

Plasmatron facility description

The VKI Plasmatron facility has been used for the reproduction of the aerother-
modynamic environment of atmospheric entry plasma flows, creating a high-
enthalpy, highly dissociated subsonic gas flow [Bottin et al., 1999]. It is equipped
with a 160 mm diameter Inductively Coupled Plasma (ICP) torch powered by
a high-frequency, high-power, high-voltage (400 kHz, 1.2 MW, 2 kV) generator
(MOS technology). The gas is heated by induction through a coil, creating
a high purity plasma flow. Three probe holders are installed in the Plasma-
tron facility next to each other, which can be exchanged independently by a
pneumatic mechanism. One holds the test sample, whilst the other two are
used for heat flux and Pitot pressure measurements in the same experimental
run as the ablation test. For the results presented throughout this section, the
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time indication t = 0 s corresponds to the injection of the test sample into the
plasma flow. The sample was attached to a sample holder located 445 mm
downstream of the plasma jet exit. After reaching the target testing condition
(testing chamber static pressure and heat flux), the sample was inserted using
the pneumatic mechanism.

Experimental diagnostics and methods

A schematic of the experimental setup for in-situ ablation measurements can be
found in Figure 4.1 [Helber et al., 2014, 2016], and it is reviewed below. We used
a 2-colour pyrometer, employing a wide (0.75 to 1.1 µm) and narrow (0.95 to
1.1 µm) spectral band for the temperature determination at a 1 Hz acquisition
rate (1300 to 3300 K). Using two narrow wavelength bands and assuming a
constant emissivity over this wavelength range allows an emissivity-independent
surface temperature determination. The pyrometer was pointed and focused
at the stagnation area of the sample through a 1 cm thick glass window, at
an angle of ≈ 35◦ with respect to the stagnation line. The instrument was
calibrated up to 3300 K, which resulted in δTw = ±15 K in the observed
temperature range.
A broadband infrared radiometer recorded the surface radiance in a broad

spectral range (0.6 − 39µm). Assuming a test object following gray body be-
haviour, this instrument allows estimation of the hot wall emissivity by using
the 2-colour pyrometer surface temperature as black body radiance reference
and the in-band (0.6 − 39µm) radiance provided by the radiometer. For this
work, the broadband radiometer was calibrated using a black body source up
to 1770 K, assuming that emissivity is constant up to 10 µm. The integrated
spectral radiance beyond 10 µm at this temperature only constitutes 2% of
the total radiation and it is thus assumed that emission above 10 µm can be
neglected.
The front surface was monitored by a 14 bit CCD camera providing snap

shots throughout the experiment. Synchronised with the camera were Optical
Emission Spectroscopy (OES) measurements, which consisted of three low-
resolution, wide-range spectrometers, providing information of the emission
spectrum upstream of the test specimen.
Full details of the instrumentation can be found in Helber et al. [2019].

Test samples

Two different samples were cut into a cylindrical shape with diameter d =
16 mm and length l = 6 mm using a commercial diamond-embedded drill bit.
Each sample was embedded in a hemispherical holder of 50 mm diameter and
45 mm length made out of cork-composite ablative material (Figure 4.2). This
sample holder had two main objectives: firstly, insulating the test sample from
side-wall heating, allowing a one-dimensional heat conduction approach; and
secondly, to provide a test shape of known geometry in order to be able to
perform an extensive plasma flow characterisation by intrusive probes and nu-
merical rebuilding. The employed cork composite material is highly insulating
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Figure 4.1.: Schematic of the Plasmatron experimental setup (not to scale)
with diagnostics for meteor ablation analysis.

and the only source of heat delivered to the test sample can be assumed to be
coming from the stagnation region. A graphite holder of the same geometry
was also designed and employed in a second test campaign for which the results
are presented in Pittarello et al. [2019]. The main disadvantage of the graphite
configuration was a strong three-dimensional heating of the test sample due to
the high thermal conductivity of graphite, making a numerical analysis of the
experimental results difficult. By contrast, the main drawback of using a cork
housing was the pollution of the boundary layer with cork ablation products as
detected by the spectrometers. For future experiments, we suggest using a pure
test sample, as done by Loehle et al. [2017b], without any additional interfaces
that could contaminate the recorded data, such as a single sample in the desired
test shape (e.g. hemisphere). However, meteorite samples for such destructive
tests are difficult to obtain, especially of a reasonable size to be machined into
the desired shape, and the strong sidewall heating in such case would make the
thermal analysis more difficult compared to the one-dimensional approach we
applied in this work. In addition, such a sample might be completely destroyed
during the experiment because of the fast heating, hampering recovery and
further analyses of the resulting material (no material remainders have been
analysed in Loehle et al. [2017b]).

Two different materials were chosen as test samples: a fragment of alkali
basalt (AB) serving as analogue meteoritic material; and a piece of the El
Hammami H5 ordinary chondrite (OC). Their main characteristics are reported
in Table 4.2. The densities were obtained by weighing the samples and assuming
a perfectly cylindrical shape. Physico-chemical properties were determined by
Pittarello et al. [2019] and are briefly presented below.



66 Chapter 4. Experimental Characterisation of Meteorite Ablation

Figure 4.2.: Schematic of the sample and its cork holder for the Plasmatron
experiment. Material sample (ordinary chondrite or alkali basalt) of 16 mm
diameter embedded in the sample holder in stagnation point configuration.

Table 4.2.: Characteristics of the two samples tested in the VKI Plasmatron
facility.

Material l d m ρ
ID [mm] [mm] [g] [kg/m3]

AB 6 16 2.74 2400
OC 6 16 3.65 3026

Alkali basalt Being a mineralogically simple material, basalt is one of the most
common igneous rocks on Earth and its bulk composition roughly resembles
that of chondrites and more closely matches stony achondrites. This specific
sample is an alkali-basalt with approximately 50 wt. % of SiO2. The chemi-
cal composition of the basalt was determined by the AMGC research group at
VUB. They used µ-X-ray fluorescence (µ-XRF) and a Scanning Electron Mi-
croscope (SEM), coupled with Energy-Dispersive X-ray Spectroscopy (EDS).
Results from this analysis are presented in Table 4.3. For details on the analyt-
ical conditions, we refer to Pittarello et al. [2019]. The semi-quantitative anal-
ysis shows a material particularly enriched in volatiles with SiO2 and Al2O3 as
major components, indicating a high feldspar content typical of mafic, basaltic
rocks. Basalt densities commonly vary between 2700 and 3300 kg/m3 making
our sample slightly lighter (2400 kg/m3) than average basalt. The equilibrium
melting temperature of most basalts is generally in the range between 1273 and
1473 K, as average thermal conductivities vary between 1.69 and 2.11 W/m/K
[Eppelbaum et al., 2014]. The specific heat of basalts is generally between 840
and 1230 J/kg/K with a heat of fusion of ≈ 500 kJ/kg [Kojitani and Akaogi,
1995].

Ordinary chondrite Ordinary chondrites represent the vast majority of all
meteorites recovered on Earth. These meteorites are thought to come from a
relatively small number of asteroids located in near-Earth orbits (e.g., Vernazza
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et al. [2015]). They comprise a range of particle types, from fine dust-like ma-
trix to millimetre-scale chondrules, which are solidified molten droplets after
which chondrites are named. They are often considered the primary building
blocks of most large solar system objects. Among these, class H ordinary chon-
drites have a relatively reduced chemical composition and therefore are suitable
to highlight possible redox processes induced by interaction with atmospheric
oxygen. The class H ordinary chondrite El Hammami (petrologic type 5) was
selected. The petrologic type defines the thermal metamorphism experienced
in the parent body, from 3 to 6 (or 7) for ordinary chondrites, for increasing
chemical equilibration. A meteorite with a high petrologic type (5 to 6) will,
therefore, exhibit homogeneous compositions for each mineral phase. The che-
mical characterisation of a silicate portion of the sample was performed by the
AMGC research group at VUB. The results from Laser Ablation-Inductively
Coupled Plasma-Mass Spectrometry (LA-ICP-MS) [Pittarello et al., 2019] are
reported in Table 4.3, where the average composition of H chondrites reported
by Jarosewich [1990] is also presented as a reference. In Yomogida and Matsui
[1983], the authors computed bulk densities in a range between 3350 and 3690
kg/m3 for H chondrites. In the same study, thermal conductivities were mea-
sured between 0.415 and 3.85 W/m/K. In the case of H chondrites, the specific
heat range is 500 to 900 J/kg/K between 200 and 600 K [Yomogida and Mat-
sui, 1983], while several studies show average values around 700 J/kg/K for
temperatures close to 300 K [Consolmagno et al., 2013].

Table 4.3.: Major species chemical composition before the experiments. Che-
mical composition was determined by means of µ-XRF for the alkali basalt
(AB) and LA-ICP-MS for the ordinary chondrite (OC-silicate portion). For
the latter, a reference value from literature is also provided [Jarosewich, 1990].

Mat. SiO2 TiO2 Al2O3 Na2O K2O CaO FeO MgO
ID [wt %]

AB 52.3 1.2 22.3 6.7 6.2 5.2 5.0 0.6
OC 50.7 0.1 1.7 1.6 0.1 2.3 15.9 26.0
OC-Ref. 36.6 0.1 2.1 0.8 - 1.7 11.9 23.1

4.3.2. Test parameters and rebuilding of flight conditions

The Local Heat Transfer Simulation (LHTS) methodology was originally de-
veloped by Kolesnikov [1993] and allows us to duplicate flight conditions at
the stagnation point (reproducing the stagnation point convective heat flux),
by matching the boundary layer edge total enthalpy hE, pressure pE, and the
radial velocity gradient in radial direction at the wall βE between ground ex-
perimental and flight conditions. Quantity βE represents the inverse of the
characteristic advection timescale at the stagnation point, and it permits to
mimic flight chemical conditions in the ground test.
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The subsonic Plasmatron flowfield was numerically simulated by solving the
Navier-Stokes equations coupled with the Maxwell equations for the electro-
magnetic field created by the coil (VKI ICP code [Degrez et al., 2004, Van-
den Abeele and Degrez, 2000, Magin and Degrez, 2004]). This provides the
boundary layer velocity gradient βE and boundary layer thickness, as well as
an initial streamwise velocity for the characterisation of the boundary layer
around the test sample under local thermodynamic equilibrium and axisymmet-
ric flow assumptions [Barbante and Chazot, 2006]. The hydrodynamic bound-
ary layer edge parameters (temperature TE, density ρE, and velocity vE) are
determined through an iterative procedure using the VKI boundary layer code
[Barbante et al., 2002], which takes as input conditions the flow quantities de-
termined from the VKI ICP code, as well as the experimental heat flux and
Pitot pressure measurements. The VKI boundary layer code consists of solving
the chemically-reacting stagnation line boundary layer over a catalytic surface
under chemical nonequilibrium conditions, assuming fixed wall catalytic prop-
erties for copper and a cold-wall temperature for the heat flux probe. A more
detailed description of this procedure applied to ablation tests can be found in
Helber et al. [2015].
We chose three test conditions, often used for TPS testing, which are charac-

terised by a high level of confidence in terms of repeatability and flow behaviour.
In addition, these experimental conditions were chosen to allow the recovery
of the sample for surface characterisation analysis after the tests. The experi-
mental conditions are listed in Table 4.4. In this chapter, we present results for
Condition (1), whilst Conditions (2) and (3) are relevant for the surface char-
acterisation presented in Pittarello et al. [2019]. Notice that the cold-wall heat
flux qcw was measured by means of a cylindrical calorimeter probe for Condi-
tion (1) and a hemispherical calorimeter probe for Conditions (2) and (3). The
values presented in Table 4.4 are given for a hemispherical calorimeter, or its
equivalent for Condition (1).

Table 4.4.: Plasmatron test conditions. Data include experimentally measured
static pressure p, generator electric power Pel, and mean cold-wall heat flux qcw,
as well as numerically rebuilt boundary layer edge values of enthalpy hE, gas
density ρE, gas temperature TE, axial velocity vE, and boundary layer gradient
βE.

Experimental Numerical

Cond. p Pel qcw hE ρE TE vE βE

ID [hPa] [kW] [MW/m2] [MJ/kg] [g/m3] [K] [m/s] [1/s]

(1) 200 206 1.2 24 7.0 6293 26 1230
(2) 220 310 3.0 42 4.3 8079 55 4480
(3) 15 373 3.1 54 0.3 9229 687 29 790

A numerical procedure was used to infer flight conditions from the experi-
mental ones. We can write momentum and energy balances across the shock
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wave that develops during flight in a continuum flow. These balances take the
name of Rankine-Hugoniot jump relations and read as

p∞ + ρ∞V
2
∞ = pE (4.1)

h∞ +
V 2
∞
2

= hE, (4.2)

in approximated form. Quantities p∞ and h∞ represent the atmospheric pres-
sure and enthalpy at the flight altitude, while post-shock quantities, which are
denoted with subscript E, are equivalent to ground-test values, if we count on
the LHTS assumption. By solving these relations for a thermally perfect gas, a
contour map of post-shock enthalpy hE and pressure pE was defined for a range
of freestream velocities and altitudes. An equivalent flight radius can also be
computed by means of the modified Newtonian theory [Anderson, 2000]

Rfl =
1

βE

√
2(pE − p∞)

ρE,fl
, (4.3)

where ρE,fl represents the flight boundary layer edge density obtained from
Equations 4.1 and 4.2 and the perfect gas law.
The three experimental conditions are shown in Figure 4.3. For the exper-

imental results reported here, Condition (1) corresponds to a 3.8 m diameter
object (2 × Rfl), flying at a velocity of 6.9 km/s, at an altitude of 54.7 km.
Fireball trajectories for two well-known events are also reported in Figure 4.3:
one can observe that the range of velocities of the two bolides, Benes̆ov and
Chelyabinsk, are higher than our experimental conditions. For the sake of
comparison, we also show the trajectory of one of the meteors detected by
Jacchia and Whipple [1961] through Super-Schmidt cameras. This particular
event was selected because of the low speed and altitude range, which makes
this condition easier to replicate. In our experiments, we chose a lower heat
flux condition than what can be assumed from existing meteor observations to
avoid complete destruction of the samples and ensure successful recovery of the
modified basaltic and chondritic materials. Recovery of modified experimental
samples enabled us to set a further objective in this experimental campaign,
which was a complete petrographic and geochemical characterisation and com-
parison with natural meteorite fusion crust. Future work may include testing
at higher heat fluxes, reproducing smaller meteoroids at higher entry velocities.

4.3.3. Experimental results

In Table 4.5, we present an overview of the main results for both materials
in terms of maximum surface temperature, test time, and total mass loss. In
our tests, the basalt sample broke soon after injection into the plasma (after
about 8 s), and the test run was aborted. The fracturing of the basalt can be
ascribed to thermal fracturing, probably resulting from the mineral flow fabric
(crystal alignment reflecting flow of the original lava before solidification) and
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Figure 4.3.: Duplication of the Plasmatron test conditions to flight conditions.
The Benes̆ov fireball reported by Borovička and Spurný [1996] has an estimated
value at entry conditions of 2.3 m diameter body with 21.3 km/s velocity. The
Chelyabinsk event is estimated to be 18 m in size, with an entry velocity of
19 km/s [Borovička et al., 2013]. The trajectory #6882 is one of the 413
photographic meteors reported by Jacchia and Whipple [1961] and Shepard et al.
[1967]. The sizes of these bodies are not reported.

strong, igneous crystalline texture. Anisotropies in the basalt result in internal
stress during temperature increase, due to different thermal expansion coeffi-
cients among minerals or even preferred orientation of minerals. In contrast,
the ordinary chondrite withstood the plasma flow during the entire test time of
21 s without fracturing, probably because of its predominantly granular meta-
morphic texture (rather than igneous). In fact, the ordinary chondrite sample
only lost 3 mg during those 21 s, starting from an original weight of 3.65 g.
This illustrates that, although the surface appeared to be boiling and frothing,
only a little material volatilisation took place and not much mass was injected
into the boundary layer, allowing the recovery of the ablated material.

Table 4.5.: Overview of Plasmatron results for Condition (1). Data for alkali
basalt (AB) and ordinary chondrite (OC) includes test sample exposure time
τ , mean surface temperature Tw, total mass loss ∆m, and surface emissivity ε.
Due to the fracturing of the material, the total mass lost by the basalt sample
could not be determined.

Material τ Tw ∆m ε
ID [s] [K] [mg] [-]

AB 8 2280 n/a 0.74
OC 21 2360 3.0 0.69

Snap shots taken throughout the experiment indicate the formation of gas
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bubbles on the surface shown in Figure 4.4 and Figure 4.5. The frothing ap-
peared earlier for the basalt sample (after 2 s of plasma exposure) than for the
ordinary chondrite (5 s after plasma exposure). A possible explanation for this
observation may lie in the fast evaporation of the volatile elements for which
the concentration is considerably higher in the basalt sample (see Table 4.3). In
gases of solar composition, Na and K have 50% condensation temperatures of
958 and 1006 K respectively; for Fe this is 1334 K [Lodders, 2003]. One should
note that during hypersonic flight this frothing layer can be removed by the
aerodynamic forces as suggested by Allen and Baldwin [1967]. However, this
aspect of the flow cannot be appreciated in the stagnation point configuration
and, more in general, it cannot be taken into account by LHTS similarity rules.

Figure 4.4.: Snap shots (upper left to lower right) during alkali basalt test at
1.2 MW/m2 and 200 hPa highlight boiling of the surface after 2 s (time from
injection indicated in each image); the sample broke out of the sample holder
after 8 s and the test was aborted.

Photographs taken before and after each experiment are shown in Figure 4.6
and Figure 4.7. The alkali basalt had glassy features on its surface after re-
solidification upon cooling down. These glasses have roughly the same compo-
sition as the basalt, with apparent depletion of highly volatile elements (Na and
K). The ordinary chondrite, however, displayed a reddish colour change, which
probably indicates a change of the oxidation state of the high iron content with
formation of hematite (Fe2O3) at the surface. Global oxidation of the sample
is also suggested based on petrographic observations of the resulting material,
which contains magnetite (Fe3O4) [Pittarello et al., 2019].

Surface temperature measurements

The plateau temperatures reached during these test conditions were 2280 K
for the alkali basalt (Figure 4.8 (a)) and 2360 K for the ordinary chondrite
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Figure 4.5.: Snap shots (upper left to lower right) during ordinary chondrite
test at 1.2 MW/m2 and 200 hPa highlighting boiling of the surface after 5 s
(time from injection indicated in each image); a melted surface state remained
present throughout the remaining 15 s of the test.

(a) Pre-test (b) Post-test

Figure 4.6.: Ordinary chondrite samples before (a) and after (b) plasma ex-
posure.

(Figure 4.8 (b)). Although the pyrometers measuring surface areas of 11 mm
diameter mostly covered the basalt and chondrite sample surfaces, some addi-
tional radiation, coming from the cork housing, may have been recorded by the
pyrometer. This cork housing is likely to have resulted in a different surface
temperature than the held samples, as well as in different apparent emissivities,
affecting the measured temperatures to a small degree.
The delayed temperature rise of the pyrometer with respect to the radiometer

in Figure 4.8 originated from a higher low-temperature limit for the pyrome-
ter. Especially for the intact ordinary chondrite sample, the cooling curve due
to surface radiation and internal conduction after the plasma was turned off
can be well observed. In addition, the broadband radiometer measurement
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(a) AB (b) OC

Figure 4.7.: Alkali basalt (a) and ordinary chondrite (b) samples after plasma
exposure. In the former (a), glassy features formed after the resolidification.
In the latter (b), the change of colour, probably a sign of the change in the
oxidation state of iron, is visible.
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Figure 4.8.: Surface temperature evolution of alkali basalt (a) and ordinary
chondrite (b); Radiometer measurements were recorded in a wider temperature
range but for ε = 1 (see text); Once the plasma is switched off (AB: 13 s,
OC: 21 s), the surface temperature drops immediately due to the high thermal
radiation.

served to provide an average apparent directional emissivity at those tempera-
tures for both materials (T 4

ε=1,0.6−39µm/T
4
w). This resulted in an emissivity of

ε0.6−39µm = 0.69 for the basalt sample and in ε0.6−39µm = 0.74 for the ordinary
chondrite. Those data will be used below in Section 4.3.4 for comparison to a
one-dimensional numerical model.

Chemical and petrographic characterisation of the resulting material

Regarding the alkali basalt, the resulting material after the experiment mostly
consisted of homogeneous glass. The chemical composition of the glass in
comparison with that of the basalt before the experiment, showed apparent
enrichment of the melt of Ti, Fe, and Mn and depletion of Na and K. The
depletion of highly volatile alkali metals (Na and K) supports the optical emis-
sion spectroscopy measurements during the experiment. On the surface of the
glass, spherical objects were observed, with an average composition rich in
SiO2, Na2O, and K2O, suggesting condensation from the vaporised material.
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The melting of the ordinary chondrite, despite quite rapid quenching, re-
sulted in extensive crystallisation after the experiment. A rough comparison
between the bulk composition of the resulting material and the interior of the
sample, unaffected by melting, showed that the melt was overall enriched in
TiO, FeO, and Cr2O3. This apparent enrichment might result from the deple-
tion of most volatile or moderately volatile elements. The crystallised phases
are olivine and magnetite, suggesting oxidation of the Fe originally in the metal
state. Detailed characterisation of the resulting material from both experiments
is provided in Pittarello et al. [2019].

4.3.4. Material response modelling
The heat conduction code developed in Sections 2.2 and 2.3 is modified and
tailored to study the thermal response of the OC sample in the experiment, by
solving the heat conduction equation in a one-dimensional Cartesian domain

∂T

∂t
=

λ

ρcp

∂2T

∂x2
. (4.4)

Numerical results are then compared with the experimental data obtained in
Section 4.3.3. The choice of the one-dimensional approximation is supported by
the good insulation properties of the cork holder. At the stagnation point, we
applied a boundary condition constructed as a surface energy balance between
the gas and the liquid phase:

qconvw + qchemw = λ
∂T

∂x

∣∣∣∣
w

+ εσS(T 4
w − T 4

∞) + φeLe. (4.5)

The left hand side represents the heat due to the impinging plasma flow qconvw
and heterogeneous chemical reactions qchemw , while the right hand side comprises
the energy loss due to the thermal conduction inside the material, re-radiation,
and net evaporation of the surface. Concerning the physical properties, density
ρ and emissivity ε were measured. The specific heat cp and latent heat of
vaporisation Le were constrained to the values chosen by Vondrak et al. [2008]
and Campbell-Brown et al. [2013] and are summarised in Table 4.6.
The convective contribution can be estimated by the Fay and Riddell [1958]

formula:
qconvw =

Nu√
Re

√
ρwηwβE

(
hE − hw

Pr

)
, (4.6)

where the non-dimensional parameters are the Nusselt Nu, Reynolds Re, and
Prandtl Pr numbers. The Reynolds number is computed based on the equiv-
alent radius. The subscript “w” is used to refer to the stagnation point con-
dition at the wall, while “E” represents the edge of the boundary layer. More
information about this approach can be found in Turchi et al. [2015]. Condi-
tion (1) reported in Table 4.4 corresponds to a cold-wall convective heat flux
of 1.2 MW/m2.
In Section 4.3.3, the change in composition of the ordinary chondrite was in-
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terpreted as a possible change in the oxidation state of iron species, resulting in
crystallisation from the melt of magnetite (Fe3O4) and of olivine richer in FeO
than the original olivine. The formation of magnetite can be described using a
hematite-like component (Fe2O3), which is diluted by FeO in the sample. Since
oxidation is a strongly exothermic process, one cannot exclude the possibility
of such reactions contributing to the energy balance by releasing their forma-
tion enthalpy at the wall. Genge [2016] showed, that oxidation is important for
iron micrometeoroids because it proceeds faster than vaporisation. The author
reports that for wüstite (FeO) dominated particles an increase in mass of up to
23% by reaction with atmospheric oxygen can occur. In this work, we consider
reactions of the following type,

2FeO(l) +
1

2
O2(g) → Fe2O3(l) (4.7)

and
Fe(l) +

1

2
O2(g) → FeO(l). (4.8)

For example, the chemical heat flux related to the former reaction can be
written as

qchemw = 2γrpO2

√
µO2

2πkBTw
∆h0,Fe2O3XFeO, (4.9)

which is obtained by multiplying the impinging oxygen flux for the enthalpy of
reaction, ∆h0,Fe2O3

, rescaled by the molar concentration XFeO of FeO in the
material. This was computed under the assumption of local thermodynamic
equilibrium using the Plasmatron chamber pressure (which for this condition
practically equals total pressure inside the flowfield) and test sample wall tem-
perature Tw. In this formula, γr plays the role of a recombination probability
for the impinging molecular oxygen at the surface and the factor 2 provides the
correct stoichiometric constraint.

Now, we estimate the relative importance of the oxidation term with respect
to the evaporation one in Equation 4.5. Since ∆h0,Fe2O3

≈ Le, then qchemw =
2φoxLe and their net contribution to the global surface energy balance, qchemw −
φeLe, can be written as follows:

2φoxLe − φeLe =
1

2
qchemw + (φox − φe)Le ≈

1

2
qchemw , (4.10)

where φox is the input of the oxidation reactions to the overall mass balance.
The term containing Le is negligible when compared to the first one, as it is
proportional to the small mass loss, 1

πd2
∆m
τ Le. This result is used as input in

Equation 4.5.

In Figure 4.9, the comparison between the simulated and experimental val-
ues of the wall temperature is shown. Both measurements are presented, the
emissivity-independent pyrometer measurement (blue bullets), as well as the
emissivity dependent radiometer measurement (red triangles), accounting for
the estimated emissivity (Section 4.3.3). This was done because the radiometer
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Table 4.6.: Physical properties assumed for the numerical modelling of the
thermal response in the samples. Densities were measured by weighing the
cylinders and emissivity calculated as described in Section 4.3.3.

Material ρ λ ε cp Le

ID [kg/m3] [W/m/K] [-] [J/kg/K] [J/kg]

AB 2400 0.7 0.69 800 6 × 106

OC 3026 3.0 0.74 1000 6 × 106

presents a wider temperature range and was able to capture the heating up of
the material from room temperature, as well as the full cooling down for the
ordinary chondrite test. For alkali basalt, the fracturing of the sample after 8 s
did not allow us to compare the computational model to the measurements in
the cooling phase of the material.
The heterogeneous exothermic reactions play an essential role in the energy

balance and have a significant impact on the temperature profiles, as demon-
strated by Figure 4.9, where the two simulations, with and without oxidation,
are compared. Both the plateau after heating up and the cooling down are well
captured with the values of recombination coefficient γr = 0.6 (γr = 1 being
full recombination). An oxidation probability close to unity is in line with the
works of Genge [2016] and Capek and Borovička [2017].
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Figure 4.9.: Comparison of the surface temperature measurements with the
numerical simulation of the thermal response of the alkali basalt (a) and ordi-
nary chondrite (b). Exothermic heterogeneous reactions play an important role
as discussed in Section 4.3.3 and have a significant impact on the simulations.
We used the same parameter γr for modeling the basalt response as chosen for
the ordinary chondrite.
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4.4. The NASA Ames laser ablation experiment

In this section, we analyse the results from a pathfinder laser ablation exper-
iment on some meteorite samples. These experiments were designed and per-
formed at LHMEL (NASA Ames Research Center) by White and Stern [2017]
in the framework of the Asteroid Threat Assessment Project (ATAP). We ex-
amined the phenomenological aspects of the ablation process, and we modelled
the thermal response of the sample, to enable comparison with the available ex-
perimental data. Also, the fusion crust was chemically characterised by means
of SEM-EDS analysis and Raman spectroscopy.

4.4.1. Facility, setup and test conditions

A top-down schematic of the LHMEL setup can be seen in Figure 4.10. This is a
simplified schematic, in which only the main elements of the setup are reported.
In this diagram, a continuous-wave fibre laser beam (1.07 µm in wavelength)
beam enters the test area from the upper left side. A small amount of the
beam is siphoned off and redirected at a plate with the detector to the left.
This enables real-time measurement of the actual beam power as well as the
beam profile. The majority of the beam passes though and is directed at the
target, labelled in the figure as “sample”. From the upper right side, a wind-
tunnel provides a nitrogen cross-flow stream during the test. For this pathfinder
test, the cross-flow velocity was set at 1 m/s.
Also, in Figure 4.10, the locations of the high-definition cameras and the 4-

colour pyrometer are visible. The pyrometer was employed to track the surface
temperature evolution in time, enabling the comparison of the latter with a
simple thermal response model.
On the right of Figure 4.10, a detailed picture of the sample and its holder

is provided. The green spot is used to align the laser and corresponds approx-
imately to the centre of the laser beam. To accommodate the irregular shape
of the test coupons, a three point of contact spring-loaded sample holder was
employed.

Test conditions

The test matrix for this experimental campaign was designed by White and
Stern [2017] to achieve a range of radiative heat fluxes, which could be consid-
ered representative of flight conditions. Among all the performed tests, only
a subset of them were selected and are reported in Table 4.7. Our investiga-
tion will only be focused on these conditions. As can be seen, the beam was
operated at nominal powers ranging from 5 up to 20 kW, corresponding to
approximate unblocked heat flux values from 46 to 157 MW/m2, assuming a
1.1 cm laser spot diameter, and an adsorption coefficient around 0.9. All tests
were carried out at ambient pressure.
Before testing the actual meteorite fragments, the exposure times were cali-

brated using basalt samples and tailored to ablate the sample up to half of its
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Figure 4.10.: On the left, a schematic of the experimental setup employed for
the NASA Ames laser ablation experiment. The layout shows incident laser,
detectors, optics table, and wind tunnel. On the right, a picture of a Tamdakht
sample in its holder. The green laser spot is the alignment beam. Credits of the
NASA Ames Research Center.

depth.

Table 4.7.: Test matrix reporting the conditions selected from the full NASA
Ames laser ablation experimental campaign.

Cond. Pel qradw τ
ID [kW] [MW/m2] [s]

(1) 5 46 2.5
(2) 10 97 1.3
(3) 20 157 0.6

4.4.2. Test samples
On 20 December 2008, at 22:37 local time, the inhabitants of south-western and
central Morocco witnessed an intensive long lasting fireball, descending in an
almost horizontal trajectory from the west coast towards the High Atlas. The
first fragments of a parent body estimated in 100 kg were found two weeks later
in the vicinity of Tamdakht (Ouarzazate). The Tamdakht meteorite was found
to be a class H ordinary chondrite (petrologic type 5). For a literature review
on the chemical and physical properties of ordinary chondrites, the reader can
refer to Section 4.3.1.
At NASA Ames, the investigators cut some of the original Tamdakht mete-

orite fragments into 1 cm thick slices using a diamond-edged saw blade. The
flat cut surface was then ground lightly to remove any macroscopic grooves
from the saw blade, as well as to try to create a uniform surface. This flat
surface was exposed to the laser beam. The remaining edges were left in their
original state.
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Chemical characterisation of the virgin material for the Tamdakht
meteorite

Some specimens of the Tamdakht meteorite were delivered to us to perform
chemical characterisation and micrographs of the virgin material. This analysis
was carried out at the SURF research group lab of the VUB.
We are interested in examining morphology and chemical composition of the

original surface. This investigation is relevant for a proper understanding of the
ablation process, and to constrain the chemical composition in the subsequent
modelling phase of the thermal response. For this purpose, we employed an
electron microscope coupled with EDS. EDS provides semi-quantitative chemi-
cal analysis of the investigated phases and qualitative distribution throughout
the sample of selected chemical elements. In a second step, the identification of
the investigated phases was performed with Raman spectroscopy, which char-
acterises the vibrational stage of chemical bonds in the crystal lattice.
For the following analysis, no particular preparation was performed on the

samples, whose surface was not polished or carbon coated to prevent charging
of the surface.3

SEM-EDS analysis SEM produces high-resolution micrographs of the surface
by scanning the sample with a narrow, high-energy beam of primary electrons.
The interaction of the electrons with the atomic structure of the material leads
to the elastic backscattering of primary electrons, production of secondary elec-
trons, and photon emission from the surface. The number of electrons locally
emitted by the surface is linked to its morphology, and it allows us to build
up the final image. The emitted light in the form of X-rays has frequencies
characteristic of the electronic structure of the excited atoms. It can be mea-
sured by EDS detectors, allowing the concentration of a particular element to
be identified in a specific position and to show spatial variation of elements.
In Figure 4.11, we provide the image from the backscattered electron de-

tector (working distance (WD) set to 16.3 mm and acceleration voltage (AV)
of the electron gun set to 15 kV) which provides information related to the
atomic number of the investigated phase. In particular, the higher the molecu-
lar weight, the brighter the surface appears. SEM analysis of the virgin material
reveals irregular bands of a heavy species and spherical amoeboid formations.
The surface is characterised by a crystalline structure and presents cracks and
irregularities.
Species concentrations of the virgin material are reported in Table 4.8. EDS

analysis detected Fe, Si and Mg in similar concentrations (around 15% each).
Carbon fractions are also important (up to 10%). This can be attributed
to contamination of the samples, occurring in the vacuum chamber upon the
deposition on the surface of hydrocarbon molecules from the pumping system.
Other refractory metals (Ca, Al, Ni, Cr, Mn, and Ti) were found in lower, but

3For example, in SEM, a conductive layer can be applied to improve the imaging of the
samples.
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still relevant, concentrations (in total around 3.5%). Volatile species, such as
S (1.8%), Na (around 1%), and K (< 0.1%) were also detected.
Figure 4.12 shows a spatially resolved elemental map from EDS. The heavy

species bands displayed in Figure 4.11 are found to be a metal iron phase. These
bands are embedded in a olivine-pyroxene matrix. In Figure 4.12, some of the
metallic bands show the presence of nickel and others of sulphur. Although
EDS does not provide information on the nature of the lattice structure, the
spatial correlation in these pictures may give an indication about the presence
of ferronickel minerals (such as kamacite or taenite), and iron sulfide minerals,
such as troilite (FeS). Finally, EDS highlighted similar patterns for aluminium,
sodium, and calcium, elements that often bond together in rocks to form pla-
gioclases minerals, i.e. CaAl2Si2O8 and NaAlSi3O8. These speculations should
be supported by further dedicated analysis.

100 m

Figure 4.11.: SEM pictures of the virgin material of the Tamdakht meteorite.
The heavy species metal phase can be distinguished. On the left, we can see one
of the samples before the test. Pictures are not in the same scale.

Table 4.8.: EDS analysis of the virgin surface on the Tamdakht meteorite.
Elements sorted by melting point, from the highest to the lowest. Cr, Mn, and
Ti are present as trace species (< 0.3 wt %).

Surface C Fe Ni Si Ca Al Mg S Na O
region [wt %]

Virgin 9.9 14.4 0.8 16.0 1.2 1.2 14.4 1.8 0.9 38.7

Raman spectroscopy qualitative analysis This technique relies on the inter-
action of a monochromatic light beam with the lattice. In particular, the fre-
quency of a fraction of the incident light is shifted upon the inelastic response of
the molecules in the lattice. A Raman spectrum (Figure 4.13) presents a num-
ber of bands at different wavelengths, each of which corresponds to a change in
colour of the scattered light. These shifts in energy are characteristic of specific
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Figure 4.12.: Elemental distribution of the virgin surface of the Tamdakht
meteorite. Results obtained using EDS analysis. From the spatial correlation of
the elements, we may infer the possible presence of troilite (FeS) and plagioclase
minerals (CaAl2Si2O8 and NaAlSi3O8).

chemical bonds, therefore providing information about the mineral structure
of the sample.
In order to detect specific minerals, we compared measured spectra with ref-

erence spectra from the RRUFF online database [Lafuente et al., 2015]. The
shift of the peaks clearly reveals the nature of the silicate matrix: in Fig-
ure 4.13 (a), we can see the signature from olivine (Mg, Fe)2SiO4 (the spec-
trum of its endmember forsterite Mg2SiO4 is provided for comparison); in
Figure 4.13 (b), the signature from pyroxene (Fe,Mg)SiO3 is recognised. For
comparison, we provide the signature of the pyroxene endmember enstatite
(MgSiO3).

4.4.3. Experimental results

In order to obtain a qualitative picture of the different mechanisms playing a
role in the ablation process, we start analysing the results from the sequences
obtained with the high-definition camera. In fact, going into this test campaign,
an open question was whether vaporisation would dominate at the range of
heating rates provided by the experiment.
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Figure 4.13.: Raman spectra sampled from the virgin surface of the Tamdakht
meteorite (measurement , RRUFF reference spectrum , ): (a) sig-
nature from the olivine phase; (b) signature from the pyroxene phase compared
to that of enstatite.

As soon as the laser beam hits the material, a thick and dense plume devel-
ops from the surface (Figure 4.14 - Frames 1 and 2). This process is extremely
abrupt because of the fast rise of the temperature, as shown by the measure-
ments collected by the 4-colour pyrometer and discussed later on in this section.
Contrary to the Plasmatron experiments previously presented in Section 4.3,

vaporisation is the dominant process for all the tested heat sources. Nonethe-
less, a significant amount of liquid is observed during all the tests. For example,
in Figure 4.14 (a) - Frame 4, we see liquid dripping from the exposed surface
of the sample. The bright area near the bottom of the frame is a drop that is
about to fall out of the field of view of the camera.
In Figure 4.15, we see ejection of droplets as consequence of the explosive

boiling. The latter appears to be significant enough not to be neglected by
modelling approaches.
Also, a multitude of bubbles escaping from the surface are observed (Fig-

ure 4.15), probably due to the presence of volatile elements in the matrix of
the meteorite. This suggests that the vaporisation process has to be consid-
ered as a volume phenomenon rather than a surface process, as the existing
modelling effort has tried to picture it.
Finally, Figure 4.16 shows pre- and post-test photographs of the Tamdakht

samples. We see an opaque and homogeneous glassy coating on the post-test
chondrite sample, which is typical of ordinary chondrite fusion crusts.

Surface temperature measurements

Steady-state surface temperatures are reported in Table 4.9 and are charac-
terised by values in a range between 2900 and 3200 K. High heat source condi-
tions resulted in surface temperatures way above the maximum temperatures
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Figure 4.14.: Sequence of still frames caught by the high-speed camera in the
laser ablation experiment for different heat source conditions. Credits of the
NASA Ames Research Center.

Figure 4.15.: Details of three different ablation mechanisms in the laser abla-
tion experiment: dripping of the molten layer (left), boiling of the liquid (cen-
tre), and ejection of droplets or particles (right). Credits of the NASA Ames
Research Center.

recorded during the Plasmatron tests (Figure 4.8). Although the variation in
the imposed heat flux is significant from one condition to another, at these
intense ablation regimes, evaporation acts as a dominant cooling mechanism,
contributing in keeping the different plateaus in a relatively small range of
temperatures. Moreover, for all conditions, the steady state at the surface was
promptly reached as soon as the laser was activated (see Figure 4.22).
In Section 4.4.4, we will compare the 4-colour pyrometer evolution in time

with the numerical model.
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(a) (b)

Figure 4.16.: Pre- (a) and post-test (b) samples of the Tamdakht chondrite
exposed to qradw = 157 MW/m2 laser heat flux. Credits of the NASA Ames
Research Center.

Table 4.9.: Surface temperatures recorded in the LHMEL experiment at steady
state. The plateaus are in a relatively small range of temperatures, although
the difference in the imposed heat fluxes is significant from Condition (1) to
(3) (from 46 to 157 MW/m2).

Cond. qradw Tw

ID [MW/m2] [K]

(1) 46 2900-3000
(2) 97 3100-3150
(3) 157 3150-3200

Chemical characterisation of the resulting material

These measurements were carried out at the SURF research group lab of the
VUB. Along the same lines of the analysis performed on the virgin material
in Section 4.4.2, we investigated two regions: i) the surface of the molten
crater formed by the laser beam; ii) the fusion crust along its thickness. These
regions are highlighted in Figure 4.17, that shows a tomography performed at
the NASA Ames Research Center of one of the ablated samples.
Samples were neither polished nor coated. Assuming contamination of the

material in the chamber, carbon was excluded from quantification.

Surface analysis of the molten crater In Figure 4.18 (a, b)4, the molten
material appears with spherical inclusions spread in the silicate matrix. These
inclusions were not present in the virgin material (Figures 4.11 and 4.12), they
look bigger than the original metallic bands (as if they had coagulated), and
much more regular in shape.
4Settings: (a) WD = 19.1 mm, AV = 20 kV; (b) WD = 22.5 mm, AV = 15 kV.
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Molten crater

Fusion crust

Figure 4.17.: Topography of one of the ablated samples of the Tamdakht me-
teorite (cross section view). Credits of the NASA Ames Research Center.

The silicate portion of the depression is covered by numerous vesicles of dif-
ferent size due to the boiling of the material. In Figure 4.18, we can also observe
fractures probably formed during the cooling down and re-solidification process.
These fractures travel inside the matrix until they reach a spherical inclusion,
where they keep propagating along the interface between the inclusion and the
matrix.
In Table 4.10, we report the quantitative analysis from EDS, where elemen-

tal concentrations for the molten surface and the comparison with the virgin
material can be read. The presence of oxygen is increased from 43.2 to 53.6%,
probably due to oxidation of metal iron or a change in the state of oxidation
of other metal oxides. This conclusion may be also supported by a decrease in
iron and silicon (from 16.1 to 12.8% and from 17.9 to 13%). On the contrary,
the magnesium concentration does not change. Other refractory metals (Ni,
Al, Ca, Cr, Mn, and Ti) are in lower, but still relevant, concentrations (in total
2.4%). In general, it seems that there is a decrease in the concentration of
almost all the refractory elements, and an increase of sodium from 1 to 1.4%.
This trend is misleading, and it can be plausibly attributed to the different WD
used in the measurements of the virgin and the molten material. Different WDs
were unavoidable because of the morphology of the depression. The opposite
trend can be appreciated in Table 4.11, where we could sample three distinct
areas over a flat region along the cross section of the specimen.

Table 4.10.: EDS analysis of the surface of the molten crater in the Tamdakht
meteorite. Comparison of elemental concentrations between virgin and molten
material. Elements sorted by melting point, from the highest to the lowest. Cr,
Mn, and Ti are present as trace species (< 0.3 wt %).

Surface Fe Ni Si Ca Al Mg S Na O
region [wt %]

Virgin 16.1 0.9 17.9 1.3 1.3 16.1 2.0 1.0 43.2
Molten 12.8 0.8 13.0 0.6 0.7 16.2 0.7 1.4 53.6
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Figure 4.18.: SEM pictures of the surface of the molten crater in the Tam-
dakht meteorite. (a) The surface is covered by vesicles due to the boiling of
the material. (b) The inclusions seem to become coagulated during the ablation
process. For the correspondent elemental composition, the reader can refer to
Figure 4.19.

From the EDS elemental distributions in Figure 4.19, we can appreciate that
spherical inclusions are composed mainly of iron and oxygen and in smaller
parts by nickel and sulphur.
In addition, Raman spectroscopy was performed on the silicate molten ma-

trix, at location “Loc-1” in Figure 4.18 (b). Figure 4.20 (a) presents a clear
signature from the olivine phase (forsterite endmember Mg2SiO4 shown for
comparison). Moreover, Figure 4.20 (b) reveals oxidation of metallic iron bands
(“Loc-2” in Figure 4.18 (b)) with the atmospheric oxygen at ambient pressure.
For comparison, we show a reference spectrum from hematite5 (Fe2O3).

In-depth analysis of the fusion crust The formation of voids characterises the
fusion crust due to the boiling of the material. In Figure 4.21 (a, b)6, smaller
bubbles are formed at the interface between the virgin and molten material,
while bigger voids are present as we get closer to the external surface, similarly
to what was obtained for OC in the Plasmatron experiment [Pittarello et al.,
2019].
The elemental composition by EDS is reported in Table 4.11, and it reveals

a clear depletion of the light species in the crust (S, Na, K, P), if compared
with the original material (from 2.8 to 0.8%), and unchanged refractory metals
(Ca, Al). On the other hand, by comparing the compositions sampled at
position “Crust-A” versus “Crust-B” in Figure 4.21 (b), very little concentration
gradients of the volatile species can be seen inside the solidified melt, probably
mixed by intense boiling during the ablation process. Finally, as observed in
5Note that, in the Fe-O phase diagram, hematite is stable at high oxygen concentrations
(see Genge et al. [2017]), such as those experienced by the molten meteorite at ambient
pressure, but we cannot be sure of the oxidation state of iron from our qualitative analysis.

6Settings: (a) WD = 21.3 mm, AV = 20 kV; (b) WD = 20.1 mm, AV = 15 kV.
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Figure 4.19.: Elemental distribution of the surface of the molten crater in the
Tamdakht meteorite. Results were obtained using EDS analysis. The oxidation
of the iron metal phase is apparent.
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Figure 4.20.: Raman spectra sampled from the surface of the molten crater of
the Tamdakht meteorite (measurement , RRUFF reference spectrum ,

): (a) signature from the olivine phase; (b) signature from the oxidised iron
metal phase compared to that of hematite (Fe2O3).
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the analysis of the surface of the molten crater, oxygen is strongly enhanced,
whilst iron and silicon decrease, perhaps for a change in the oxidation state.

500 m

(a)

500 m

Crust-B
Crust-B

Crust-ACrust-A

(b)

Figure 4.21.: SEM pictures of the fusion crust formed as a consequence of
the ablation process of the Tamdakht meteorite. (a) A multitude of vesicles
characterises the crust, that is placed in the upper part of the picture. (b)
Lines along which the elemental composition was sampled via EDS analysis
(see Table 4.11).

Table 4.11.: EDS analysis of the fusion crust: in-depth concentrations of
chemical species. Regions “Crust-A” and “Crust-B” refer to Figure 4.21 (b).
Elements sorted by melting point, from the highest to the lowest. Cr and Mn
are present as trace species (< 0.3 wt %).

Region Fe Ni Si Ca Al Mg S Na K P O
[wt %]

Virgin 16.3 1.1 18.5 1.4 1.7 15.7 1.7 1.1 .1 .1 42.1
Crust A 8.6 <.1 15.5 1.3 1.7 16.8 0.4 0.4 <.1 55.1
Crust B 13.2 <.1 16.3 1.5 1.6 17.3 0.5 0.4 <.1 48.9

Analogies with natural fusion crusts The fusion crust obtained by laser ab-
lation presents features that recall those of natural fusion crusts [Genge and
Grady, 1999]. In particular, we could find the following similarities: i) presence
of dispersed spherical vesicles; ii) high depletion of volatile elements (especially
sulphur) due to evaporation and degassing; iii) increased amount of oxygen,
likely due to interaction with atmospheric oxygen; iv) separation of immiscible
Fe-Ni-S liquid droplets.
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4.4.4. Material response modelling
This activity was performed at the NASA Ames Research Center during an
internship in summer 2017. Analogously to what done in Section 4.3.4 for
the Plasmatron experiment, we compute the thermal response of the ordinary
chondrite samples, to enable comparison with the 4-colour pyrometer data in
the three different conditions.
We modify the left-hand side of the surface energy balance in Equation 4.5, by

substituting convective and chemical heat flux contributions with the nominal
radiative heat flux provided by the laser beam qradw . We assume an evaporation
rate predicted via the Knudsen-Langmuir formula (Equation 3.7) that mod-
els vaporisation without accounting for condensation fluxes (see Section 3.2.2
for further discussion). Equilibrium vapour densities for the different species
neqwi

are calculated at each timestep, in agreement with the updated surface
temperature, using MAGMA code (see Section 3.2.2 for further details). Phys-
ical properties are considered equivalent to those used in Section 4.3.4, except
for the density which was measured by weighing the sample. Properties are
summarised in Table 4.12.

Table 4.12.: Physical properties assumed for the numerical modelling of the
thermal response of the Tamdakht meteorite. Density was measured by weighing
the samples.

ρ λ ε cp Le

[kg/m3] [W/m/K] [-] [J/kg/K] [J/kg]

3530 3.0 0.74 1000 6 × 106

In Figure 4.22, we show the comparison between the experimental surface
temperature and the one computed by the simulations for Conditions (1)-(3).
For all tests, the temperature is well estimated. In particular, the model ob-
tains satisfying agreement at the steady state, and the decay in temperature,
when the laser is switched off, is well predicted. It is remarkable to see such
a good comparison since neither boiling nor melting removal is considered.
Despite the energy losses due to mechanical removal, at these high evapora-
tion rates, vaporisation governs the surface energy balance, where it represents
the principal cooling mechanism. Here, the cooling effects provided by the
Knudsen-Langmuir law (upper evaporation limit) are sufficient to justify the
temperature plateaus observed. Figure 4.22 shows the evolution in time of the
evaporation mass flux as predicted by the model. Finally, we should remark
that the same law would overpredict the mass loss in the Plasmatron experi-
ment, since it is not possible to accurately describe the low evaporation rates
without modelling the gas phase.
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Figure 4.22.: Comparison of the surface temperature measurements with the
numerical results in the LHMEL experiment for Conditions (1)-(3). For each
condition, the evolution of the evaporation mass flux computed by the model is
shown.
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4.5. Concluding remarks

We have presented the results from a couple of experiments carried out in two
very diverse facilities, in order to yield insight into the ablation process for a
broad range of conditions.
i) The VKI Plasmatron experiment produced convective and chemical heat

fluxes coming from the interaction of a reactive air plasma with the sample, in
a controlled pressure chamber. The pyrometer recorded surface temperatures
between 2280 and 2360 K. At these temperatures, we did not observe a sub-
stantial mass loss of the ordinary chondrite due to evaporation or mechanical
removal, although melting and boiling were evident. Frothing of the surface
appeared to be more heterogeneous for the alkali basalt than for the ordinary
chondrite. Also, exothermic oxidation reactions of iron may play an essential
role in surface chemistry. This role was first inferred from the colour change
of the OC sample after the experiment, but it was additionally supported by
analysis of the recovered material. Finally, our numerical model, based on
a one-dimensional heat balance, required a contribution to the chemical heat
flux by iron oxidation reactions, in order to match the experimental surface
temperature.
ii) The NASA Ames LHMEL setup generated an intense radiative heat source

coming from a continuous-wave fiber gas laser at ambient pressure. The pyrom-
eter measured temperature plateaus in the range between 2900 and 3200 K.
Chemical analysis of the ablated material using SEM-EDS revealed a fusion
crust which was depleted in volatile species and probably characterised by
a change in the oxidation state of iron and silicon. Raman spectra showed
hematite formation in the iron metal phase. Intense boiling resulted in voids
after the re-solidification of the molten material. Finally, numerical prediction
of the material response showed a good agreement with the experimental data
by taking into account vaporisation into a vacuum as the primary source of
cooling, without the need of including chemical oxidation in the surface energy
balance.
In conclusion, these experiments confirm the contribution of boiling and

iron oxidation to the ablation process, in addition to surface evaporation and
melting. Fusion crusts resulting from the two experiments present similarities
with those formed during atmospheric entry. Moreover, these experiments
suggest that, even at high heating rates, mechanical removal of the melt phase
can represent a significant mechanism of mass loss in real flight conditions.
Hence, in Chapter 6, our effort to tackle this aspect of the modelling. In the
never-ending discussion about the competition of vaporisation and mechanical
removal in real flight conditions, we could infer that the liquid layer would be
blown off as droplets, which would eventually evaporate.





CHAPTER 5

Plasma Evolution in Meteor Trails

“Geometry, which should only obey Physics, when united with it
sometimes commands it. If it happens that the question which we
wish to examine is too complicated for all the elements to be able to
enter into the analytical comparison we wish to make, we separate
the more inconvenient [elements], we substitute others for them,
less troublesome but also less real, and we are surprised to arrive,
notwithstanding a painful labour, only at a result contradicted by
nature; as if after having disguised it, cut it short or altered it, a
purely mechanical combination could give it back to us.”

– Jean Le Rond D’Alembert (Essai d’une Nouvelle Théorie de la
Résistance des Fluides)

5.1. Introduction

In this chapter, we present a self-consistent procedure in four steps to compute
extensive meteor plasma trails resulting from the ablation process of meteoroid
material in the rarefied segment of the entry trajectory. This procedure is a
general and standalone methodology, which is able to provide meteor physical
parameters at given trajectory conditions, without the need to rely on phe-
nomenological lumped models (see the summary given in Bronshten [1983] or
Ceplecha et al. [1998]). In particular, we focus our attention on the formation

Parts of this chapter have been published or are submitted for publication in

1. S. Boccelli, F. Bariselli, B. Dias, T. E. Magin, Lagrangian diffusive reactor for
detailed thermochemical computations of plasma flows, Plasma Sources
Science and Technology, 28(6):065002, 2019

2. F. Bariselli, S. Boccelli, A. Frezzotti, A. Hubin, T. E. Magin, Aerothermody-
namic modelling of meteor entry flows in the rarefied regime, 2018 Joint
Thermophysics and Heat Transfer Conference, Atlanta, Georgia, USA, 2018-4180,
2018

3. F. Bariselli, S. Boccelli, B. Dias, A. Hubin, T. E. Magin, A self-consistent
method for the simulation of meteor trails with application to radio
observations, Astronomy & Astrophysics, 641, A100, 2020



94 Chapter 5. Plasma Evolution in Meteor Trails

and development of the trail generated by a 1 mm meteoroid flying at altitudes
above 80 km.

We start from the DSMC solutions obtained in Chapter 3, for a domain
spanning a few diameters in the nearby of the body. These solutions describe
the evaporation process, the high level of nonequilibrium of the vapour in the
shock layer, and the energetic collisions leading to the ionisation of air and
metal species.

Second, we employ these simulations as initial conditions for performing de-
tailed chemical and multicomponent diffusion calculations of the extended trail
(up to several kilometres), to study the processes which lead to the extinction
of the plasma. Specifically, we are interested in assessing the relative influence
of detailed chemistry and differential diffusion in the neutralisation process.
By exploiting the properties of the vapour column behind the body and the
parabolised nature of the resulting hydrodynamic equations, an ad hoc diffu-
sive Lagrangian reactor was developed by Boccelli et al. [2019]. The result
is a lightweight solver able to produce detailed maps of chemicals and free
electrons along the meteor trail. Our approach marches in time along the pre-
computed streamlines, calculating multicomponent mass diffusion in the radial
direction, due to gradients in species concentration, the ambipolar electric field,
and chemical reactions. For the latter, we will take advantage of the extensive
knowledge that has been acquired on chemical processes of metal ions in the
mesosphere and thermosphere in the last 20 years [Plane et al., 2015]. Some
preliminary results on the presented methodology applied to meteor trails have
been published in Bariselli et al. [2018].

Third, we retrieve the effective diffusion coefficient and the electron line
density, and we compare the outcome of our computations with classical lumped
model results and observational fittings.

Finally, we link the dissipation of the electrons to the reflected radio echo, so
as to estimate the resulting signal in the framework of the classical underdense
meteor theory [McKinley, 1961]. A schematic where we describe the procedure
pursued in this work is presented in Figure 5.1.

This chapter is structured as follows. In Section 5.2, we explain the method-
ology. First of all, we discuss the morphology of the trail and the working
assumptions. Second, we introduce the governing equations and the physico-
chemical models applied to the computation of the long trail. The tools em-
ployed are described in Section 5.3. Here, we also refer to the transport and
kinetic data used for the calculations. In Section 5.4, we present the results,
starting from the DSMC calculations in the nearby of the meteoroid, contin-
uing with the long trail evolution. Also, we retrieve the diffusion coefficient
and the electron line density. Finally, we discuss the link existing between the
dissipation of the ionised products and the decay in time of the radio echo in
relationship to plasma parameters.
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i. 

ii. / iii.
iv. 

Figure 5.1.: Schematic to describe the methodology pursued in this work.
i) The expansion of the metal vapour in the background atmosphere and the
consequent hyperthermal collisions are computed using the DSMC-Boltzmann
method. ii) The long trail evolution is simulated by means of a Lagrangian
diffusive reactor marching along the streamlines, which takes advantage of the
parabolised nature of the equations. This solver accounts for ionic chemical
reactions and radial diffusion. iii) The diffusion coefficient and electron line
density are retrieved from the simulations. iv) The radio echo reflected by an
underdense meteor is reconstructed at the receiver.

5.2. Methodology

5.2.1. Phenomenology of the trail

The trail is composed of two regions (see Figure 5.2).
i) A near trail region, where density and velocity change considerably, and

the temperature starts decreasing with respect to the hot bow-shock region.
This first region, the near trail, is only a few to some hundred diameters long
depending on the altitude and entry velocity, and it is entirely out of thermo-
chemical equilibrium. This implies non-Maxwellian distribution functions for
the velocity of molecules, and that the gas composition is to be found by finite
rate chemistry. Its limited extent allows for the possibility of employing com-
putationally intensive methods, such as DSMC [Boyd, 1998, Bariselli et al.,
2019] or PIC [Oppenheim and Dimant, 2015, Sugar et al., 2018]. Nonethe-
less, due to their statistical nature, tracking minor chemical compounds with
such methods could represent a crucial challenge. Therefore, one could wish to
thermo-chemically refine the results obtained with these techniques a posteriori.
ii) A far trail region, where the fluid fields (density ρ∞, velocity v∞, and

temperature T∞) have reached freestream values. Diffusion processes in the
near trail cause strong shear forces and heat exchange between the hot and
high-velocity trail and the surrounding fluid at rest, such that fluid dynamic
quantities soon reach equilibrium. This denotes the beginning of the far trail,
which however remains highly out of equilibrium from the chemical point of
view: in contrast with fluid quantities, chemistry is governed by collisions,
which are rare in the high atmosphere. This region develops up to several
kilometres (therefore, a few tenths of a second in the laboratory frame), and its
evolution is governed by mass diffusion of chemical components and chemical
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reactions. As opposed to the near trail, this region is too extended to be
simulated by computationally intensive methods such as DSMC or PIC, and a
more computationally efficient methodology must be applied.

d O(100 d) O(km)

ρ≈ρ∞ 

U ≈U∞ 

Near trail Far trail

Figure 5.2.: Regions composing the meteor trail. The near trail is only a
few hundreds diameters long. The far trail has reached freestream values, but
it is still in chemical nonequilibrium and can be several kilometres long. The
drawing is not to scale.

5.2.2. Working assumptions

In order to simplify the treatment of the problem, we have made a series of
assumptions. We list them so that the range of validity of our simulations is
clarified.

1. The body does not fragment.

2. The effect of the geomagnetic field on the diffusion process is not taken
into account. However, as discussed in Section 1.3.1, the Earth magnetic
field can lead to anisotropies in the transport properties [Jones, 1991,
Robson, 2001, Dimant and Oppenheim, 2006].

3. Only molecular diffusion is modelled, while turbulent diffusion, whose
scales are of the order of 300 m, is not included. For a numerical study
of the effects of turbulence in the trail, see the work by Oppenheim and
Dimant [2015].

4. We assume a two-dimensional axisymmetric configuration. Therefore,
shear winds that could deform the plasma column and generate multiple
reflection points are not considered [McIntosh, 1969, Hajduk et al., 1989].

5. The flow is steady.

6. Ozone concentration is kept constant. However, O3 densities vary signif-
icantly between night and day, and this can substantially influence the
decay time of the radio signal. The impact of atmospheric ozone was
analysed by Baggaley and Cummack [1974].

7. Free electron temperature is considered in equilibrium with heavy species.
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However, in general, the electrons cool less rapidly than the ions1. If the
thermalisation process usually takes several tens of milliseconds for ions,
according to Baggaley and Webb [1977], the electron cooling time varies
from about 10−3 s at an altitude of 80 km to about 10−1 s at 115 km.

5.2.3. Governing equations

In Section 3.2.1, we have introduced Equation 3.1, the Boltzmann equation,
that provides the model characterising the dynamics of dilute gases, both in and
out of thermodynamic equilibrium [Ferziger and Kaper, 1972]. This equation
describes the evolution in time of a probability distribution function fi(x, ξ, t)
for species i over the velocity and physical space. Such a model holds for
every rarefaction condition and constitutes a proper framework for an accurate
description of the meteor phenomenon, as we have discussed in Chapter 3. The
particle-based DSMC method (explained in Section 3.3) provides an accurate
numerical solution to this equation [Bird, 1994].

Maxwell transfer equations

In Section 3.2.1, we have shown the link between microscopic and macroscopic
variables. This link was established through Equation 3.2, by averaging mi-
croscopic quantities weighted by fi over the velocity space ξ, and summing
over the species in the mixture. Similarly, by computing the moments of the
Boltzmann equation, one can always write a set of species mass, momentum,
and energy balances for a reacting flow at the macroscopic level [Ferziger and
Kaper, 1972]. Considering one mass equation for each species and two other
equations for the momentum and energy of the whole mixture, one obtains the
so-called Maxwell transfer equations. At steady state these balances read as

∇ · (ρiv) + ∇ · (ρiV d
i ) = ω̇i i ∈ S (5.1)

∇ · (ρv ⊗ v) + ∇ ·Π = 0 (5.2)

∇ · (ρev) + ∇ · q + Π : ∇v = 0. (5.3)

where ρi is the density of the i-th species, v the hydrodynamic velocity, and e
the mixture thermal energy per unit volume. Note that, inter-species friction
and energy exchange do not appear, as these terms cancel out at the mixture
level. The nonreactive collisional operator has no contribution to Equations 5.1-
5.3, since the collisional invariants are in the kernel of this operator [Giovangigli,
1999]. Therefore, the right-hand side of the Boltzmann equation contributes
only to the species mass conservation, through the chemical production rates

1This is due to the mass disparity between electrons and heavy species, that makes electron-
heavy collisions less efficient in exchanging momentum and energy than likewise-particle
collisions.
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ω̇i, resulting from the reactive collision operator Ri in Equation 3.1

ω̇i =

∫
µiRi dξ. (5.4)

Equations 5.1-5.3 hold independently from the degree of nonequilibrium of
the gas (i.e. collisional and collisionless regimes), as long as constitutive rela-
tions for the stress tensor

Π =
∑
i∈S

∫
µi (ξ − v)⊗ (ξ − v) fi dξ, (5.5)

the heat flux
q =

∑
i∈S

∫
1

2
µi |ξ − v|2 (ξ − v) fi dξ, (5.6)

and the diffusion velocities

V d
i =

1

ni

∫
(ξ − v) fi dξ (5.7)

are not imposed. In the particular case of asymptotic solution, for small Knud-
sen numbers (small departures from translational equilibrium), one retrieves
the Navier-Stokes equations [Giovangigli, 1999].

Diffusive Lagrangian reactor for parabolised equations

We can rework Equations 5.1-5.3, in order to tailor them to the solution of the
flow in the trail. First, we can take advantage of a trail property: due to its
elongated shape, gradients of fluid and chemical quantities are mainly directed
in the radial direction. Since gradients are the main driving forces for mass
and energy diffusion processes, this implies that radial diffusion dominates over
streamwise diffusion, which can be disregarded.
Second, we can assume that chemistry is partially decoupled from the velocity

field in the trail. The idea is that the mixture velocity and density obtained with
a chemical model are not significantly influenced by the detailed chemistry of
minor species, which can be added a posteriori into the problem. This thermo-
chemical refinement approach was verified in several test cases by Boccelli et al.
[2019].
Therefore, if velocity and density are given, then the set of mass and energy

equations can be solved marching along such precomputed fields, with the
initial species concentration and temperature picked from the beginning of
the streamlines. In this sense, such precomputed fluid elements resemble a
collection of variable volume chemical reactors (see Figure 5.3 for a graphical
representation).
To do so, Equations 5.1-5.3 are recast into Lagrangian form. This implies

reshaping the equations to allow to emerge the material derivative: v ·∇ ≡
V d/ds, where s is the streamline curvilinear abscissa. After introducing the



5.2. Methodology 99

mass fractions Yi = ρi/ρ, the mass Equation 5.1 of the i-th species reads

dYi
ds

=
ω̇i −∇ ·

(
ρiV

d
i

)
ρV

, (5.8)

where V is the hydrodynamic velocity module. A larger set of species with a
more complete chemical mechanism is usually considered for the Lagrangian
reactor.

The same procedure can be applied to the energy balance from which an
equation for the temperature T is obtained

dT

ds
=

[
Q− 1

2

dV 2

ds
−
∑
i∈S

hi
dYi
ds

]/[∑
i∈S

Yicpi

]
, (5.9)

where h is the enthalpy, cp the specific heat, and Q the variation of total en-
thalpy along the streamline which can be expressed, neglecting viscous stresses,
as Q = −∇ · q/ρV , and it will be detailed later on.

Note that since the velocity is given, there is no need to solve for the momen-
tum Equation 5.2. Besides, since the density comes directly from the velocity
field through the mass equation, solving for the global mass equation is not
necessary, and it is sufficient to import the assigned density.

Finally, once the density, velocity, and temperature fields have relaxed to
freestream conditions (ρ∞, v∞, T∞) in the far trail, the mass balances (Equa-
tion 5.8) are the main actors driving the trail evolution through radial gradients
in the chemical concentrations. The importance of the energy balance (Equa-
tion 5.9) is marginal as the temperature is nearly uniform. The weight of this
equation in the far trail lies in the diffusion of the energy produced or absorbed
by chemical reactions.

V

s

q

ωi

ρiVi
d

Figure 5.3.: Cartoon of a Lagrangian fluid reactor marching along precom-
puted streamlines. Species concentrations and energy can evolve inside the reac-
tor because of chemical processes and radial diffusion exchange among different
fluid elements.
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5.2.4. Physico-chemical models

Thermodynamics

Equation 5.9 requires the evaluation of the species enthalpy hi. Thermody-
namic properties can be obtained by means of statistical mechanics, assuming
that the energy modes follow a Maxwell-Boltzmann distribution at temperature
T [Anderson, 2000].
At temperatures close to freestream values, such as the one characterising

the far trail, only the contribution of the translational and rotational degrees of
freedom of the molecules shall be considered, as the vibrational and electronic
modes are not excited2. Moreover, for a chemically reacting flow, the input of
the formation enthalpy h0 should also be accounted for. Quantity hi for the
i-th species reads as follows

hi = cpi
T + h0i , (5.10)

where cpi
= 5

2
kB
µi

for atoms and free electrons and 7
2
kB
µi

for linear molecules, kB
and µi being respectively the Boltzmann constant and the mass of the species.

Hydrodynamic closure for mass and energy diffusion fluxes

Despite the high degree of rarefaction, the flow eventually thermalises as the
trail develops. This aspect has been studied by different authors [Baggaley
and Webb, 1977, Boyd, 1998, Bariselli et al., 2018]. This property allows us to
employ near-equilibrium diffusion models based on gradients of thermodynamic
quantities, such as the Fourier law and hydrodynamic mass diffusion.
For the quasi-Maxwellian trail, the expressions of the diffusive fluxes ρiV d

i

and q can be obtained from the Chapman-Enskog theory [Giovangigli, 1999].
Diffusion velocities are written as a linear combination of the gradients of
species concentration Xi, through the multicomponent diffusion matrix Dij

V d
i = −

∑
j∈S

Dij

[
∇Xj −

Xjqj
kBT

E

]
i ∈ S, (5.11)

where the a priori unknown ambipolar electric field E acts as a restoring force
to charge neutrality, and it is obtained by constraining the net electric current
to zero ∑

i∈S
niV

d
i qi = 0, (5.12)

qi being the charge and ni the number density of the i-th species3. Thermal and
barodiffusion effects are neglected in this work. Heat fluxes include conduction,

2One may argue that the light emission of the trail is the proof that the vibrational and
electronic degrees of freedom are excited. In fact, we are assuming that internal energy
excitation and nonequilibrium is only significant in the near trail.

3Note that in this general formulation, the effects of the ambipolar electric field do not rely
on the definition of an ambipolar diffusion coefficient. The ambipolar electric field can be
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modelled with Fourier’s law, and diffusion of enthalpy

q = −λ∇T +
∑
i∈S

ρihiV
d
i , (5.14)

where the temperature gradients ∇T and the heat conduction coefficient λ
appear. Diffusion velocities transport the species enthalpy hi.
Finally, the transport coefficients Dij and λ, which appear in Equations 5.11

and 5.14, require the evaluation of the collision integrals resulting from the
Chapman-Enskog solution procedure [Giovangigli, 1999]. These integrals link
interatomic forces at the microscopic level to transport properties at the macro-
scopic scale. The choice of the potential depends on the nature of the interac-
tion between two species in a given mixture [Capitelli et al., 2000, Bruno et al.,
2010, Levin and Wright, 2004], as will be detailed in Section 5.3.

Chemical kinetics

Metal atoms, M, are produced during ablation, and they ionise as a result of
the highly energetic collisions with the atmospheric molecules of the incoming
stream [Dressler and Murad, 2001]. The chemical evolution of these ions in-
fluences the radio signal decay, at timescales which can be comparable with
those of the diffusion process. In particular, the formation of metal oxide ions
(MO+ and MO+

2 ) and clusters (M+·N2), by means of exchange reactions with
the background atmosphere, regulate the free electron densities as they are
efficiently depleted by fast dissociative recombination reactions [Plane et al.,
2015].
If we consider a system of elementary reactions r ∈ R, we can write∑

i∈S
ν

′

irXi ⇀↽
∑
i∈S

ν
′′

irXi, (5.15)

where Xi is the chemical symbol for species i ∈ S, and ν′

ir and ν
′′

ir, the forward
and backward stoichiometric coefficients for species i in reaction r. Then, the
mass production rate for the i-th chemical component, ω̇i, can be expressed
through the law of mass action [Giovangigli, 1999], as follows

ω̇i = Mi

∑
r∈R

νir

[
kf
∏
i∈S

(
ρi
Mi

)ν′
ir

− kb
∏
i∈S

(
ρi
Mi

)ν′′
ir

]
, (5.16)

where νir = ν
′′

ir − ν
′

ir and symbol Mi stands for the species molar mass. The

promptly evaluated a posteriori in the form

Ea =

∑
i∈S Xiqi

∑
j∈S Dij∇Xj∑

i∈S Xiqi
∑

j∈S Dij
Xjqj
kBT

, (5.13)

by imposing zero net electric current. The multicomponent ambipolar matrix is retrieved
by substituting the obtained electric field in Equation 5.11.
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forward rate coefficients in Arrhenius form reads as

kf(T ) = C4T
C5 exp

{
− E0

kBT

}
, (5.17)

in which the rate constants C4, C5, and E0 are usually determined experi-
mentally. Backward rates, kb, are computed from detailed balance, starting
from the available forward rate coefficients and equilibrium constants based on
thermodynamic properties.

5.2.5. An additional note on the Lagrangian reactor

The Lagrangian reactor procedure that we have just introduced can be used for
both the near and the far trail. In the first case, velocity and density fields are
taken from a baseline simulation, to refine the chemical evolution of the ablated
vapour by adding more detailed processes. In this region, exchange reactions
leading to the formation of metal oxide ions and clusters may start playing a role
already [Dressler and Murad, 2001], and an accurate description of the chemical
mechanism would require a large number of species to be described, most of
which are present only as traces. Chemical traces constitute a formidable
challenge to DSMC and PIC simulations, as minor species suffer from very large
statistical scatter [Hadjiconstantinou et al., 2003]. The approach of refining a
DSMC baseline simulation, introducing detailed chemistry a posteriori, in the
hypothesis that this will influence the flowfield only marginally, has shown to
provide reliable results in the past [Boccelli et al., 2019], where a near trail
DSMC computation was used as a baseline solution, and its chemistry was
refined by the Lagrangian reactor method.
Regarding the far trail, velocity and density fields are constant and uniform

as they have attained freestream values. Therefore, the streamlines do not
vary any more and can be arbitrarily extended up to any length of interest,
and these can be used as an input to the diffusive Lagrangian reactor.
In this work, we present results concerning the far trail only. We perform a

DSMC simulation of the near trail, and the conditions at the end of the domain
will be used as initial conditions for the Lagrangian reactor computation.

5.3. Numerical tools and dataset

5.3.1. The LARSEN code

At every position along the trail, Equations 5.8 and 5.9 are discretised radially
using a finite volumes scheme [Boccelli et al., 2019] (see Figure 5.4). There-
fore, at a given timestep, gradients of species concentration and temperature
are evaluated. Note that, as each streamline can have different velocity, syn-
chronisation would quickly be lost during the integration, posing an issue to
the evaluation of transverse diffusion terms. In order to circumvent this prob-
lem, the streamwise derivatives d/dsk along each streamline k are converted
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into derivatives along the symmetry axis x, by taking into account the local
streamline slope θk

dx = cos θk dsk =⇒ d

dx
=

1

cos θk

d

dsk
. (5.18)

Once the radial discretisation is performed, the problem has become a system of
ODEs in the only variable x, which is integrated using Rosenbrock-4 or Runge-
Kutta schemes. Error estimation in the integrator allows the employment of
an adaptive step.
The computational cost scales with the number of streamlines considered

and depends on the number of species employed, the stiffness of the chemical
mechanism, and the characteristic timescales for mass and energy diffusion
processes. Overall, the Lagrangian procedure is highly efficient if compared to
the DSMC computation of a trail. Typical simulation time for a 1 km trail is
of the order of 20 minutes on a single-core laptop, while it would easily exceed
a few weeks of computation time on several cores for the DSMC method.
A version of the LAgrangian Reactor for StrEams in Nonequilibrium (LARSEN)

code, implemented by S. Boccelli during his MSc thesis at VKI, is freely avail-
able at https://github.com/broderspp/brODErspp, and more recent versions
are available upon request to the authors.

r

xInitial conditions

Space marching

sk

Δx

Radial gradient evaluation

Figure 5.4.: Schematic of the LARSEN numerical procedure along multiple
streamlines.

5.3.2. The MUTATION++ library

The MUTATION++ library (MUlticomponent Thermodynamic And Trans-
port Properties for IoNized plasmas) was developed at VKI by Scoggins and
Magin [2014] and provides thermodynamic, transport, and kinetic models and
data to the LARSEN code for the closure of Equations 5.8 and 5.9. This library
is available online at https://github.com/mutationpp/Mutationpp.
The library computes the diffusion velocities and the ambipolar electric field

by solving the Stefan-Maxwell system [Magin and Degrez, 2004]. Transport
coefficients for neutral-neutral interactions are derived according to Lennard-
Jones (12-6) data available in Svehla [1962], McGee et al. [1998] and Capitelli
et al. [2000]. Combination rules for those polyatomic species [André et al.,

https://github.com/broderspp/brODErspp
https://github.com/mutationpp/Mutationpp
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2010], whose potential parameters are not available in the literature, are used.
We employ the screened Coulomb (Debye-Hückel) potential shielded at the De-
bye length for charged-charged collisions. In terms of data, the evaluation of
this potential only requires the mass and charge of the colliding species. Con-
cerning ion-neutral interactions, a combination of the Tang-Toennies potential
and the Langevin polarisation potential is used, respectively for air-air and
metal-air collisions. In particular, air-air collision integrals are taken from the
work of Levin and Wright [2004], whereas metal-air collisions are based on the
Langevin potential, which necessitates polarisability parameters of the neutral
species and the mass of the ion.
Finally, we employ the forward rate coefficients given by Park [1993] and

Park et al. [2001] (see Appendix B) for air reactions and the one from Plane
et al. [2015] for the thermalised chemical kinetics of metals. A brief review of
the latter is given below.

Chemical mechanism for the neutralising trail

The chemistry in the thermalised trail has been widely studied, and the recom-
bination of the metal ions is relatively well understood [Baggaley and Cum-
mack, 1974, Baggaley, 1978]. The interested reader can consult the compre-
hensive review by Plane et al. [2015] on the topic, where both theoretical and
experimental works are reported.
The ablated vapour of an ordinary chondrite mostly comprises iron, mag-

nesium, sodium, and silicon species. In particular, an essential contribution
to the production of ions is given by Na, because of its volatile nature and
low ionisation potential. Species such as SiO2 and SiO are present in relevant
concentrations, contrary to atomic Si, which is characterised by low vapour
pressures. For this reason, Si ionisation and its consequential chemical neutral-
isation will not be considered here.
Magnesium and iron (M = Mg,Fe) oxide ions are formed by means of charge

exchange processes with the atmospheric ozone

M+ + O3 → MO+ + O2, (5.19)

or, below 80 km, by three-body processes in two steps, such as

M+ + 2O2 → MO+
2 + O2 (5.20)

and
MO+

2 + O→ MO+ + O2. (5.21)

The resulting oxide ion is efficiently depleted by the fast dissociative recombi-
nation reaction

MO+ + e− → M + O, (5.22)

or, in the case of the iron dioxide ion, by

FeO+
2 + e− → Fe + O2. (5.23)
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Furthermore, metal clusters can be created by reactions of the following type

M+ + 2N2 → M+ ·N2 + N2, (5.24)

where the atmospheric nitrogen plays the role of third-body in the reaction.
Magnesium clusters can recombine through dissociation, similarly to Reac-
tion 5.22 or, in the case of iron, they recycle back to FeO+.
The neutralisation process of sodium is different from the one of Mg and Fe.

Na+ has a complete outer electron configuration and can only form a cluster
with N2 in a three-body process of this type

Na+ + 2N2 → Na·N+
2 + N2 (5.25)

with subsequent recombination

Na·N+
2 + e− → Na + N2. (5.26)

The reaction rates included in the chemical mechanism are reported in Ta-
ble 5.1.

5.4. Results and discussion

We choose one of the conditions examined in Chapter 3, by considering a 1 mm
diameter meteoroid, flying at 32 km/s, and evaporating at a surface tempera-
ture equal to 2000 K. We examine two detection points, one at H = 80 km and
the other at 100 km, which represent typical values for radio detection of mete-
ors. For the presented cases, Knr based on Equation 3.33 is between the value
of 6 at the altitude of 100 km and the value of 0.3 at the altitude of 80 km, these
conditions belonging to the transitional regime. Freestream densities, composi-
tions, and temperatures are an input to our model, and computed according to
the Naval Research Laboratory Mass Spectrometer Incoherent Scatter Radar
(NRLMSISE-00) empirical atmospheric model developed by Picone et al. [2002]
and are reported in Table 5.2, whereas abundances for ozone gas are roughly
estimated according to values reported by Baggaley and Cummack [1974]. An
ordinary chondrite is assumed, for which we assume the following prototypical
mass concentrations: 36% SiO2, 25% MgO, 38% FeO, and 1% Na2O.

5.4.1. Chemical kinetics of metals in an isothermal reactor

We start investigating the chemical mechanism presented in Section 5.3.2,
by studying the evolution of the species of meteoric origin independent from
the diffusion process, as if the gas was constrained in an isothermal reactor.
Freestream values of density and temperature from Table 5.2 are employed to
set the conditions of the reactor, and the atmospheric background species are
kept constant in time. As an initial condition, we consider a quasi-neutral mix-
ture of a metal vapour diluted in air, in which the molar fractions are arbitrarily



106 Chapter 5. Plasma Evolution in Meteor Trails

Table 5.1.: Reaction rates included in the chemical mechanism for the neu-
tralising trail. Forward rates, kf, are computed according to Equation 5.17.
Backward rates, kb, are computed starting from the available forward rates and
thermodynamic equilibrium properties in order to satisfy equilibrium. Refer-
ences: (1) Plane and Whalley [2012]; (2) Feng et al. [2013]; (3) Plane [2004];
(4) Plane and Whalley [2012]; (5) Present work.

Reaction C4 C5 E0/kB Reference
[m3/mol/s] [-] [K]

Charge exchange
Mg+ + O3 ⇀↽ MgO+ + O2 7.23 × 108 0.0 0 1
MgO+ + O ⇀↽ Mg+ + O2 3.55 × 108 0.0 0 1
Mg+ + N2 + M ⇀↽ Mg+ ·N2 + M 5.8 × 109 -1.72 0 1
Mg+ ·N2 + O2 ⇀↽ MgO+

2 + N2 2.11 × 106 0.0 0 1
Mg+ + O2 + M ⇀↽ MgO+

2 + M 5.44 × 109 -1.65 0 1
MgO+

2 + O ⇀↽ MgO+ + O2 3.91 × 108 0.0 0 1
MgO+ + O3 ⇀↽ Mg+ + 2O2 1.08 × 108 0.0 0 1
MgO+ + O3 ⇀↽ MgO+

2 + O2 1.99 × 108 0.0 0 1
Fe+ + O3 ⇀↽ FeO+ + O2 4.58 × 108 0.0 241 2
Fe+ + N2 + M ⇀↽ Fe+ ·N2 + M 8.66 × 109 -1.52 0 2
Fe+ ·N2 + O ⇀↽ FeO+ + N2 3.01 × 107 0.0 0 2
FeO+

2 + O ⇀↽ FeO+ + O2 3.01 × 107 0.0 0 2
Fe+ + O2 + M ⇀↽ FeO+

2 + M 1.22 × 1011 -1.86 0 2
Na+ + N2 + M ⇀↽ Na·N+

2 + M 2.01 × 1011 -2.2 0 3
Dissociative recombination

MgO+ + e− ⇀↽ Mg + O 2.55 × 1012 -0.5 0 4
Mg+ ·N2 + e− ⇀↽ Mg + N2 2.55 × 1011 -0.5 0 4
FeO+ + e− ⇀↽ Fe + O 2.55 × 1012 -0.5 0 2
FeO+

2 + e− ⇀↽ Fe + O2 2.55 × 1011 -0.5 0 2
Na·N+

2 + e− ⇀↽ Na + N2 8.52 × 1011 -0.5 0 3
Electron-impact ionisation

Mg + e− ⇀↽ Mg+ + 2e− 3.22 × 1011 -0.5 88 696 5
Fe + e− ⇀↽ Fe+ + 2e− 1.95 × 1011 -0.5 91 246 5
Na + e− ⇀↽ Na+ + 2e− 1.21 × 1011 -0.5 59 594 5

Table 5.2.: Simulated freestream conditions.

Cond. H V∞ n∞ T∞ XN2 XO2 XO XO3

ID [km] [km/s] [1/m3] [K] [% mol]

(1) 80 32 3.14 × 1020 215 80.0 19.998 0.001 0.001
(2) 100 32 1.37 × 1019 181 80.0 16.999 3.0 0.001

set as Mg+ = 0.1%, Fe+ = 0.1%, and Na+ = 1.0%.
For magnesium, the formation of oxide ions in trace concentrations, such as
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MgO+ and MgO+
2 , precedes the actual recombination of the free electrons, as

is shown by Figure 5.5. In the same figure, the ion chemistry relevant to iron
behaves similarly to the one of magnesium, but concentrations of FeO+

2 are
lower, if compared to MgO+

2 , because the former is directly lost by dissociation
via Reaction 5.23. In Figure 5.6, recombination appears to be significantly
dependent on the background pressure for both magnesium and iron, mainly
because of the influence of Reaction 5.24 in the deionisation process.
With reference to sodium, the neutralisation mechanism is significantly dif-

ferent and controlled by the cluster Na·N+
2 . Since it only relies on three-body

collisions (Reaction 5.25), it is characterised by longer timescales. This effect
is better shown in Figure 5.6, where timescales for recombination increase up
to three orders of magnitude, moving from 80 to 100 km.
From this analysis, we can conclude that, at an altitude of 80 km, ion chem-

istry in the trail proceeds at rates which are likely to be comparable with
the timescales of mass diffusion. On the other hand, we have to exclude that
chemical reactions can play any role in the radio signal decay at 100 km.
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Figure 5.5.: Evolution of the chemicals of meteoric origin involved in the
deionisation process in the background atmosphere at an altitude of 80 km.
Free electrons are represented with a dashed black line .

5.4.2. Trail analysis
We simulate the full trail with the methodology described in Section 5.2. Start-
ing from the DSMC simulations performed in Chapter 3, we briefly discuss the
main features of the near trail. This discussion allows us to examine the hy-
potheses introduced in Section 5.2, with regard to thermal equilibrium, velocity
and density fields. In a second step, we employ the information at the outlet
of the DSMC domain, and we march along the freestream streamlines with
LARSEN, in order to compute the chemistry in the far trail.
Note that all the plots of the trail have to be considered in a frame of ref-

erence fixed to the meteoroid. Therefore, the reported simulations are to be
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Figure 5.6.: Influence of the atmospheric pressure in the neutralisation of the
trail. Comparison between 80 and 100 km altitude. The effect of the background
pressure is particularly evident for Na, whose recombination is fully driven by
a three-body process. Dashed lines refer to 80 km and solid lines to
100 km.

interpreted, by a ground-based observer, as simulations of one point of the tra-
jectory. What an observer moving with the meteoroid sees as a trail, which
relaxes to the freestream velocity and develops in space, is seen by a ground
observer as the radial evolution of a trail, whose velocity relaxes to zero a
few diameters after the meteoroid. In this way, the given plots can be inter-
preted as the radial evolution in one particular position of the sky, as time
passes. Freestream density and temperature in the background atmosphere
can thus be taken to be constant during the radial evolution, even for extensive
simulations. The conversion between the indicated spatial position x and the
ground-observer elapsed time t is obtained through the flight velocity V∞ at
the reflection point: t = x/V∞.

SPARTA DSMC-Boltzmann simulations of the near trail

For a detailed description of the DSMC simulations, the reader can refer to
Chapter 3. Here, we are interested in examining i) the hypotheses pertinent
to the relaxation to freestream conditions and ii) the initial condition profiles
which are provided to the far trail simulations. We are assuming that metals are
not involved in exchange reactions in the near trail so that metal oxide ions and
clusters can only be produced in the far trail. Free electrons, whose diffusion
is modelled under the ambipolar assumption, are expected to recombine later
in the far trail.
The dynamics of the gas to the rear of the body can be best appreciated

by plotting the development in the physical space of the velocity distribution
function (VDF), as is done in Figure 5.7, for both the axial and the radial
velocities. These distribution functions are obtained by sampling DSMC par-
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ticles at different stations along the trail, in regions which are one meteoroid
diameter in height.

In the near trail (from 0 to roughly 150 diameters in this test case), both
the axial and radial VDFs are characterised by a bimodal shape, and the two
families of particles, the metal vapour and the air, do not interact signifi-
cantly. Indeed, thermalisation would push the two VDFs towards a common
Maxwellian distribution. Also, Figure 5.7 shows that the near trail quickly
assumes the freestream velocity condition as the trail is progressively filled
by fast air molecules which, in a few diameters, take over the slow ablated
vapour. Eventually, even in a low collisionality regime, this process leads to a
Maxwellian distribution, at the end of the near trail.

The metal vapour diffuses in the surroundings, nearly in thermal equilibrium
with the wall, with a law not far from the one describing an expansion into a
vacuum (∼ 1/r2) (see the metal vapour density field in Figure 5.8). Moreover,
in Figure 5.8, we can see how the average density in the near trail region reaches
the values of the freestream in nearly 100 diameters. Also, in Figure 5.9, similar
relaxation times apply to the translational and internal temperatures. Here,
translational and rotational degrees of freedom in the near trail take only a
few microseconds to relax to the values of the freestream, confirming that the
importance of Equation 5.9 is marginal in the far trail. In the near trail, the
very high temperatures observed (up to 105 K) arise from the mixing of the two
families of molecules, freestream and ablated vapour. This results in a global
population strongly out of equilibrium, and whose dispersion - and therefore
temperature - appears extremely high. Rather than the thermal content of the
single population, this is to be interpreted as a geometrical temperature.
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Figure 5.7.: Evolution along the near trail of the axial VDF f(ξx) (a) and the
radial VDF f(ξr) (b): i. x = D/2; ii. x = 5/2D; iii. x = 5D; iv. x = 15D.
Air-vapour mixture , air , and vapour contribution . Plots refer to
Condition (1), at 80 km altitude.
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Figure 5.8.: DSMC density profiles along the near trail for the two different
altitude conditions, 80 km (marker ) and 100 km (marker ). The refer-
ence system is centred at the stagnation point: air-vapour mixture , ablated
vapour . Profiles are averaged in a width of one meteoroid diameter around
the axis of symmetry.
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Figure 5.9.: Translational and internal temperature profiles along the near
trail at 80 km altitude. The reference system is centred at the stagnation point.
In the near trail, Ttr and Trot take only a few microseconds to relax to
the values of the freestream. Vibrational temperature is marked with a dotted
red line .

LARSEN Lagrangian reactor simulations of the far trail

We start the computation of the far trail from the radial profiles obtained at
the outlet of the DSMC domain. In Figure 5.10, we show these profiles at
80 km after a few steps of integration in LARSEN, which reduces considerably
the noise characterising the chemical traces in DSMC.
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If we look at the density profiles in Figure 5.11, chemical traces of sodium are
present far behind the meteoroid. At high altitude, the trail tends to diffuse
much more than at lower altitude: at 100 km, metal traces are detectable in a
10 m radius cone after 1 km.
At 80 km, exchange reactions are active and produce metal oxide ions and

clusters. For these species, profiles at the axis of symmetry of the simulation
domain are plotted in Figure 5.12. However, in the next section, we will show
that their influence is marginal in the dynamics of the free electrons. Indeed,
the evolution of radial profiles suggests a deionisation process dominated by
diffusion. We will give a quantitative evaluation of this in the following section.
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Figure 5.10.: Radial profiles for species densities at the beginning of the far
trail domain, at an altitude of 80 km. Profiles are reported after a few steps
of integration in LARSEN. This reduces considerably the noise characterising
chemical traces simulated in DSMC.

Electron line density and ambipolar diffusion coefficient extracted
from trail simulations

We can compare the present numerical result with the analytical solution for a
problem of pure diffusion. In the case of a dilute solution at constant mixture
density, Equation 5.1 reduces to

∂ne
∂t

= ∇ · (Da∇ne), (5.27)

whose solution is given by Equation 1.4. From the electron number density ne,
the electron line density n̂e can be directly extracted from the simulations by
numerical integration, as follows

n̂e(t) = 2π

∫ ∞
0

ne(r, t) r dr, (5.28)
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Figure 5.11.: Ablated vapour expansion in the trail of the meteor. Num-
ber density contours at 80 and 100 km altitude show how much faster the
vapour expands at higher altitudes. Contours are drawn for the Na species.
The freestream flows from left to right.
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Figure 5.12.: Evolution of the chemicals of meteoric origin involved in the
deionisation process, at an altitude of 80 km. Reported values refer to the
axis of symmetry. Exchange reactions are active at this condition, but their
influence is marginal in predicting the evolution of the electrons.

which is constant along the trail (therefore in time), if chemistry is not im-
portant. The initial meteor radius r0 is taken equal to the radial width of
the DSMC computational domain that is equal to 10 and 40 meteoroid radii
respectively at 80 km and 100 km4. In this regard, we would like to point out

4The literature refers to the initial meteor radius as the span of the cylinder of ionised
plasma that is quasi-instantaneously formed upon the passage of the meteoroid. In a
consistent way, we are implying that only the processes occurring in the near trail can
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that the employed DSMC domains are probably not large enough to contain
the full ionisation profile, as an ablated atom may take several mean free paths
before ionising. Therefore, it may be that we are underestimating the total free
electron production.
For both our simulated conditions, the electron line density turns out to

be nearly constant. Its values can be found in Table 5.3. In Figure 5.13,
electron density profiles at an altitude of 100 km are seen to follow the analytical
solution for radial diffusion closely, once the proper diffusion coefficient is chosen
(the slight systematic discrepancy between the two solutions can be attributed
to the numerical error or secondary effects played by chemistry). The close
agreement confirms the importance of diffusion over chemistry for the current
conditions and the fact that a constant diffusion coefficient represents a fair
assumption. Diffusion coefficients are obtained by fitting Equation 1.4 over the
numerical profiles. The ambipolar diffusion coefficients resulting from LARSEN
simulations are reported in Table 5.3 and show that the trail expands faster at
100 km than 80 km altitude.

Table 5.3.: Electron line densities and ambipolar diffusion coefficients resulting
from the numerical simulations.

Condition n̂e Da

ID [e/m] [m2/s]

(1) 1.3 × 1012 0.96
(2) 9.05 × 1010 19.1

5.4.3. Link of trail simulations to the radio-echo theory

When the density of the free electrons is weak, the incident radio wave can
propagate in the ionised gas, where it is scattered by the individual electrons
with scattering cross section

σe = 4πr2
e sin2 γ, (5.29)

re and γ being respectively the radius of the electron and the angle between the
electric field of the incoming wave and the line of sight of the receiver [McKinley,
1961]. Physicists refer to this condition as underdense reflection. In this case,
the reflected signal is the sum of the contributions from independent electrons,
with no secondary scattering and absorption effects. On the other hand, when
the meteor is overdense, free electrons cannot behave as autonomous reflectors,
and the physics of the wave-plasma interaction is more complicated.

be responsible for the production of free electrons. Consequently, we define the initial
meteor radius according to the ionisation profile developed at the outlet of the DSMC
computational domain.
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Figure 5.13.: Comparison of the analytical and numerical solutions
for the electron density profiles at different positions in the far trail at 100 km
altitude.

The underdense condition can be formally written as ne < ncr [Foschini,
1999], where ncr represents the critical density, which is reached when the
plasma frequency

ωp =

√
neq2

e

ε0µe
(5.30)

attains the value of the impinging radio wave frequency. In Equation 5.30,
quantity qe represents the electron charge, µe the mass of the electron, and ε0
the permittivity of free space.
If we assume a wavelength λ? = 6 m, which corresponds to a radio frequency

equal to 50 MHz, the overdense region extends up to 100 m along the axial
direction and 5 cm in the radial one at 80 km altitude. The overdense region
can be seen in Figure 5.14 for the 80 km case. On the other hand, at 100 km, the
overdense region appears to be only a few centimetres long, and the underdense
condition is fulfilled practically everywhere.

Reconstruction of the underdense radio echo

If underdense plasma theory applies, and the trail is regarded as a scattering
cone (Equation 1.4) with a Gaussian density distribution, then an analytical
treatment to the signal reconstruction exists [Verbeeck, 1995]. In the hypoth-
esis of a plasma column dominated by diffusion, classical radio theory for the
forward-scattering technique predicts a power delivered to the receiver which
reads as

PR(t) =
c0λ

3
?r

2
e n̂

2
e

32π2c1
exp

{
−8π2c2(r2

0 + 4Dat)

λ2
?

}
× 1

2
[C2(t) + S2(t)] (5.31)
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Figure 5.14.: Contour plot of the electron number density for Condition (1), at
80 km altitude. The overdense region is highlighted (ncr = 3.1×1013 1/m3). We
have assumed a wavelength λ? = 6 m, which corresponds to a radio frequency
equal to 50 MHz. For this condition, the region extends up to 100 m in the
axial direction and 5 cm in the radial direction. Axes are not to scale and the
freestream flows from left to right.

for t > 0 s. Constant c0 depends on the apparatus, whereas c1 and c2 depend
on the geometry of the detection. Quantity λ? is the wavelength of the inci-
dent radio wave. Finally, C and S stand for the Fresnel integrals coming from
diffraction phenomena5.
Given the geometry of the detection (see Figure 5.15 for its graphical repre-

sentation) and the technical parameters of the radio system, we can reconstruct
an hypothetical radio echo, using the physical quantities of the plasma ex-
tracted from the simulations in Equation 5.31. In the BRAMS network [Lamy
et al., 2011], a dedicated beacon is installed in Dourbes, Belgium. It emits a
continuous waveform circularly polarised signal at a frequency of 49.97 MHz
with a constant power PT = 150 W. In Equation 5.31, parameter c0 is defined
as

c0 = PTGTGR sin2 γ. (5.32)

For the sake of simplicity, we assume the gains of the transmitter and the re-
ceiver, respectivelyGT andGR, equal to one, and we set sin2 γ = 1/2 [Verbeeck,
1995].
Constants c1 and c2 fully depend on the geometry of the detection and re-

spectively read as

c1 = RTRR(RT +RR)(1− sin2 φ cos2 β) (5.33)

5Electromagnetic waves are scattered from an extended portion of the plasma column and
not by a single specular reflection point. Along the trail, the closer we are to this point,
the higher is the contribution to the received signal. Waves reflected by distinct portions
of the trail are out of phase, as they travel different distances from the transmitter to
the receiver. Doing so, they generate zones of constructive and destructive interference,
which result in Fresnel oscillations.
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and
c2 =

1

sec2 φ
, (5.34)

where RT and RR are the distances of the transmitter and the receiver from the
reflection point, φ is half of the angle between the transmitter and the receiver
at the reflection point, and β the angle between the wave propagation plane,
defined by the ellipse in Figure 5.15, and the meteor entry trajectory.
We imagine the reflected signal to be received by the BRAMS radio station

in Overpelt, Belgium. We set β = 0 deg, and we consider that the wave
propagation plane is not inclined with respect to the local normal to the surface.
For both conditions, we simulate two different reflection points: one xd = 70 km
and the other 117 km away from the transmitter. In Figure 5.16, we see that
this distance influences the intensity of the signal (roughly by a factor 1/R3

according to Equation 5.33), but not its shape.
At 80 km altitude, the Fresnel oscillations are evident, whereas at 100 km,

these fluctuations are significantly damped by the intense diffusion rate. Also,
for the first case, the signal lasts up to 0.3 s, a much longer duration with respect
to Condition (2), where the echo quickly disappears after 0.025 s. Finally, due
to the higher electron densities characterising the plasma column, the intensity
of the received power appears to be three orders of magnitude larger for the
first case than in the second6.

(a)

Transmi

Receiver

Dourbes, BE

Transmitter

Condition 1

Condition 2

Overpelt, BE

Receiver

140 km

RT

RR

φ

(b)

Figure 5.15.: (a) Graphical representation of the radio signal forward-scattered
by a meteor trail. The optical path of the reflection is specular. Reflections of
the emitted signal from other segments of the trail can result in diffraction
patterns, which are accounted in Equation 5.31 by the Fresnel integrals. (b)
Two hypothetical detection points for Conditions (1) and (2). The transmitter
in Dourbes, Belgium emits a continuous radio wave at a frequency of 49.97 MHz
and constant power of 150 W. The reflected signal is received by the radio
station in Overpelt, Belgium. The ellipse defines the wave propagation plane,
and the two entry trajectories are tangential to the ellipse at the reflection
points. Moreover, we assume that the trajectories lie in the plane of propagation
of the wave, having set β = 0 deg.

6Note that both the events are below BRAMS detection threshold, which is -140 dBm with
a S/N > 10 dB, detectable by performing a Fast Fourier Transform on 16384 samples
(approximately 3 s). In order to reach -157 dBm, 100 times more samples would be
necessary.
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Figure 5.16.: Simulated power profiles for Condition (1) (upper) and Condi-
tion (2) (lower). At t = 0 s, the meteor is at the reflection point. For both
conditions, we simulate two different reflection points: one 70 km and the
other 117 km away from the transmitter. Here, we are assuming that the
wave propagation plane is not inclined with respect to the local normal to the
surface.

Comparison of the ambipolar diffusion coefficients with theory and
radio/radar decay observations

We can now examine the diffusion coefficients extracted from the numerical
simulations in the light of classical theoretical results and radio decay observa-
tions.
In a three-component thermalised plasma containing neutrals, ions, and elec-

trons, a standard result [Kaiser, 1953, Ramshaw and Chang, 1993] predicts the
ambipolar diffusion coefficient to be

Da = 2Dij , (5.35)

Dij being the ion-neutral binary diffusion coefficient, with index i and j re-
spectively representing the ion and neutral species. Einstein’s relation defines
binary diffusion coefficients for ions in a neutral gas as

Dij = Kij
kBT

qe
, (5.36)

whereKij is the zero-field mobility factor [Mason and McDaniel, 1988]. Langevin’s
theory of ionic mobilities predicts a dependency of Kij on the mass of the ion
and the polarisability of the neutral molecule [Massey et al., 1971]. This theory
has shown general good agreement with meteor decay times [Jones and Jones,
1990], and it is consistent with the approach adopted here, where ion-neutral
binary diffusion coefficients Dij , arising from the Chapman-Enskog method
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(see Appendix C), are computed using the Langevin potential. A comparison
of the binary diffusion coefficients employed in this work with results obtained
by means of Equation 5.36 and zero-field mobilities by Massey et al. [1971] is
given in Figure 5.17, for some relevant ions diffusing in N2. A difference exists
in the data of N+ and O+, for which more accurate data have been used [Levin
and Wright, 2004].
Also, ambipolar diffusion rates extracted from the simulations and reported

in Table 5.3 are coherent with those predicted combining Equation 5.35 and 5.36,
if we consider that Na+ and Mg+ are the most abundant ions in the simulations.
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Figure 5.17.: Binary diffusion coefficients for some relevant ion-N2 collision
pairs for Condition 1 (upper) and Condition 2 (lower). Marker refers to the
present work, marker to the work of Massey et al. [1971].

Finally, we compare results from our numerical simulations with observa-
tions. Astronomers have proposed a variety of observational fittings to obtain
the ambipolar diffusion coefficient from the exponential decay constant, which
is given by

τ =
λ2
?

32π2Da
, (5.37)

and it is computed as the time that the echo intensity takes to decay by a
factor 1/e [Herlofson, 1947]. In Figure 5.18, we consider some of these fits
[Greenhow and Hall, 1961, Jones and Jones, 1990, Galligan et al., 2004]. We
also report the data collected by the Advanced Meteor Orbit Radar (AMOR)
[Baggaley et al., 2002], over which the fitting by Galligan et al. [2004] is based.
Contour lines correspond to the number of detections. We find the diffusion of
free electrons to be in good agreement with the ones retrieved by observations,
even if simulations seems to slightly overpredict diffusion coefficients. Although
scatters in the experimental data suggest caution in the comparison, possible
reasons for this discrepancy could reside in: i) differences in the employed
atmospheric model; ii) inhibition of diffusion by the geomagnetic field [Cervera
and Reid, 2000]; iii) overestimated concentrations of Na+ in the simulations,
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with respect to Mg+ and Fe+. The far trail is computed in all its length,
assuming a frozen composition of the meteoroid equal to its initial condition.
However, a depletion in volatile elements in the first part of the entry path
would lower sodium concentrations, and the vapour phase would start being
dominated by refractory elements [McNeil et al., 1998, Janches et al., 2009].
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Figure 5.18.: Base-10 logarithm of the ambipolar diffusion coefficient in func-
tion of the altitude. Comparison between numerical simulations from present
work (marker ) and fits to observed radio signal decays: Greenhow and Hall
[1961] , Jones and Jones [1990] , Galligan et al. [2004] . Contour
lines from the AMOR data correspond to the number of detections.

5.5. Concluding remarks

We have introduced a method to model meteor plasma trails up to several kilo-
metres in length, under rarefied conditions. This method is a general and self-
consistent procedure that allows the computation of meteor physical parame-
ters at given trajectory conditions, without the need to rely on phenomenologi-
cal lumped models. In particular, we have analysed the main physico-chemical
features of the near and far trail, and we have retrieved diffusion coefficient
and electron line density, parameters of vital importance for the interpretation
of radio-scattering.
As test case, we have investigated the formation and development of the trail

generated by a 1 mm ordinary chondrite, flying at 32 km/s, at altitudes of 80
and 100 km. Starting from the DSMC computations of the evaporating me-
teoroid and the following ionisation reactions (Chapter 3), we have calculated
the multicomponent diffusion, ambipolar electric field, and chemistry relevant
to the dissipation of the plasma trail. In the near trail, translational and ro-
tational degrees of freedom of heavy species take only a few microseconds to
relax to the values of the freestream. In the far trail, ionic chemical reactions,
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although active, have shown not to play a significant role in the neutralisation
process, which is dominated by mass diffusion. Also, a common and constant
diffusion coefficient was sufficient to reproduce the numerical profiles. The
influence of chemistry and differential radial diffusion could be enhanced in
overdense meteors, therefore this aspect deserves further investigation. More-
over, the extracted ambipolar diffusion coefficients have been compared with
theoretical values and observations, finding a good agreement in both cases. As
a last step, we have linked the dissipation of the free electrons in the trail to the
classical radio-echo theory of underdense meteors, verifying whether applying
this condition is legitimate or not for the tested conditions.



CHAPTER 6

Melting in Presence of Rarefied
Gas Phase

“Il n’y a d’indispensable que les choses inutiles.”

– Francis Picabia

6.1. Introduction

Chapter 4 has highlighted the mechanical removal of a liquid layer as a substan-
tial ablation mechanism. In order to quantify its importance and to develop
predictive tools, a description of the entrainment of the molten layer into a rar-
efied hypersonic flow is required. In this type of flow, the position of the phase
boundaries is not known a priori, and a coupled treatment of the dynamic/ther-
mal response of the material, along with the thermal nonequilibrium effects in
the vapour, is necessary. Whereas solid and liquid can be dealt with as contin-
uous media, a kinetic treatment is needed for the gas.
In this chapter, we present a methodology which considers the thermal and

dynamic coupling of different phases by entirely relying on particle schemes. In
our approach, the Smoothed Particle Hydrodynamics (SPH) method [Gingold
and Monaghan, 1977] is employed for the solid and liquid phases, while the
DSMC method introduced in Section 3.3 is used for the gas phase. If DSMC is
the dominant technique for rarefied gas flow simulations, SPH has been selected,
among other two-phase flow numerical techniques, because of its easier coupling
with DSMC and its straightforward treatment of the free surface [Monaghan,
1994, Marrone et al., 2010].
In the SPH method, every particle represents a fluid parcel free to move in

the domain, subject to pressure, viscous, and surface tension forces. The prop-
erties of one fluid particle depend on the properties of its neighbours through an
interpolation kernel function. In comparison with mesh-dependent approaches,

Some of the results presented in this chapter have been obtained in the framework of H.
Scandelli’s MSc thesis, Development of an ablation model for atmospheric entry
flow in the framework of particle based solver, Politecnico di Milano, 2017.
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the SPH method significantly facilitates handling problems with free or interfa-
cial surfaces, whose location is a priori unknown. Therefore, it is a particularly
powerful tool for the study of multiphase fluid flow problems.
On the other hand, in the stochastic DSMC method, a microscopic particle

simulates a large number of identical real molecules, and the dynamics of the gas
is solved under the assumption that the streaming operator of the Boltzmann
equation can be decoupled from the collision operator.
The approach adopted here is computationally more expensive than the one

of Chapter 3, as it proposes to describe the dynamics of the different phases
comprehensively. To the best of our knowledge, this is one of the first attempts
to couple Boltzmann and Navier-Stokes equations in an unsteady simulation
with a deformable gas-liquid interface. Ye et al. [2012] proposed a hybrid SPH-
DSMC approach and employed it to study the flow in hydrogen separation
membranes. The steady solution was obtained by an iterative process in which
the two solvers were run separately over two different domains, and an over-
lapping buffer at their interface was used to update the freestream boundary
conditions. Tiwari et al. [2013] coupled the Finite Pointset method, which is
similar to SPH, to simulate a nanobubble in shear flow, keeping the interface
fixed.
In the next section, we present the physico-mathematical models employed

to simulate the different phases. In particular, specific attention is given to
the description of the two interfaces, the solid-liquid and the liquid-vapour
boundaries. In Section 6.3, the numerical methods employed for the solution
are presented. After a description of the main features in SPH, we provide
the details about the coupling procedure between this technique and DSMC.
Section 6.4 briefly introduces the numerical tool, and Section 6.5 is dedicated
to intermediate verification test cases of the computational model, in which the
implementations of the two numerical methods are considered separately. Some
verification test cases relevant to the SPH code are reported in Appendix D.
Finally, results from thermally and dynamically coupled simulations are pre-
sented in Section 6.6.

6.2. Physico-mathematical models

6.2.1. Condensed phase

Navier-Stokes equations

The mathematical model for the condensed phase, liquid and solid, is based
on the Navier-Stokes equations which can be derived by macroscopic local
mass, momentum, and energy balances [Schlichting and Gersten, 1955]. In the
case of a single component incompressible Newtonian phase, the Navier-Stokes
equations reduce to

∇ · vc = 0 (6.1)

ρcDtvc = ∇ ·Πc (6.2)
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ρccp,cDtTc + ∇ · qc = 0, (6.3)

where index “c” stands for the condensed phase and the operator Dt() is the
material derivative ∂t()+vc ·∇(), vc(x, t) being the field velocity. Variables ρc
and cp,c(x, t) are respectively the density and the specific heat, whereas Πc(x, t)
and qc(x, t) are the stress tensor and the heat flux vector. In Equation 6.3, the
viscous heating is assumed to be negligible. For an incompressible flow, this
assumption results in a simplified energy equation, decoupled from the rest of
the system [Faghri and Zhang, 2006]. The following relationships for the stress
tensor and the heat flux

Πc = −pcI + ηc(∇vc + ∇vTc ) (6.4)

qc = −λc∇Tc (6.5)

allow us to close the system, where pc(x, t) is the pressure in the fluid, ηc(x, t)
its dynamic viscosity, and λc(x, t) the thermal conductivity.
For the solid phase, indicated with the index “s”, the velocity field is zero

everywhere so that only Equation 6.3 applies.

6.2.2. Vapour phase

Boltzmann equation

The model introduced in Section 6.2.1 can be applied to gases as long as a hy-
drodynamic closure of transport fluxes holds. However, when the low collision
rate does not allow the molecules to reach local thermodynamic equilibrium,
the gas has to be described at the kinetic scale using the Boltzmann equation,
introduced in Section 3.2.1.
We can specialise Equation 3.1 to the case of a non-reacting dilute gas of

hard spheres with mass µ, which reads as

∂tfi + ξ ·∇fi =
∑
j∈Sg

∫
d2
ij

(
f ′if
′
j − fifj

)
|(ξi − ξj) · n| dn dξj i ∈ Sg (6.6)

for a set of species Sg in the gas phase. The streaming operator on the left-hand
side describes the result of macroscopic gradients over the velocity distribution
function evolution in the physical and molecular velocity space (x, ξ). At the
right-hand side, the integral models the effect of the binary impacts with an
effective diameter dij = (di + dj)/2 (for a schematic of the binary interaction,
see Figure 6.1), where di and dj are the diameters of particles i and j.
Each collision is characterised by velocities (ξi, ξj) and (ξ′i, ξ

′
j) before and

after the interaction, and by the unit vector n. This vector defines the line of
centres of the two spheres. Momentum and energy must be conserved by each
elastic encounter, leading to the following relationships

ξ′i = ξi − n[n · (ξi − ξj)], (6.7)
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ξ′j = ξj + n[n · (ξi − ξj)]. (6.8)

For the relative velocity gij = ξi − ξj , this interaction results in a specular
reflection around the line of centres, formally expressed as

g′ij = gij − 2n[n · gij ], (6.9)

with the module of the relative velocity conserved through the impact, |g′ij | =
|gij |.
The effective diameter can depend on the relative velocity of the impact as

follows

dij = drefij

(
grefij
|gij |

)ω− 1
2

, (6.10)

where the quantities drefij and grefij are reference values for the effective diameter
and the relative velocity evaluated at a temperature Tref, whereas the exponent
ω leads to a power law temperature dependence of the viscosity coefficient,
ηg ∝ Tωg [Bird, 1994].

ξi - ξj

ξi' - ξj'

n

α

α

dij

b

χ 

Figure 6.1.: Schematic of the interaction between two hard spheres with an
effective diameter dij. The encounter results in the symmetric scattering of the
relative velocity around the line of centres, which is defined by the unit vector
n. Representation in the collision plane.

Link between molecular and macroscopic scales

In Sections 3.2.1 and 5.2.3, we have already discussed the link existing between
macroscopic and kinetic scales. Here, we recall this connection, as it is necessary
to impose proper interface conditions between phases.
If we refer to the gas properties with the index “g”, any quantity of interest

at the macroscopic level Ψg(x, t) = {ρg, ρgvg, ρgEg} is related to quantities at
molecular scale θi(x, ξ, t) = {µi, µiξ, 1

2µi|ξ|
2} as a moment of the probability
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distribution function
Ψg =

∑
i∈Sg

∫
θifi dξ. (6.11)

If we move from an absolute reference frame to the one moving with the local
bulk velocity, we can define momentum and enery fluxes. The stress tensor for
the gas Πg(x, t) reads as follows

Πg =
∑
i∈Sg

∫
µi (ξ − vg)⊗ (ξ − vg) fi dξ, (6.12)

and similarly the energy flux qg(x, t) as

qg =
∑
i∈Sg

∫
1

2
µi |ξ − vg|2 (ξ − vg) fi dξ. (6.13)

6.2.3. Interface conditions between phases

A complete description of the jump conditions which need to be applied at the
interfaces between two phases and their derivation can be found in Guedon
[2013]. Here, we consider an ideal interface, meaning that no entropy is gen-
erated during the change of phase, and viscous dissipation and kinetic energy
can be considered negligible with respect to the heat flux and enthalpy.

Solid-liquid interface

At the interface between solid and liquid, x = Xsl(t), the following conditions
can be applied

ρcLmvsl · nsl = [qs − ql] · nsl (6.14)

Tc = Tm (6.15)

vc = 0, (6.16)

qs and ql being respectively the heat flux vectors from the solid and liquid
side. Temperature Tm is the melting condition of a pure substance1, nsl(Xsl, t)
the unit vector normal to the interface and vsl(Xsl, t) its velocity. The latent
heat of melting Lm is defined as the jump in enthalpy between the two phases,
hl−hs. Finally, Equation 6.16 represents the necessary boundary condition for
the solution of the momentum balance (Equation 6.2).

Condensed phase-vapour interface

Let us consider the interface between the condensed phase and the vapour,
x = Xcg(t), moving with velocity vcg(Xcg, t) and characterised by a normal

1As opposed to mixtures that are characterised by a range of temperatures over which the
change of phase occurs.
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unit vector, ncg(Xcg, t), pointing towards the vapour. Then, the two phases
are coupled by means of surface mass, momentum, and energy balances

ρc (vc − vcg) · ncg = −ρv (vv − vcg) · ncg = φe (6.17)

φe (vc − vv) = (Πc −Πg) · ncg − ε?κcgncg (6.18)

φe Le = (qc − qv) · ncg, (6.19)

in which we consider a constant surface tension coefficient ε?, with κcg(Xcg, t)
the mean local curvature of the interface, and Le = hv − hl the latent heat of
evaporation. Quantity φe represents the mass flux across the interface.
The conditions just defined link the condensed and vapour phases at the

macroscopic level, but they do not provide the necessary information at the
molecular scale. Therefore, some additional assumptions need to be made to
assign the correct conditions to the velocity distribution function fi at the
interface. These conditions are those prescribed by the kinetic boundaries as
defined in Section 3.2.2 (Equations 3.3-3.5). Moreover, φe can be determined
via Equation 3.6.

6.3. Numerical methods

The DSMC method has been introduced in Chapter 3, and it will not be
presented again in this section. The reader can refer to Section 3.3.

6.3.1. Smoothed Particle Hydrodynamics

The SPH method [Randles and Libersky, 1996, Ye et al., 2019] is a mesh-free,
fully Lagrangian approach, used for the discretisation of partial differential
equations. Initially developed for the solution of the Euler equations in the
study of the dynamics of galaxies [Gingold and Monaghan, 1977], this method
has been extended to simulate a wide variety of problems in computational
physics, among which it has proven capabilities in simulating free surfaces
[Monaghan, 1994, Marrone et al., 2010] and two-phase flows [Nugent and Posch,
2000, Shadloo and Yildiz, 2011, Wang et al., 2016].
In SPH, the fluid is represented by an ensemble of discrete particles Isph,

typically of fixed mass m, which move with the local fluid velocity of the con-
sensed phase, vc(x, t) and carry other fluid quantities specific to the given
problem. Field variables in a certain point Ψc(x, t) are calculated through
an interpolation function (the weighting smoothing kernel) from the field vari-
ables of surrounding neighbour particles. Formally, this occurs in two steps,
the integral function representation, or kernel approximation, and the particle
approximation.
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Smoothing kernel function

The smoothing kernel function W(x−x′, h) is at the core of the SPH method
and determines the way in which functions are approximated, assuring consis-
tency and accuracy [Zhu et al., 2015]. In this work, we employ a quintic kernel
of the following type

W =
7

4πh2

(
2
|x− x′|

h
+ 1

)(
1− 1

2

|x− x′|
h

)4

, |x− x′| ≤ 2h, (6.20)

which is a positive and symmetric function, decreasing monotonically with the
distance from the centre, and satisfying the following properties:

1. The support domain of the function is compact

W = 0, |x− x′| ≥ 2h, (6.21)

making the approximation a local operation. Quantity h is the smoothing
length and is defined approximately as the radius of the circular support
domain.

2. The function can be normalised over its support domain Ω∫
Ω

W dx′ = 1, (6.22)

ensuring the zero-th order consistency of the integral representation.

3. It satisfies the Delta function property

lim
h→0
W = δ(x− x′) (6.23)

so that, as the smoothing length tends to zero, the approximation value
approaches the function value.

Integral function representation

Starting from a continuous field Ψc(x, t), the integral function representation
expresses the properties in a certain point of the domain as a weighted in-
terpolation of the properties of its neighbourhood. This approximation reads
as

< Ψc > =

∫
Ω

Ψc W dx′, (6.24)

and is the denoted by the angle bracket <> operator. The same operation can
be performed on the spatial derivative of the function

<∇Ψc > = −
∫

Ω

Ψc ∇W dx′ (6.25)
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thank to which, the differentiation of the field is transmitted to a differentiation
of the smoothing kernel2.

Particle approximation

We divide the domain into a number of particles of mass mi, and we move from
an Eulerian to a Lagrangian description of the field. Particle i is characterised
by position xi(t) and discrete volume dxi = mi/ρci . In Equation 6.24, the
continuous integral description can be converted into a discrete representation
Ψci = Ψc(xi), by summing over all the particles in the neighbourhood of xi,
as if they were interpolation points in the support domain Ωi

< Ψci > =
∑
j∈Ωi

mj

ρcj
Ψcj Wij , (6.26)

whereWij =W(xi−xj , h). Similarly, for Equation 6.25, the spatial derivative
of the field variable is written as

<∇Ψci > = −
∑
j∈Ωi

mj

ρcj
Ψcj ∇iWij . (6.27)

The spatial derivative can also be expressed as

<∇Ψci > = −
∑
j∈Ωi

mj

ρcj
(Ψcj ±Ψci) ∇iWij , (6.28)

and it is a direct consequence of Equation 6.22, which leads to∑
j∈Ωi

mj

ρcj
∇iWij = 0, (6.29)

when derived. Equation 6.28 will be used for the discretisation of Equations 6.1-
6.3, since it symmetrises (or anti-symmetrises) the formulation, and it reduces
the error coming from the inconsistency of the particle approximation [Liu and
Liu, 2003].
In Figure 6.2, the smoothing kernel function is represented schematically

along with the particle approximation.

Space discretisation

By applying the approximation procedure just described, we can rework Equa-
tions 6.1-6.3 so to obtain a system of ordinary differential equations, which
can be integrated in time. The resulting accuracy in space is O(h2), when the
number of particles in the compact support tends to infinity [Zhu et al., 2015].

2This characteristic property of the SPH method comes from applying Gauss’s theorem to
Equation 6.24, when ∇Ψc is the continuous field that we want to represent, and it is is a
direct consequence of Equation 6.21.
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Figure 6.2.: Representation of the smoothing kernel function and particle ap-
proximation idea. The properties of the red particle depend on the properties of
all the blue particles close to it, in particular, the closer a blue particle is, the
greater its contribution will be weighted.

The detailed procedure can be found in Liu and Liu [2003] and the result reads
as follows. For i ∈ Isph,

Dtρci =
∑
j∈Ωi

mj (vci − vcj) ∇iWij (6.30)

Dtvci = −
∑
j∈Ωi

mj

(
pci
ρ2
ci

+
pcj
ρ2
cj

)
∇iWij

+
∑
j∈Ωi

mj

ηci + ηcj
ρciρcj

(vci − vcj)
xi − xj
|xi − xj |2

∇iWij

+ ε?κcgincgiδcgi + ai

(6.31)

DtTci =
1

cp,ci

∑
j∈Ωi

mj

λci + λcj
ρciρcj

(Tci − Tcj)
xi − xj
|xi − xj |2

∇iWij + li. (6.32)

The pressure gradient (the first term in the right-hand side of Equation 6.31) is
written in symmetrised form to conserve linear and angular momentum [Mon-
aghan, 1994]. Formulations by Morris et al. [1997] and Monaghan et al. [2005]
have been used for the diffusion terms in Equations 6.31 and 6.32 respectively.
Term ai represents a generic acceleration felt by the particle due to the pres-
ence of an external force, whereas quantity li is a generic energy source. The
effect of the surface tension is taken into account by the continuum surface force
model [Brackbill et al., 1992], according to which a volume term is added to
the momentum equation. The Dirac delta function δcg = δ(x − xcg) restrains
the effects of the source term within the interface region. Finally, the local
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curvature is computed as

κcgi = −(∇ · ncg)i =
∑
j∈Ωi

mj

ρcj
(ncgj − ncgi) ·∇iWij , (6.33)

as derived by Morris [2000].

Time integration

In this work, integration in time of the system of Equations 6.30-6.32 is per-
formed explicitly with a predictor-corrector scheme, O(∆t2) accurate. The
scheme is subject to the Courant-Friedrichs-Lewy (CFL) condition to guaran-
tee stability. Details on the scheme are provided in Monaghan [1989]. The fluid
is treated as weakly compressible with Tait’s artificial equation of state used
to compute the new pressure field at the updated particle position [Monaghan
et al., 1999].

6.3.2. Coupling between phases

To model the transition between the solid and liquid phases, we use the ap-
parent heat capacity method that has been introduced in Section 2.2.2. This
method allows us to solve a single set of equations (Equations 6.30-6.32) for
the whole condensed phase without the need to track the melting front, which
can be obtained a posteriori by applying the condition in Equation 6.15. In the
formulation provided by Hashemi and Sliepcevich [1967], the change of phase is
accounted for by a temperature dependent specific heat cp,c(xi) of the following
type

cp,ci = cp,s + (cp,l − cp,s) Q(Tci − Tm) + Lm U(Tci − Tm), (6.34)

where function Q(Tci − Tm) is the Heaviside step function and U(Tci − Tm) is
a Gaussian distribution centred in Tm

U =
1√

2π∆T
exp

{
− (Tci − Tm)2

2∆T 2

}
, (6.35)

which regularises the Dirac delta function δ(Tc − Tm) in a finite temperature
interval ∆T 3.
At each timestep, the solid phase is identified by Tci < Tm. Here, the velocity

field is imposed as vci = 0, whereas the liquid particles are allowed to move.
The Dirichlet boundary condition in Equation 6.16 sets itself naturally at the
interface.

3In alloys and multicomponents systems, the change of phase occurs over a range of temper-
atures where the two phases coexist (mushy zone) and ∆T assumes a physical meaning.
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Figure 6.3.: Schematic of the apparent specific heat function employed to
model the latent heat of melting.

SPH-DSMC coupling procedure

The SPH-condensed and the DSMC-vapour phase are integrated separately in
time, and they are coupled by exchanging information at each timestep. The
molecules of gas move in the physical space and intersect the boundaries with
the condensed phase, which scatter them back. Gas-surface interactions result
in momentum and energy exchange at the interface between the two phases
and induce the physical properties of the condensed phase to evolve in time.
At each timestep, the coupling procedure consists of the following actions:

1. Physical quantities and positions of the SPH particles are updated in time
following the numerical procedure described in Section 6.3.1. The cells
of the DSMC background grid containing particles from the condensed
phase are identified.

2. The SPH particles in the proximity of the surface are distinguished from
the ones in the bulk of the condensed phase. In fact, the properties of
the SPH particles near the free surfaces are characterised by a truncated
particle approximation because of the absence of neighbours in their com-
pact support (see Figure 6.5). The identification method used here was
proposed by Doring [2005] and exploits the fact that the eigenvalues of
the matrix B(xi)

Bi =

[ ∑
j∈Ωi

∇iWij ⊗ (xj − xi)
mj

ρcj

]−1

(6.36)

used for the periodic renormalisation of the kernel gradient, depend on
the spatial organisation of the particles in the neighbourhood of the con-
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sidered parcel i. Note that the moment matrix B is equal to the identity
matrix when parcel i is far from the free surface. Close to the bound-
aries, the distribution of particles around i is not symmetric anymore.
Therefore, inside the bulk of the condensed phase, its minimum eigen-
value tends to 1, while it departs from unity as we approach the free
surface. This allows us to determine the region of the fluid domain Xcg,
where the free surface lies.

3. In order to account for evaporation, the SPH particles belonging to the in-
terface are removed at the rate predicted by Equation 3.6. In the current
implementation, an SPH particle is deleted only when its total mass has
been lost. In this way, the evaporating front proceeds stepwise, advancing
by a length equal to the spatial discretisation between SPH particles.

4. The unit vectors locally normal to the free surface ncg are necessary for
the scattering of the DSMC molecules at the interface (see Equation 3.3)
and must be computed. The idea is that the normal vector is aligned
with the gradient of density of the SPH particles

∇ρi =
∑
j∈Ωi

mj∇iWij . (6.37)

As shown by Randles and Libersky [1996], one can write that, for a parcel
i in the bulk of the condensed phase, the sum over the gradients of the
kernel function in its compact support is about zero. When a particle,
instead, is near the free surface, such a sum is a good approximation
of the vector locally normal to the interface. Since the accuracy of the
evaluation of this vector depends on the particle disorder, it is possible to
obtain a more accurate evaluation by using the renormalisation matrix
introduced by Equation 6.36, as follows

ncgi =
ri
|ri|

, (6.38)

where
ri = − Bi

∑
j∈Ωi

mj

ρcj
∇iWij . (6.39)

5. The DSMC molecules are moved in the physical space and are injected
at the boundaries or at the vapour-liquid interface (see Section 3.3.1).
When a molecule ends up in a cell in which the SPH phase is present,
then gas-surface interactions routines are performed. The details of the
procedure are explained in the following steps.

6. The intersection point of the DSMC molecules trajectories with the free
surface of the liquid is computed. When one of the cells containing some
condensed phase is crossed, the SPH particle which is the closest to the
trajectory and belongs to the interface is selected. The intersection point
is computed as the point of minimum distance between this SPH particle
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and the DSMC particle trajectory. The full procedure is presented in the
flowchart of Figure 6.4.

7. DSMC molecules can condense at the interface or are scattered back
fully thermalised as specified by Equations 3.3 and 3.5. The unit vector
normal the surface is chosen associated to the SPH particle selected on
the interface at Step 6.

8. Momentum and energy are exchanged between the gas and the condensed
phase. The net force and energy are included in the balances for the
computation of the trajectories and thermal response of the SPH particles
computed at Step 1 as follows. For i ∈ Isph,

Dtvci = χsph
i + χdsmc

i (6.40)

DtTci = Γsph
i + Γdsmc

i , (6.41)

where χsph(xi) and Γsph(xi) are nothing else than the right-hand sides
in Equations 6.31 and 6.32, while χdsmc(xi) and Γdsmc(xi), which are
different from zero only at the interface, are the net contribution resulting
from momentum and energy exchange of the gas molecules impinging on
the surface and can be expressed in the following way

χdsmc
i =

Wp
∑
j∈Is

i
µj (ξoldj − ξnewj )

mi Ns ∆t
(6.42)

and

Γdsmc
i =

Wp
∑
j∈Is

i

1
2 µj (|ξoldj |2 − |ξnewj |2)

mi cp,ci Ns ∆t
, (6.43)

where molecular velocities before and after the impact appear in the
expressions, and the sum is accumulated over a collection of DSMC
molecules Isi , which have impinged the SPH particle i over Ns sampling
timesteps.

9. The DSMC molecules belonging to the same cell can collide among them-
selves. The velocities are updated according to the local homogeneous
relaxation equation, following the procedure illustrated in Section 3.3.1.

10. Macroscopic properties of the gas are computed in each DSMC cell as
detailed in Section 3.3.1.

Finally, we recall that the timescales of the liquid and the gas are usually very
different, the latter being much faster. Therefore, it is not always necessary
to exchange the information between the two phases at each timestep. The
possibility of averaging in a wider time window, i.e. Ns >> 1, can reduce the
statistical noise introduced at Step 8 due to the stochastic nature of the DSMC
methodology.
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Advect the DSMC particle for the remaining timestep 

Perform gas-surface interactions 

Search the SPH particle inside the cell which

(1) is the closest to the DSMC particle trajectory

(2) belongs to the interface

Search the first DSMC cell tagged as ``condesed phase"

through which the DSMC particle has passed

Compute the intersection point of the trajectory with 

the interface as the point of minimum distance between 

the trajectory and the selected SPH particle 

DSMC particle 

ended in a cell tagged as 

``condensed phase"?

Intersection 

point on the original 

trajectory segment?

NO

NO

YES

YES

NO

Figure 6.4.: Details of the algorithm developed for Step 6 in the coupling
procedure.

6.4. Numerical tool

SPH routines from the open-source SPHysics software4 [Gomez-Gesteira et al.,
2012b], available online at https://wiki.manchester.ac.uk/sphysics/index.
php/Main_Page, were embedded in the in-house DSMC code, TheGambler,
developed for the purpose together with the coupling interface between the
physical phases. SPHysics had been validated against experimental results in
dam-break and sloshing flows [Gomez-Gesteira et al., 2012a]. We have taken
advantage of the established capabilities of this tool, while others have been
added and verified. In particular, in the SPH solver, the following features have
been implemented:

1. the viscosity term in Equation 6.31;

2. the surface tension term in Equation 6.31;

3. the energy balance (Equation 6.32);

4Version 2.2.0, released under GNU General Public License version 3.

https://wiki.manchester.ac.uk/sphysics/index.php/Main_Page
https://wiki.manchester.ac.uk/sphysics/index.php/Main_Page
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with the phase interface is computed. The DSMC cells 

containing the liquid interface are tagged. When one of these

cells is crossed, the SPH particle which is (1) the closest to the 

trajectory and (2) belong to the interface is selected. The 

intersection point is computed as the point of minimum distance 

between this SPH particle and the DSMC particle trajectory.  

 

Figure 6.5.: Schematic of the main steps in the SPH-DSMC coupling procedure
presented in Section 6.3.2.

4. the melting model detailed in Section 6.3.2;

5. the procedure for accounting for evaporation reported in Section 6.3.2.

In the following section, we present some intermediate verification cases, where
the implementations of the two numerical techniques are tested separately.
Other test cases are reported in Appendix D.

6.5. Model testing and intermediate verification
cases

6.5.1. SPH-condensed phase

Melting of a slab with imposed external shear, pressure gradient,
and heat flux

The effects of the gas phase are mimicked by means of an imposed pressure
gradient ∂p/∂x = 10 Pa/m, shear stress τcg = 5 × 10−6 Pa, and heat flux
qcg = 6 MW/m2 acting on a slab. A schematic representation of the problem is
given in Figure 6.6, where the solid slab is at an initial temperature T0 = 240 K
below the melting temperature Tm. The lower boundary is kept at constant
temperature equal to the initial one. At z = D = 10−3 m, we impose the shear
stress and the heat flux. The latter induces the slab to melt, and the formed
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liquid layer is progressively set in motion by the combined action of the shear
and pressure gradient. A periodic boundary condition is applied at the sides of
the domain. Moreover, we implement the shear stress condition on the upper
boundary by adding the following source term to interface SPH particles in
Equation 6.31

ai =
τcg ∆xi
mi

δcgi . (6.44)

Also, ∆t is fixed to 10−6 s and a uniform particle lattice (∆x = ∆z = 5 ×
10−6 m, with h = 1.2∆x) is employed. The physical parameters employed for
this test case can be found in Table 6.1.
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Figure 6.6.: Schematic of the simulation. A Dirichlet boundary condition is
applied at the lower wall, whereas Neumann conditions are used for the upper
boundary. Periodicity is enabled at the sides of the domain.

For this problem, an analytical solution exists only in steady state and in
the solid reads as

Ts =
Tm − T0

Seq
z + T0 (6.45)

and in the liquid as
Tl =

qcg
λl

(z − Seq) + Tm, (6.46)

where the position of the solid-liquid interface at equilibrium is

Seq =
λs(Tm − T0)

qcg
. (6.47)

Once the slab starts melting, a velocity profile develops in the liquid layer until
it reaches the final steady state

vl =
1

ηl

[(
τcg −∆

∂p

∂x

)
zl +

1

2

∂p

∂x
z2
l

]
, (6.48)

where zl coordinate has its origin at the z = Seq, and ∆ is the thickness of
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the liquid layer. A comparison between the SPH numerical solution and the
exact steady states is shown in Figure 6.7 for both the temperature and velocity
profiles, which appear to be in excellent agreement.
Also, a fictitious recession velocity vr can be defined by integrating vl(zl)

over the thickness of the molten layer ∆

vr =

∫ ∆

0

vl dz =
1

ηl

[
1

2
∆2τcg −

1

3
∆3 ∂p

∂x

]
, (6.49)

where we consider the slab of unitary length. A similar formula was derived
by Bethe [1959] to model the mechanical removal of the liquid layer. Such a
method describes the mass loss by considering a series of steady states and as-
sumes the condensed phase to adapt instantaneously to changes of the external
gas flow.
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Figure 6.7.: Temperature (a) and velocity profiles (b) at different timesteps.
At steady state (marked with ∞), the SPH solution is compared with the exact
one.

Table 6.1.: Physical parameters employed for the test cases presented in Sec-
tion 6.5.1. Quantity νl stands for the kinematic viscosity of the liquid phase,
defined as ηl/ρc.

ρc νl λc cp,l cp,s Tm Lm

[kg/m3] [m2/s] [W/m/K] [J/kg/K] [K] [J/kg]

1000 2 × 10−5 40 4186 2220 273 3.3 × 104
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6.5.2. DSMC-gas phase

Hypersonic gas flow about a cylinder

This test case consists in a hypersonic argon flow (Kn∞ = 0.25, Ma∞ = 25, and
T∞ = 200 K) developing around a solid cylinder, whose wall temperature is
equal to 1500 K. The employed VHS data are given in Table 6.2. A comparison
of the temperature field obtained with a classic DSMC boundary condition
is shown in Figure 6.8. The solution is compared with the one reported by
Lofthouse [2008], which is used as a reference. In the gas, around 50 simulated
molecules are present in each cell. The mesh size is ∆x = 2 × 10−4 m, which
is enough to satisfy the DSMC accuracy condition ∆x < λ̃/3, even at the
stagnation point. This DSMC simulation takes only a few hours on a normal
laptop.
Moreover, we compare the results obtained with a classic DSMC boundary

condition with those attained through the DSMC-SPH boundary procedure,
where SPH particles are kept at a fixed position in the domain. In the classic
DSMC boundary condition, both the normal to the surface and the point of
intersection of the DSMC molecule trajectory with the solid wall are computed
analytically. Figure 6.9 shows gas temperature, number density, and velocity
profiles along the stagnation line in the front and in the rear of the cylinder,
for all the three cases, where the implemented boundary condition proves to
perform well for the chosen conditions.

Table 6.2.: VHS parameters used for argon.

µ Tref dref ω
[kg] [K] [m] [-]

66.335 × 10−27 1000 3.595 × 10−10 0.734

Subsonic Couette gas flow

We examine a subsonic Couette gas flow, and we compare the standard DSMC
gas-surface interaction procedure with the strategy proposed in this work to
deal with the SPH-DSMC interface.
A sketch of the simulation is provided on the right-hand side of Figure 6.10.

At the beginning, the gas is at rest and in thermal equilibrium with the bound-
aries at Tw = 200 K, as it is confined between two buffers of SPH particles,
distance Dg = 0.1 m apart. The upper buffer starts moving with a prescribed
velocity Vw = 26.34 m/s, which is low enough not to induce a significant ther-
mal field in the gas. The lower buffer is static. Employed VHS parameters are
reported in Table 6.2. The DSMC phase is discretised with 1000 cells along
the height of the channel Dg, and about 200 simulated molecules are present
in each cell.
After the initial transient phase, during which the gas inside the channel

is accelerated by the moving wall, a steady state is gradually reached, and
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Figure 6.8.: Temperature field for a hypersonicargon flow around a cylinder
(Kn∞ = 0.25 and Ma∞ = 25). We compare the standard DSMC boundary
procedure with Lofthouse [2008].
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Figure 6.9.: Gas properties along the stagnation line in front and in the wake
of the body. The effect of the SPH-DSMC boundary procedure with respect to
the standard one is examined.

the final velocity profile is established. In Figure 6.10, the steady-state velocity
profiles are plotted, and it can be seen that the proposed gas-surface interaction
procedure is substantially equivalent to the standard one.
A parametric study is conducted to observe the behaviour of the system

in function of the degree of rarefaction of the gas (Kn = 10−2, 10−1, 1). Slip
velocities of the gas at the interface with the SPH phase are more and more
significant at high Knudsen numbers, when nonequilibrium effects cease to be
confined in kinetic regions in the nearby of the interfaces, the so-called Knudsen
layers [Kogan, 1969].
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Figure 6.10.: (a) A sketch of the simulation. The two walls are composed of
SPH particles, and periodicity is enabled at the sides of the domain for both
SPH and DSMC particles. (b) Velocity profiles in the gas phase at steady state
for different Knudsen numbers. The proposed gas-surface interaction procedure
proves to perform well for the tested conditions.

6.6. Results and discussion

The thermal and dynamic coupling between the gas and the condensed phase
is now taken into account. In this way, external forces and heat acting on the
condensed phase are no more assigned boundary data, but they are obtained
from the direct interaction between the DSMC-vapour and the SPH-solid/liquid
phase.

6.6.1. Supersonic Couette gas flow over a melting slab

A gas is confined between an infinite wall and an infinite solid slab, distance
Dg = 0.1 m apart. The gas is set in motion by the upper wall at temperature
Tu = 2000 K, sliding at velocity Vu = 832.95 m/s. If the velocity of the wall
is large enough, heat is transferred from the gas layer to the solid slab, which
melts. A velocity and temperature profile forms in the liquid layer, resulting in
a two-layer Couette flow, where the thickness of the liquid layer Dl is not known
a priori. The slab is Dc = 1.02× 10−3 m in height, and the temperature at its
bottom is kept at a value equal to T0 = 300 K. A schematic of the test case,
along with reference axes is provided in Figure 6.11, whereas the properties of
the gas and the condensed phase are provided in Tables 6.3 and 6.4.
We are interested in comparing a semi-analytical solution based on Navier-

Stokes with the numerical result from the SPH-DSMC coupling. In this test
case, the gas is characterised by a Knudsen number equal to 10−2, based on the
height of the channel. At these regimes, nonequilibrium effects are confined in
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Table 6.3.: Physical parameters used to model the condensed phase in the
melting slab.

νl ρc λl λs Tm

[m2/s] [kg/m3] [W/m/K] [K]

10−8 103 10−4 10−5 900

Table 6.4.: VHS parameters used for the supersonic Couette gas flowing over
the melting slab.

µ Tref dref ω
[kg] [K] [m] [-]

66.335 × 10−27 2000 3.595 × 10−10 1.0

the Knudsen layers at the interfaces. This results in velocity and temperature
jumps at the boundaries of the vapour phase that, if they are naturally ac-
counted by the Boltzmann equation, need to be included in the hydrodynamic
solution using proper jump conditions. This solution is described in detail in
Appendix E, but we should note that the jump conditions introduce a depen-
dence on the density field of the velocity and temperature profiles, which does
not exist in the continuum limit. The comparison between the SPH-DSMC cou-
pling shows a very good agreement with the presented semi-analytical approach
as shown in Figure 6.11. The numerical solution is obtained by averaging in
time, once the final steady state is reached. This simulation took around 20
days on a normal laptop to converge to a steady state, and a few days more
were necessary to collect the sample used to average the profiles in the gas.
The final solid fraction represents 4.44% of the total condensed phase. Velocity
and temperature jumps are reported in Table 6.5.

Table 6.5.: Velocity and temperature jumps predicted by the semi-analytical
solution provided in Appendix E.

Phase Wall-vapour interface Vapour-liquid interface

v T v T
[m/s] [K] [m/s] [K]

Condensed 833.0 2000.0 72.6 2190.2
Vapour 821.4 2015.6 84.7 2195.4
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Figure 6.11.: (a) A sketch of the simulation is shown. (b) Semi-analytical
and numerical profiles for velocity, temperature, and density in the gas and
condensed phase at steady state. The position along the three coordinate systems
is normalised with respect to the thickness of each phase.

6.6.2. Thermal and dynamic coupling between a rarefied
hypersonic gas flow and a melting cylinder

We examine the same argon flow around a cylinder that we have considered in
Section 6.5.2 (Kn∞ = 0.25 and Ma∞ = 25, the latter being well below char-
acteristic meteor conditions). This time we allow for energy exchange between
the gas and the condensed phase. At first, momentum coupling between the
gas and the liquid is not enabled, nor is evaporation. Physical properties of the
cylinder are summarised in Table 6.6 and were arbitrarily chosen to shorten
the timescale of the conjugate heat transfer problem. For the discretisation of
the 0.01 m cylinder, we use nearly 35 000 SPH particles, immersed in a DSMC
grid, whose cell size is ∆x = 2 × 10−4 m. The calculations took around five
days, running on a quad-core Intel Core i7-6820HQ processor at 2.7 GHz.
The initial temperature of the cylinder is set equal to 500 K and grows in

time as the molecules of gas transfer their energy to the wall. As a result, the
cylinder heats up until it melts. The progressive formation of the liquid layer
is shown in Figure 6.12. Here, the cylinder is coloured according to the phase:
grey stands for the solid, white for the mushy zone, taken as an interval ±5 K
across the melting point, and red for the liquid. For the gas phase, we show
the field of translational temperature. It is possible to observe the evolution of
the melting front, advancing faster in the forehead area than in the shoulders
of the cylinder. Eventually, the heat wave reaches the rear of the object. The
entire process lasts about one hundredth of a second.
In a second moment, the molten layer is allowed to move, by enabling the

dynamic coupling between the phases. The liquid is set in motion by the action
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of the external gas. In particular, in Figure 6.13, we present the evolution of
the tangential velocity inside the liquid layer over time. Velocity profiles are
plotted for different angular positions. These profiles are non-linear and seem
to find a steady condition. The simulation were interrupted before the possible
detachment of droplets from the molten surface. The formation of small liquid
structures requires the local refinement of the DSMC grid, which is employed
in the procedure detailed in Figure 6.4, for the detection of the vapour-liquid
interface (in particular we use the DSMC cells to compute the intersection of the
gas molecules with the liquid surface). Moreover, the implementation of local
particle refinement techniques in the SPH phase is necessary to simulate the
dynamics of fluid structures that are much smaller than the original cylinder.

Table 6.6.: Physical parameters used to model the condensed phase in the
cylinder. These properties were arbitrarily chosen to shorten the time scale of
the conjugate heat transfer problem.

ρc νl λl λs cp,l cp,s Tm Lm

[kg/m3] [m2/s] [W/m/K] [J/kg/K] [K] [J/kg]

3000 3 × 10−3 33.3 3.3 8.3 5.1 1923 3.33 × 105

6.7. Concluding remarks

We have presented a numerical procedure to model melting in the presence of a
rarefied gas phase. Under the effect of external aerodynamic loads, the molten
liquid is progressively taken away and eventually evaporates. We have tackled
the problem by developing and implementing a tight coupling of the DSMC
and the SPH techniques, respectively for the gas and the condensed phase.
After presenting the relevant mathematical and numerical models, we have

dwelt on the coupling methodology between the two computational techniques.
In particular, the treatment of the interfaces has been detailed. The solid-liquid
interface can be dealt with the apparent heat capacity technique to account for
the latent heat of melting. Concerning the gas-liquid boundary, thermal and
dynamic coupling is achieved by applying classical kinetic boundary conditions
for the vapour at the interface. Momentum and energy are exchanged between
liquid and gas after the interaction of the molecules of gas with the free surface.
Some verification test cases have been examined to show the ability of the

code to accurately solve for the vapour and the condensed phases separately.
After, the thermal and dynamic coupling has been proven in some simplified
configurations. The most significant one consists of a slab of material which
melts under the effect of a supersonic Couette flow. For this case a semi-
analytical solution has been found in the slip regime.
Finally, we have considered the melting of a solid cylinder immersed in a
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(a) Time: 0.0 ms (b) Time: 1.8 ms

(c) Time: 3.4 ms (d) Time: 5.0 ms

(e) Time: 6.6 ms (f) Time: 8.2 ms

Figure 6.12.: From an initial solid state, the cylinder completely melts in about
one hundredth of a second. The colours of the cylinder indicate the phase: grey
stands for the solid, white for the mushy zone, and red for the liquid. For the
gas phase, we show the field of translation temperature.

rarefied hypersonic stream. The dynamics of the formed molten layer under
the influence of the external flow has been analysed. A two-way coupling
between phases has been pursued, at the expense of other possibly relevant
phenomena such as evaporation or chemical nonequilibrium of the gas phase,
which have not been taken into account. Moreover, at this stage, the code
cannot address the formation of droplets detaching from the main body. In
order to deal with large deformations of the interface, the code would require the
implementation of local mesh/particle refinement techniques in the proximity
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Figure 6.13.: A cylinder is immersed in a rarefied hypersonic flow. Due to the
action of the gas, the cylinder first melts and then the molten layer deforms.
The colours of the cylinder display the phase: grey stands for the solid, white
for the mushy zone, and red for the liquid. Also, tangential velocity profiles,
induced in the liquid, are plotted at different angular positions.

of the free boundary.
Although our main results have been obtained neglecting the mass transfer

between liquid and gas, we have proposed an approach to model evaporation.
The step-wise SPH particle removal procedure has been tested in an exploratory
test case to show its effectiveness, and it is ready to be assessed in more complex
simulations.





CHAPTER 7

Conclusions and Perspectives

“All knowledge of reality starts from experience and ends in it.
Propositions arrived at by purely logical means are completely empty
as regards reality. Because Galileo saw this, and particularly because
he drummed it into the scientific world, he is the father of modern
physics - indeed, of modern science altogether.”

– Albert Einstein

Since scientists have laid the foundations of the physical theory of meteors, in
the first part of the 20th century, they have mainly focused on the development
of synthetic models. These models are agile and based on algebraic relations,
and they condense the complexity of the problem in a few free physical param-
eters. This intrinsic simplicity made them suitable for parametric studies and
fitting of observational curves.
This type of approach has proved to be successful in explaining some of the

macroscopic features of meteor observations. However, the latest progress in de-
tection techniques has yielded drastic improvements in the quality and quantity
of observational data. Most recent researches in the field have demonstrated
that our understanding of plasma and hypersonic physics in the rarefied regime
(between 70 and 130 km) is far from being complete since it is not adequate to
explain observed phenomena.
Besides observations, from this moment forward, further progress in this

discipline is likely to be achieved mainly via computer simulations. Studies
relying on synthetic theories, exact approaches, and nondimensional analysis
are of paramount importance, yet they struggle to lead to firm conclusions.
Difficulties principally arise from the intercoupling of phenomena and multi-
scale physics. Important factors risk being neglected solely for mathematical
expediency.
Therefore, the goal of this work was to develop a rather general numerical

methodology to describe the main physico-chemical processes characterising
meteors. In particular, our focus was set on radio meteors, whose detection
occurs in the rarefied segment of their entry trajectory.
In the next section, we will summarise the main contribution of this work.

In Section 7.2, we will suggest possible improvements and promising research
directions for future work.
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7.1. Contribution of this work

At the beginning of this manuscript, we had identified two primary areas of
improvement for current approaches, and we had distilled each of them into
a technical objective: Objective 1. Modelling of the gas-surface interactions;
Objective 2. Modelling of the ablated vapour and free electrons. What follows
is the synthesis of the outcome of this dissertation into these two objectives.
For each objective, we highlight the contribution provided, and we underline
the limitations.

Modelling of the gas-surface interactions

Our knowledge of meteor gas-surface interactions mainly relies on the geo-
chemical characterisation of meteorites or observations. However, a chemical
inspection of the samples collected on the ground provides information about
the outcome of the trajectory, without the possibility to understand which
conditions these features are related to. Moreover, the interpretation of obser-
vational data is founded on lumped models that correlate the plasma signature
to a radio signal from which size, velocity and composition of the body are
inferred.
Hence, to gain a better understanding of the ablation process, we decided to

develop devoted numerical models and to simulate the gas-surface interactions
in ground experiments. This combined effort provided the opportunity to look
at the degradation process in detail, with the possibility of focusing on well-
defined flight conditions and material properties.
Modelling work relevant to gas-surface interactions was presented in Chap-

ter 3, for evaporation, and in Chapter 6, for melting and mechanical removal.
Both these chapters pertain to the framework of the DSMC method, but they
were developed independently because they fulfil different roles in our investi-
gation.
On the one hand, in Chapter 3, we studied the effect of the ablation process

on the flowfield but not vice-versa. The evaporation boundary condition served
as a modelling ingredient to investigate the formation of the plasma around the
meteoroid (Objective 2.a). In the workflow of the thesis (see Figure 1.8), this is
a necessary input to study the ion dissipation in the trail (Chapter 5, Objective
2.b). On the other hand, Chapter 6 was conceived to design a computational
methodology for the study of the molten layer dynamics under the influence
of the external flow. This task was set in the light of the experimental results
obtained in Chapter 4, which underlined abundant melting and mechanical
removal in the ablation process.
Chapters 3 and 6 are complementary in the level of complexity that they try

to describe. In Chapter 3, a classical evaporation boundary condition was im-
posed on a fixed interface. The condensed phase was assumed to have constant
and uniform temperature as well as constant chemical composition. The flow-
field around the meteoroid is affected by evaporation, but the molten phase
composition and temperature are not affected by the vapour (one-way cou-



7.1. Contribution of this work 149

pling). Chapter 6 was devoted to the development of a computational method-
ology. This methodology allows the study of melting when the gas phase is
rarefied, the interfaces between phases are moving, and their position is a pri-
ori unknown. The approach adopted in Chapter 6 is computationally more
intensive than the one of Chapter 3, as it proposes to describe the dynamics
of the three phases comprehensively. In this case, a two-way coupling between
phases was pursued, at the expense of other possibly relevant phenomena such
as evaporation or chemical nonequilibrium of the gas phase, which were not
taken into account.
Even given drawbacks and limitations, both the approaches represent evi-

dent advancements to the current state-of-the-art. The evaporation model in
Chapter 3 is suitable for multicomponent mixtures and can take into account
nonequilibrium condensation fluxes and the backscattering of molecules at the
wall, phenomena that are usually disregarded in meteor analysis. This proved
to be significant for events below 100 km, and it is expected to be even more
meaningful for bigger meteoroids or higher ablation rates. To our best knowl-
edge, the simulations presented in Chapter 6, where we considered a melting
cylinder immersed in a rarefied hypersonic stream, are the first of their kind
in the literature. However, while the implementation of the coupling proce-
dure between phases was successfully verified, important limitations still exist
when the free surface is significantly deformed. At the current stage, we cannot
model the formation of droplets and their spraying from the surface, since it
would require further development of the code (we will briefly address this issue
in Section 7.2).
In Chapter 4, we presented two experimental campaigns, carried out in the

VKI Plasmatron wind tunnel (low convective heat flux, mild evaporation) and
in the NASA Ames laser ablation facility (high radiative heat flux and intense
evaporation). Although both experiments failed in reproducing the rarefied
environment of real-flight conditions, these tests were especially useful to yield
insight into the ablation mechanisms: they confirmed strong degassing and
volatilisation of light species, boiling of the material, and they gave indication
that, in real flight, mechanical removal of the melt phase may represent the
primary mechanism of mass loss, before complete vaporisation of the droplets.
In addition, iron oxidation was observed.
Geochemical characterisation of the recovered material demonstrated the

successful use of these type of facilities to reproduce fusion crusts similar to
those collected on the ground. This paves the way for intensified analysis of
meteor data by comparing ground-tested materials with collected meteorites
and, therefore, may help to better characterise the composition and origin of
meteors.
Finally, measurements of the surface temperatures coupled with thermal re-

sponse modelling of the material helped in refining the understanding of the
surface energy balance. Despite the simplicity of the numerical model, simu-
lations and pyrometry data were found to agree reasonably well in laser ex-
periments, while needed a tuned contribution of the oxidation heat flux in the
Plasmatron tests. Under intense evaporation conditions, the cooling effect pro-
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vided by the Knudsen-Langmuir law was sufficient to justify the temperature
plateaus observed in laser tests. On the contrary, it is not possible to pre-
dict the low evaporation rates experienced by the samples in the Plasmatron
without a two-way coupling simulation approach between gas and material.

Modelling of the ablated vapour and free electrons

Meteors are characterised by extensive spatial scales whose simulation consti-
tute a formidable challenge. The ionisation process occurs in the space of a few
mean free paths from the body, while the subsequent recombination and diffu-
sion of ions takes place in trails that can develop for kilometres. In Chapters 3
and 5, we tried to tackle this problem.
In Chapter 3, collisional nonequilibrium processes related to the production

of ions were addressed using the DSMC method. DSMC is an established
method for the study of transitional flows, where the hydrodynamic regime
does not hold, and analytical solutions cannot be found. Hence, it represents
an excellent technique for the study of meteor flows, not least for the simplicity
with which it is possible to include physico-chemical models in the algorithm.
Detailed modelling of the dynamics of the rarefied gas in ablating meteoroids
represents progress compared to the current literature.
In Chapter 5, the output of the DSMC simulations was used as an initial

condition to compute the evolution of the metal compounds and ion dissipation
with a Lagrangian approach. In this approach, a fluid element reactor marches
along assigned streamlines, calculating multicomponent mass diffusion in the
radial direction and detailed chemical reactions. Although we assumed (and
verified) thermal equilibrium in the trail, the procedure is general and suitable
for extensions. In future, one could include further nonequilibrium effects of
the plasma, such a two-temperature model for ions and electrons.
Collisional processes and shielding effects investigated in Chapter 3 were

shown to play a relevant role for some of the explored conditions, especially for
intense evaporation and lower altitudes. Ionisation came mainly from the hy-
perthermal encounters between air and vapour, rather than from metal-metal
collisions. The ionisation of air species, which is not considered by the classi-
cal theory of meteors, was always comparable to that of magnesium and iron
atoms. In Chapter 5, recombination reactions had negligible effects in the
neutralisation process of underdense trails, which were dominated by mass dif-
fusion. Also, a common and constant diffusion coefficient, as used in standard
models, was sufficient to reproduce the numerical profiles. The influence of
chemistry and differential diffusion could be enhanced in overdense meteors,
therefore this aspect deserves future investigation.
Transport and kinetic data provided in Chapters 3 and 5 should constitute

a useful reference for future theoretical and numerical studies. In Chapter 3,
although collision cross sections were derived under simplified assumptions, it
is an attempt to address a complexity that had always been neglected. Among
the critical issues that one could raise, we should mention that, in DSMC,
we employed the Lennard-Jones potentials for all types of collision (including



7.1. Contribution of this work 151

those involving charged species), and that the model for reactive cross sections
is semi-empirical and approximate in nature. In the former case, the choice
was driven by simplicity, while in the latter, by the fact that a reliable theory
and experimental data are still not available. In Chapter 5, where the diffusion
process is driven by the interaction of the ions with neutral nitrogen, it was
necessary to use the Langevin potential to reach diffusion rates close to those
observed in meteor detections.
On the whole, the procedure presented in Chapters 3 and 5 represents a stan-

dalone methodology, which can provide meteor physical parameters at given
trajectory conditions, without the need to rely on standard lumped models.
To our knowledge, this is the first time that the radio signal of an underdense
meteor has been reconstructed without relying on lumped models to describe
either production or dissipation of the free electrons. Hence, we believe that
this approach represents a useful addition to the field of meteor modelling in
relation to radio-frequency technique and atmospheric chemistry.

General remarks on the methodology

The multiphysics nature of this phenomenon suggested not to restrict our focus
on the study of a single aspect, but to embrace a heuristic approach, tackling
this subject from different points of view. We employed a formal theoretical
framework for the ablation process and the dynamics of the rarefied vapour, and
we kept an explicit link between new developments and the classical approaches.
For example, this link was shown discussing the relation between DSMC steric
factors and ionisation efficiencies in Chapter 3, or the connection between the
numerical simulations of the trail and the ambipolar diffusion coefficient in
Chapter 5.
The developed tools and methodologies were verified with exact solutions

for academic or reference test cases (e.g. in Chapter 2, the wall recession
procedure was verified with an analytical test case, and the same was done
for the SPH-DSMC coupling methodology developed in Chapter 6). When
possible, the new data were compared with theoretical or experimental values
from the literature. This was the case for some neutral alkali metals contained
in the transport and kinetic database elaborated in Chapter 3. Other times,
present results were compared with observations (e.g. the onset of evaporation
in the entry trajectory analysis performed in Chapter 2 or the radio signal time
decays obtained in Chapter 5).
Nevertheless, the proposed modelling approaches were not comprehensively

validated. A critical review of modelling assumptions is challenging because
the access to a number of the internal states of the target system is compli-
cated, and observations are not always very detailed and rarely highly resolved.
Epistemic uncertainties can be relevant sometimes because we do not have an
adequate understanding of the processes (e.g. the excitation of the internal
energy modes); sometimes because certain phenomena were deliberately ne-
glected (e.g. boiling or oxygen accommodation on the melt). Also, we had to
face a general lack of reliable data to use in the simulations, two for all, the
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collision cross sections of the ablated vapours and the physical properties of the
meteoroids that, especially at high temperature, are not well characterised in
the literature. Advancements in meteor theory have been historically achieved
through the method of trial and error. Therefore, the comparison with ob-
servational data and ground experiments represents a future vital validation
step.
To conclude, we are confident that this dissertation has put together the

fundamental tiles of a broader and ambitious modelling effort that will help
astronomers to reduce uncertainties in the interpretation of radio echoes and
meteor detection in general.

7.2. Recommendations and perspectives

Nowadays, computer modelling can provide a level of detail that is above that
given by observations, considering that detected meteors reveal themselves only
through a subset of observable states. However, further development of nu-
merical simulations is limited by the scarcity of reliable and detailed observa-
tions. High-spatially resolved detections are difficult to realize, therefore scarce,
nonetheless of vital importance to improve the accuracy of the simulations,
and allow for validation of physical models. In addition, meteors are frequent
events, and this makes data reduction and statistical treatment possible. The
BRAMS network collects thousands of detections each year [Lamy et al., 2011].
The well-established Canadian Meteor Orbit Radar (CMOR) is able to record
approximately 2500 meteoroid orbits per day [Jones et al., 2005]. Therefore,
machine-learning algorithms could represent a new horizon to extract valuable
knowledge about the physics involved.
Meteors have an enormous scientific potential, yet unexploited. Aerospace

engineers and plasma physicists should look at meteors in the attempt to ex-
tend, train, and ultimately validate their models in the presence of a high
degree of thermo-chemical nonequilibrium. Meteors provide a unique opportu-
nity to validate theoretical models and engineering tools against natural free
experiments, and measurements otherwise not available.
Finally, some of the key issues that were raised in this work lay on the

boundaries between different disciplines. Research fields such as aerospace
engineering, plasma physics, aeronomy, and geochemistry will have to establish
tighter relations if a breakthrough in meteor science has to be achieved.

Possible modelling research directions

Modelling of the gas-surface interactions

In the light of the experimental results, the effects of oxygen accommodation
on the molten phase deserve further investigation. Atmospheric oxygen reacts
with the liquid, modifying the chemical composition and shifting its equilibrium
condition. Doing so, it also affects the evaporation process and the surface
energy balance.
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Concerning the SPH-DSMC coupling procedure, in the presence of large de-
formations of the interface (e.g. to address formation of droplets and entrain-
ment of the liquid phase in the gas flow), it will be necessary to implement a
dynamic mesh refinement technique [Garcia et al., 1999, Zhang and Schwartzen-
truber, 2012] in the proximity of the SPH-DSMC boundary to accurately and
efficiently solve for gradients in the gas phase. Moreover, one should consider
the implementation of a SPH particle refinement technique [Barcarolo et al.,
2014] or a particle shifting algorithm [Vacondio et al., 2013].

Modelling of the ablated vapour and free electrons

Accurate modelling of plasma effects in rarefied flows can be provided by cou-
pling DSMC and PIC methods. As a future step, it would be interesting to
relax the ambipolar assumption in the shock layer [Farbar and Boyd, 2010],
and account for the Earth’s magnetic field [Oppenheim and Dimant, 2015] in
the trail. So far, no attempts have been made to include complex kinetics and
proper ablation modelling in PIC simulations of meteors.
Moreover, radiative heat transfer may play a major role in the meteoric

phenomenon. Most probably, the gas radiation has tremendous cooling effects:
in the shock layer, where it could lead to photoionisation [Dias et al., 2018,
Dias et al., 2020]; in the trail through radiative recombination processes [Plane
et al., 2015]. At the same time, the emitted radiation reaches the surface of
the object changing significantly the wall heat flux. Therefore, along with
convective heating, radiative heat transfer must also be considered to make
an accurate prediction of meteor degradation. Ambitious attempts to couple
DSMC and radiative heat transfer codes are those by Ozawa et al. [2010] and
Sohn et al. [2012].

Model validation

It will be desirable to examine the methodology against radio or radar obser-
vations, such as BRAMS or CMOR data, in order to compare experimental
echoes with the ones synthetically generated through simulations. This pro-
cedure would provide validation of the models and further insight into the
phenomena involved. Also, the electron fields obtained numerically open the
possibility of employing more sophisticated methods to study in more detail the
interaction of the plasma with the electromagnetic wave, e.g. Finite-Difference
Time-Domain (FDTD) [Marshall and Close, 2015], optical ray tracing [Vecchi
et al., 2004], or Volume-Surface Integral Equation (VSIE) [Sha et al., 2019]
techniques.

A broader ambition: ablation modelling for artificial space
debris

Meteoroids share a similar fate to that of artificial space debris as they undergo
analogous degradation processes in their atmospheric entry. Therefore, the
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ablation models developed and studied in this work could be further refined
and extended to this field of aerospace science.
NASA estimates that the re-entry flux of orbital debris is nowadays superior

to the flux of meteoroids1. Debris from launcher stages and satellites at end
of life are increasingly becoming a threat for other space systems, but also a
threat for mankind when, if not completely destroyed, they impact the Earth
[Karrang et al., 2019]. To date, the exact mechanisms of the demise of space
systems during their destructive re-entry are not understood.
While substantial progress has been made to model the physics of the flow

and its interaction with materials at altitudes below 80 km, little progress has
been made in the understanding of gas-surface interaction at higher altitudes
[Koppenwallner and Lips, 2008, Liang et al., 2018]. Yet, during the initial phase
of re-entry of space debris, significant processes like heating, melting and frag-
mentation take place. An accurate description of the ablation process during
the re-entry of space debris is fundamental for the development of prediction
tools for the evaluation of the risk at the ground and to infer the potential of
survivability of the object [Lips and Fritsche, 2005, Wu et al., 2011].

1The number of artificial space debris in the Low-Earth Orbits (LEOs), which are at least
1 cm in size, exceeds 300 000 units.
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APPENDIX A

Verification of the FD tool for
thermal response modelling

The developed numerical tool can model heat conduction in one-dimensional
spherical and Cartesian domains, respectively for the solution of Equations 2.1
and 4.4. We verify the implementation for three different test cases. First,
we consider the heat transfer inside a sphere with constant radius. Second,
in Cartesian coordinates, we assess the methodology that allows the material
to recede. Finally, we evaluate the accuracy with which the position of the
melting front is computed through the apparent heat capacity method.
For all the cases, we employ 500 nodes for the spatial discretisation of the

material, and we set a mesh Fourier number

Fo =
λ

ρcp

∆t

∆x2
(A.1)

equal to 0.01 (we remind that Fo must be lower than 1/2 to satisfy the numerical
stability). The employed physical properties are reported in Table A.1.

Table A.1.: Physical parameters employed for the test cases presented.

ρ λ cp,l cp,s Tm

[kg/m3] [W/m/K] [J/kg/K] [K]

1850 30 2000 3000 2000

Unsteady heat conduction in a sphere

We consider the thermal response of a sphere with radius R = 0.2 m and
constant material properties. At the beginning, the temperature of the material
is uniform at 0 K. When the surface of the sphere is exposed to a step in
temperature till Tw = 4000 K, an unsteady temperature profile T (t, r) develops
inside the body and satisfies the following relation

Ψ = Ψw(1− erf η), (A.2)



158 Chapter A. Verification of the FD tool for thermal response modelling

Ψ(t, r) being a derived variable, defined as Ψ = Tr (therefore Ψw = TwR), and
η = x

2
√
λ/(ρcp)t

. The comparison between the numerical and exact solutions is

provided in Figure A.1, for different instants in the simulation.
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Figure A.1.: Comparison between the exact and numerical temperature profiles
to verify the solution of the heat equation in spherical coordinates.

Steady-state recession in a semi-infinite slab

The effectiveness of the recession procedure is evaluated by comparing the
numerical solution with an exact one for a one-dimensional semi-infinite slab,
initially at a uniform temperature T0 = 300 K. The slab is exposed to a step
in the surface temperature Tw = 4000 K and in the surface recession velocity
Vw = 10−3 m/s. For constant properties, it can be shown that the temperature
profile T (r) approaches a quasi-steady form [Carslaw and Jaeger, 1959]

T − T0

Tw − T0
= exp

{
− ρcp

λ
Vwr

}
, (A.3)

where the coordinate r has an origin that is tied to the receding surface. There-
fore, one can write

r = x− Vwt, (A.4)

x being the coordinate in a fixed reference frame. In other words, once the
steady state is reached, the temperature profile does not change in shape, but
it only translates in time with velocity Vw. Figure A.2 shows the comparison
between the computed and exact profiles. For the numerical solution a finite
slab of thickness D = 0.2 m is used, large enough to be sure that the heat
wave cannot reach the final node during the computation. For the present
conditions, after 100 s, the solution has reached the steady state, and the
agreement between the profiles is excellent.
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Figure A.2.: Comparison between the exact and numerical temperature profiles
for the verification of the receding wall procedure in Cartesian coordinates.

Unsteady Stefan problem in a semi-infinite slab

Physicists refer to a free-boundary problem describing the temperature distri-
bution in a medium that undergoes a phase change as Stefan problem. The
classical solution to this problem can be obtained by solving two distinct heat
conduction equations (one per phase), interfaced by a surface energy balance
on the evolving boundary. An exact solution of the melting problem for a
one-dimensional semi-infinite slab was obtained by Carslaw and Jaeger [1959].
In Figure A.3, we assess the accuracy of the equivalent capacity method by
comparing the position of the melting front over time, rsl(t), with the exact
solution given by the following algebraic equation

T0 − Tm
Tw − Tm

√
cp,l
cp,s

exp
{
− cp,l/cp,s η2

}
erfc

{
−
√
cp,l/cp,s η

}+
exp{−η2}

erf η
−
√
π η Lm

cp,l
(Tw−Tm) = 0,

(A.5)
where variable η = rsl

2
√
λ/(ρcp,l)t

is its nondimensional root. We find a very

good agreement between the two solutions (Tm = 2000 K, T0 = 1000 K, and
Tw = 4000 K). For the numerical solution, a finite slab of thickness D = 0.2 m
is simulated. Also, the solution is plotted for different values of the latent heat,
from which we can see how the melting front travels faster along the slab for
lower values of Lm.
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Figure A.3.: Comparison between the exact and numerical position of the
liquid-solid interface in the Stefan problem for the verification of the apparent
heat capacity method.



APPENDIX B

NASA Air-11 mixture: VSS model
parameters and chemical

mechanism

The NASA Air-11 mixture includes air neutrals and their ions, i.e. O2, N2, O,
N, NO, O2

+, N2
+, O+, N+, NO+, e– . Table B.1 reports the employed VSS

model coefficients that define the elastic cross sections in DSMC. Table B.2
shows the complete chemical mechanism in Arrhenius form [Park, 1993, Park
et al., 2001].

Table B.1.: VSS model parameters employed for the NASA Air-11 mixture.
The reference temperature is 273.15 K.

Interaction dref ω α
[A] [-] [-]

O2-O2 3.96 0.77 1.4
N2-N2 4.07 0.74 1.6
O-O 3.0 0.8 1.0
N-N 3.0 0.8 1.0
NO-NO 4.0 0.8 1.0
O+

2 -O
+
2 3.96 0.77 1.4

N+
2 -N

+
2 4.07 0.74 1.6

O+-O+ 3.0 0.8 1.0
N+-N+ 3.0 0.8 1.0
NO+-NO+ 4.0 0.8 1.0
e−-e− 7.0 0.5 1.0
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Table B.2.: Reaction rates included in the chemical mechanism for the NASA
Air-11 mixture. Results obtained in Chapter 3 do not account for three-body
reactions. References: (1) Park [1993]; (2) Park et al. [2001].

Reaction C4 C5 E0/kB Reference
[m3/mol/s] [-] [K]

Heavy-impact dissociation
O2 + X ⇀↽ 2O + X 1.0 × 1015 -1.5 59360 1
X = O,N
O2 + X ⇀↽ 2O + X 2.0 × 1015 -1.5 59360 1
X = O2,N2,NO
N2 + X ⇀↽ 2N + X 3.0 × 1016 -1.6 113200 1
X = O,N
N2 + X ⇀↽ 2N + X 7.0 × 1015 -1.6 113200 1
X = O2,N2,NO
NO + X ⇀↽ N + O + X 1.1 × 1011 0.0 75500 1
X = O,N
NO + X ⇀↽ N + O + X 5.0 × 109 0.0 75500 1
X = O2,N2,NO

Exchange
NO + O ⇀↽ N + O2 8.4 × 106 0.0 19400 2
N2 + O ⇀↽ NO + N 5.7 × 106 0.42 42938 2

Associative ionisation
N + O ⇀↽ NO+ + e− 5.3 × 106 0.0 31900 2
O + O ⇀↽ O+

2 + e− 7.1 × 10−4 2.7 80600 1
N + N ⇀↽ N+

2 + e− 44.0 1.5 67500 1
Charge exchange

NO+ + O ⇀↽ N+ + O2 1.0 × 106 0.5 77200 1
N+ + N2 ⇀↽ N+

2 + N 1.0 × 106 0.5 12200 1
O+

2 + N ⇀↽ N+ + O2 8.7 × 107 0.14 28600 1
O+ + NO ⇀↽ N+ + O2 1.4 × 10−1 1.9 26600 1
O+

2 + N2 ⇀↽ N+
2 + O2 9.9 × 106 0.0 40700 1

O+
2 + O ⇀↽ O+ + O2 4.0 × 106 0.09 18000 1

NO+ + N ⇀↽ O+ + N2 3.4 × 107 -1.08 12800 1
NO+ + O2 ⇀↽ O+

2 + NO 2.4 × 107 0.41 32600 1
NO+ + O ⇀↽ O+

2 + N 7.2 × 107 0.29 48600 1
O+ + N2 ⇀↽ N+

2 + O 9.1 × 107 0.36 22800 1
NO+ + N ⇀↽ N+

2 + O 7.2 × 107 0.0 35500 1
Electron-impact dissociation

N2 + e− ⇀↽ 2N + e− 3.0 × 1018 -1.6 113200 2
Electron-impact ionisation

O + e− ⇀↽ O+ + 2e− 3.9 × 1027 -3.78 158500 2
N + e− ⇀↽ N+ + 2e− 2.5 × 1028 -3.82 168200 2



APPENDIX C

Diffusion coefficients and
interatomic potentials in

MUTATION++

The diffusion velocities are solution of the Stefan-Maxwell system that requires
the evaluation of the binary diffusion coefficients Dij . Details on this system
and on its efficient solution can be found in the work of Magin and Degrez
[2004]. Between species i and j, a coefficient reads as

Dij =
3

16n

kBT

µRijΩ
(1,1)
ij

, (C.1)

where µRij =
µiµj
µi+µj

is the reduced mass and Ω
(1,1)
ij the collision integral, defined

as

Ω
(1,1)
ij =

√
2πkBT

µRij

∫ +∞

0

∫ +∞

0

e−γ
2
ijγ5

ij(1− cosχ) bdb dγ. (C.2)

Here, variable b is the impact parameter characterising the binary collision
and γ2

ij =
µR
ijg

2
ij

2kBT
a reduced variable for the relative velocity gij . The scattering

angle, χ = χ(b, g, ψ), resulting from the dynamic of the binary collision, directly
depends on the relevant interatomic potential, ψ.
For neutral-neutral collisions, we employ the Lennard-Jones (12-6) potential

ψij(r) = 4εij

[(
σ̄ij
r

)12

−

(
σ̄ij
r

)6]
, (C.3)

where quantity εij is the depth of the potential well, σ̄ij is the finite distance
at which the potential is zero, and r is the distance between the particles.
Charged-charged interactions are treated according to the screened Coulomb
(Debye-Hückel) potential

ψij(r) =
zizj
r

q2
e

4πε0
exp

{
− r

λD

}
, (C.4)
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where z the elementary charge and λD the Debye length that reads as

λD =

√
ε0kBT

neq2
e
. (C.5)

Finally, for neutral-ion interactions, where i is the neutral and j the charged
species, we use the Langevin polarisation potential

ψij(r) = −
z2
j q

2
eαi

8πε0r4
, (C.6)

where αi is the dipole polarisability of the neutral species.
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Verification test cases for SPH

Combined Couette-Poiseuille liquid flow

The liquid at rest is located between two infinite plates positioned at z = 0 m
and z = D = 10−3 m, and it is set in motion by the upper plate, which starts
moving with a constant velocity Vu = 1.25 × 10−5 m/s at time t = 0 s. A
pressure gradient (∆p = 10 Pa) is applied in the same direction. In SPH, a
uniform pressure gradient can be modelled as a mean acceleration field in the
direction of the flow applied on each particle in Equation 6.31

ai =
∆p∆xi∆zi

mi
, (D.1)

where ∆x = ∆z = 5× 10−6 m. The timestep is set to ∆t = 10−6 s.
Analytical transient solutions for the Couette flow

vl =
Vu
D
z +

∞∑
n=1

2Vu
nπ

(−1)n sin

(
nπ

D
z

)
exp

(
− νl

n2π2

D2
t

)
(D.2)

and the Poiseuille flow

vl =
a

2νl
z(z−D)+

∞∑
n=0

4aD2

νlπ3(2n+ 1)3
sin

(
πz

D
(2n+1)

)
exp

(
−νl

(2n+ 1)2π2

D2
t

)
(D.3)

are obtained by separation of variables, and the solutions can be combined by
superposition of the effects. Quantity νl = ηl/ρl is the kinematic viscosity of the
liquid and a the acceleration due to the pressure gradient. In Figure D.1 (a),
we report the comparison between the analytical and numerical solutions at
different instants, which show an excellent agreement.

Heat conduction in a liquid slab as a result of a step variation in the
wall temperature

The same set-up of the previous test case is now used to verify the ability of
the code to correctly solve the implemented energy balance of Equation 6.32.
A liquid at rest and uniform temperature T0 = 300 K is located between two
plates when, at time t = 0 s, the temperature of the upper plate is suddenly
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changed to Tu = 400 K. We use the same ∆t and ∆x as in the previous test
case. The analytical solution reads as

Tl = T0 +
Tu − T0

D
z +

∞∑
n=1

2
Tu − T0

nπ
(−1)n sin

(
nπ

D
z

)
exp

(
− kl
ρlcp,l

n2π2

D2
t

)
.

(D.4)
The results are in excellent agreement with the exact solution, and the com-
parison is shown in Figure D.1 (b).
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Figure D.1.: Comparison of analytical and numerical solutions for (a) a com-
bined Couette-Poiseuille liquid flow; (b) the heat conduction in a liquid slab as
a result of a step variation in the upper wall temperature.

Heat conduction and melting in a two-dimensional solid slab

We consider the thermal evolution in a two-dimensional slab (Dx = 10−3 m by
Dz = 2× 10−4 m, with h = 1.2

√
∆x2 + ∆z2), where different combinations of

boundary conditions are enforced. In the first configuration, Dirichlet boundary
conditions are applied at the four boundaries; in the second, Dirichlet boundary
conditions are enforced at three sides, while a Neumann conditions is applied
at the upper one. In SPH, this type of condition can be implemented as a
source term in Equation 6.32

li =
qcg ∆xi
micp,li

δcgi , (D.5)

which is applied only to those particles belonging to the interface. Quantity
qcg = 45 MW/m2 represents the heat flux at the interface. The timestep and
space discretisation are respectively equal to 5× 10−8 s and 10−7 m.
The two configurations are shown in Figures D.2 (a) and D.2 (b) along with

the comparison, at steady state, of the SPH solution with the numerical so-
lutions obtained by means of time-explicit Finite Differences (FD) technique.
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Temperature isolines are plotted and show a very good agreement between the
two different techniques.
Also, we examine the second configuration for a test case in which the slab is

allowed to melt (Figure D.2 (c)). The evolution of the melting front is plotted
in Figure D.2 (c), from the initial condition until the steady state and shows a
very good agreement with FD.
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Figure D.2.: Two-dimensional heat conduction problem with (a) Dirichlet
boundary conditions enforced at all the four boundaries. Temperature isolines
are plotted for the steady state; (b) Dirichlet boundary conditions enforced at
three boundaries and a Neumann condition applied at the upper interface. Tem-
perature isolines are plotted for the steady state; (c) Dirichlet boundary con-
ditions enforced at three boundaries, and a Neumann condition applied at the
upper interface. The evolution in time of the melting front is plotted.
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Evaporation in free molecular regime of a two-dimensional slab in
the presence of a temperature gradient

We present an exploratory test case that has been performed to verify the SPH
particle removal procedure implemented in order to simulate the mass transfer
between the condensed and the gas phase. We examine a two-dimensional solid
slab evaporating into vacuum, and we pose our attention on the evolution of the
evaporation front. Here, the slab evaporates in free molecular regime, meaning
no condensation flux is taken into account (Equation 3.7). Dirichlet boundary
conditions are enforced everywhere, also at the upper moving boundary, where
a linear temperature profile is imposed to link temperature values on the side
walls (respectively Tw and Te).
In order to evaluate the quality of the results, we compare SPH with FD.

For the purpose of verification, an identical mass removal technique was imple-
mented in the two codes. To set a reference solution, a much finer space and
time discretisation was employed for FD. The evolution of the liquid-vacuum
interface is plotted over time until the total evaporation of the system in Fig-
ure D.3 and the comparison of the two numerical techniques is found to be
satisfactory.
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Figure D.3.: Two-dimensional heat conduction problem with Dirichlet bound-
ary conditions enforced at all the four boundaries. The evolution in time of the
evaporating front is plotted.

Table D.1.: Physical parameters employed for the test cases presented.

Figure ρc νl λc cp,l cp,s Tm Lm

[kg/m3] [m2/s] [W/m/K] [J/kg/K] [K] [J/kg]

D.1 (a) 1000 2 × 10−5 - - - - -
D.1 (b) 1000 - 40 4186 - - -
D.2 (a, b) 500 - 100 - 2220 -
D.2 (c) 500 - 100 4186 2220 273 3.3 × 104

D.3 500 - 100 4186 2220 - -



APPENDIX E

Semi-analytical solution of a
supersonic Couette gas flow over a

melting slab

For a compressible Couette flow, an analytical solution can be found in the
continuum regime [Liepmann and Roshko, 1957]. Here, we look for the hy-
drodynamic solution at steady state in the slip regime [Kogan, 1969], where
rarefaction effects of the gas are confined at the gas-liquid boundaries, and a
close solution to the problem can be found.

Gas layer

In the gas layer, the momentum equation in the direction of the flow x leads
to a constant shear stress τg along zg. Therefore, we can write

τg = τcg, (E.1)

where τcg is the value of the shear stress at the gas-condensed phase interface.
For a Newtonian fluid, we can relate the shear stress to the velocity gradient
as follows

ηg
dvg
dzg

= τcg, (E.2)

where we have used Equation E.1. The velocity profile in the gas layer vg(zg)
can be obtained by integrating Equation E.2 as follows

vg − vg(0) = τcg

∫ zg

0

dy

ηg
. (E.3)

Note that velocity vg(0) is different from Vu and has to be determined by
applying proper slip boundary conditions. Moreover, the viscosity coefficient
ηg(Tg) introduces a dependence on the temperature, which reads as

ηg = ηref

(
Tg
Tref

)ω
, (E.4)
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where, for a VHS gas,

ηref =
15
√
πµ kBTref

2 (5− 2ω)(7− 2ω) πd2
ref
. (E.5)

The energy balance in the gas phase

d

dzg
(−qg + τgvg) = 0 (E.6)

provides a second equation, which is necessary to obtain the temperature profile
in the gas. For the heat flux, we employ Fourier law

qg = −λg
dTg
dzg

, (E.7)

where, from the Chapman-Enskog theory [Bird et al., 1960], we know that for
a monatomic gas the following relationship between thermal conductivity and
viscosity holds

λg =
15

4
R ηg. (E.8)

Equation E.6 gives

ηg
d

dzg

(
cp,g
Pr

Tg +
v2
g

2

)
= −qcg + τcgvcg, (E.9)

in which we have used the definition of Prandtl number

Pr =
ηg cp,g
λg

, (E.10)

that is constant and equal to 2/3 for a monatomic hard sphere gas.

Equation E.9 can be integrated with the help of Equation E.2 to obtain the
temperature field Tg(zg). The result reads as follows

cp,g [Tg − Tg(0)] +
Pr
2

[v2
g − v2

g(0)] = Pr

[
− qcg
τcg

+ vg(Dg)

]
[vg − vg(0)], (E.11)

where the temperature at the upper boundary Tg(0) does not correspond to
Tu, and its value must be determined using a suitable temperature jump con-
dition. The same considerations apply to vg(0) and vg(Dg). If Equation E.11
is evaluated at zg = Dg, we obtain the following expression

qcg
τcg

+
cp,g
Pr

Tg(0)− Tg(Dg)

vg(0)− vg(Dg)
+

vg(0)− vg(Dg)

2
= 0. (E.12)
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Now, we can rework Equation E.11 as follows

Tg
Tref

=
Tg(0)

Tref
− Pr

[
− qcg
τcg

+ vg(Dg)

]
(γ − 1) Ma2

vg(0)

[
1− vg

vg(0)

]

+ Pr
(γ − 1) Ma2

2

[
1−

v2
g

v2
g(0)

] (E.13)

to express temperature as function of the velocity field, so that we can plug
it into Equation E.4 and, in turn, Equation E.2. Here, the Mach number has
been defined as

Ma =
vg(0)√
γRTref

, (E.14)

where γ = cp,g/cv,g = 5/3 is is the heat capacity ratio for a monatomic gas.
From here on, we constrain our treatment to the case for which ω = 1. This
is not strictly necessary if not to simplify the computation of the following
integral ∫ vg(0)

vg(Dg)

(
Tg
Tref

)ω
dvg =

τcgDg

ηref
, (E.15)

which otherwise would require numerical evaluation. Equation E.15 gives{
Tg(0)

Tref
− Pr
vg(0)

[
− qcg
τcg

+ vg(Dg)

]
(γ − 1) Ma2 + Pr

γ − 1

2
Ma2

}
× [vg(0)− vg(Dg)]

+

{
Pr

2v2
g(0)

[
− qcg
τcg

+ vg(Dg)

]
(γ − 1) Ma2

}
[v2
g(0)− v2

g(Dg)]

−

{
Pr

6v2
g(0)

(γ − 1) Ma2

}
[v3
g(0)− v3

g(Dg)] =
τcgDg

ηref
.

(E.16)

Equations E.12 and E.16 are a generalisation of the solution provided in Liep-
mann and Roshko [1957], when vg(Dg) is different from zero. In the continuum
limit, where no-slip boundary conditions apply, we have obtained a set of two
equations in two unknowns, τcg and qcg.

Finally, the momentum equation in zg leads to constant pressure pg across
the channel. Thus, we can write the following relation for the number density
of the gas ng(zg)

ng(0) Tg(0) = ng(Dg) Tg(Dg), (E.17)

where we have used the law of perfect gases. Also, we can add

ng(0) =
pg

kB Tg(0)
, (E.18)
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where pg is known. When comparing with a DSMC computation, the gas
pressure can be constrained by the total number of particles N0 present in the
domain, which is constant throughout the simulation, since periodic boundary
conditions are enforced along the sides. We write

N0 = Lx

∫ Dg

0

ng dzg =
pgLx
kB

∫ Dg

0

dzg
Tg

, (E.19)

where Lx is the length of the channel, and the integral can be evaluated by
integrating the temperature field Tg given by Equation E.11.

Slip boundary conditions for the gas layer

Now, we account for rarefaction effects of the gas phase at the boundaries, writ-
ing down proper jump conditions for velocity and temperature fields [Sharipov,
2004]. If momentum and energy are fully accommodated at the boundary, the
first-order slip condition for the velocity reads as follows

∆vg =

√
π

2

ηg
ngkBTg

√
2RTw

dvg
dz

, (E.20)

and for the temperature it is written in this way

∆Tg =

√
π γ

(γ + 1) Pr
ηg

ngkBTg

√
2RTw

dTg
dz

, (E.21)

where Tw stands for the temperature of the wall. Therefore, for the upper wall,
we can write

vg(0) = Vu ±∆vg(0) (E.22)

Tg(0) = Tu ±∆Tg(0) (E.23)

and, for the gas-liquid interface, we can write

vg(Dg) = Vi ±∆vg(Dg) (E.24)

Tg(Dg) = Ti ±∆Tg(Dg), (E.25)

where subscript “i” identifies the properties of the liquid at the interface. The
gradient at the interface is evaluated with respect to a local reference system,
where z exits the surface.

If we substitute Equations E.2 and E.4 in Equation E.20 and Equations E.7
and E.10 in Equation E.21, we end up with the following expressions

vg(0) = Vu ±
τcg

ng(0) Tg(0)

√
πTu
2µkB

(E.26)
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Tg(0) = Tu ∓
γ

cp,g (γ + 1)

qu
ng(0) Tg(0)

√
2πTu
µkB

(E.27)

vg(Dg) = Vi ±
τcg

ng(Dg) Tg(Dg)

√
πTi

2µkB
(E.28)

Tg(Dg) = Ti ∓
γ

cp,g (γ + 1)

qcg
ng(Dg) Tg(Dg)

√
2πTi
µkB

, (E.29)

so that we attain four conditions, which link gas velocity and temperature fields
at the boundaries, with those of the solid or liquid phase. These constraints
can be used in Equation E.12 and Equations E.16-E.18. Finally, an expression
for the heat flux at the upper boundary qu can be obtained deriving Equation
E.13 as follows

qu = qcg + vg(0)τcg − vg(Dg)τcg. (E.30)

Liquid layer

For the incompressible liquid layer, we assume constant transport properties
and decoupled momentum and energy equations. The integration of Navier-
Stokes equations become trivial and leads to linear velocity vl(zl) and temper-
ature Tl(zl) profiles, respectively

vl = Alzl (E.31)

and
Tl = Tm + Blzl, (E.32)

At the solid-liquid interface, i.e. the melting front, Tl(0) = Tm holds, and a
no-slip boundary condition is used for the velocity. Quantities Al and Bl are
the integration constants.

When evaluated at the interface, Equations E.31 and E.32 provide two new
conditions that can be plugged into Equations E.28 and E.29

vl(Dl) = AlDl = Vi (E.33)

and
Tl(Dl) = Tm + BlDl = Ti. (E.34)

Moreover, we can impose the continuity of the shear stress and heat flux at the
interface between gas and liquid, as follows

τl = ηlAl = τcg (E.35)
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and
ql = −λlBl = qcg, (E.36)

which must be satisfied by Equations E.12 and E.16.

Solid layer

The solid phase is characterised by constant thermal conductivity. Similarly to
the liquid phase, one obtains a linear temperature profile Ts(zs), which reads
as

Ts = T0 + Bszs. (E.37)

By imposing the continuity of the heat flux at the solid-liquid interface

qs = −λsBs = −λlBl = ql, (E.38)

we obtain an extra condition that, combined with the following one

Ts(Ds) = T0 + Bs(Dc −Dl) = Tm (E.39)

closes the algebraic system with as many equations as unknowns.

Solution of the algebraic system

We have obtained a non-linear algebraic system of 15 equations in 15 unknowns.
This system can be effectively solved with an iterative procedure of the following
type:

1. Set ∆vg(0) = 0, ∆Tg(0) = 0, ∆vg(Dg) = 0, and ∆Tg(Dg) = 0;

2. Solve the non-linear system numerically;

3. Compute ∆vg(0), ∆Tg(0), ∆vg(Dg), and ∆Tg(Dg) using Equations E.26-
E.29;

4. Go to Step 2 if the solution has not converged yet.
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