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1.1 Scheme of the density-of-states of an intrinsic semiconductor at zero
temperature. The top of the VB, Ev, and the bottom of the CB, Ec,
are separated by a bandgap energy EG = Ec – Ev. The chemical
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1.2 Fermi-Dirac distribution function f(E) at different temperatures:
T = 0 K (blue curve), T = 300 K (green curve) and T = 600 K
(red curve). At zero temperature, the probability of an electron
to occupy an energy level below the Fermi level EF is equal to 1,
while the probability to occupy higher energy levels is equal to 0.
At finite temperatures, the distribution gets smeared out because
some electrons begin to be thermally excited to energy levels above
the chemical potential. Note that the total number of electrons
is constant and independent of temperature and that only a small
fraction of the total number of electrons can be thermally excited. 4

1.3 Isotropic and parabolic two-band model semiconductor. The va-
lence band (red) and the conduction band (blue) with the corre-
sponding dispersion relations are shown. The valence band curve
has been reported in red to remind its total occupancy by electrons
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1.4 Burstein-Moss effect caused by Pauli blocking. (a) In equilibrium,
VB is almost totally occupied and CB empty. By photo-excitation,
electrons are promoted to conduction band-edge states, leaving be-
hind holes in VB. (b) After thermalization, the depletion of the VB
maximum and the increase of spectral weight in CB are observed.
As a consequence, the bandgap enlarges to E

′
g = EqFC - EqFV ,

where EqFC and EqFV are the quasi-Fermi levels for CB and VB,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
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the bandgap. Upon optical excitation (central panel), electrons are
excited in the CB and holes are left behind in the VB. These high-
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bandgap is then restored in time (right panel). . . . . . . . . . . . . 9

1.6 Schematic diagrams of Cs-induced band bending and SPV effect,
taken from Ref. [1]. (a) Surface doping by Cs atoms leads to a
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1.8 Illustration of the Peierls model for a 1D linear chain metal with a
half-filled band. (a) In the normal state, the lattice constant is a
and the charge density ρ(r) is uniform. Electrons are filled up to
the Fermi level EF . (b) The electron-phonon interactions gives rise
to a lattice distortion, the so-called Peierls distortion, leading to a
periodic modulation in the charge density. As a result, a charge
density wave (CDW) state forms. The opening of a gap ∆ around
EF in the electronic dispersion causes the total energy of the system
(the sum of electronic and lattice components) to decrease. . . . . . 15

1.9 Excitation of amplitude (amplitudon) and phase (phason) of a charge
density wave in the q = 0 limit. Lines indicate changes to the charge
density, while red circles are the ions. Arrows show the variations
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1.10 Fermi surface nesting for a 1D, 2D and quasi-2D electron gas. (a)
In 1D, the Fermi surface of free electrons is composed of two par-
allel sheets at ±kF . A perfect nesting is fulfilled because the single
nesting wavevector q = 2kF is able to span the whole Fermi surface.
(b) In 2D, the Fermi surface is circular. Because of this shape, only
a reduced portion of the Fermi surface is nested by q, leading to
a poor nesting. (c) . In a quasi-2D system, the Fermi surface is
elliptical, therefore large parallel portions of the Fermi surface can
be nested, thus achieving a moderate nesting. The red arrows in
all three cases indicate pairs of states, one occupied and one empty,
differing by the wavevector q = 2kF . . . . . . . . . . . . . . . . . . 19

1.11 Behaviour of the bare electronic susceptibility and consequential
renormalization of phonon dispersion. (a) Plots of the real part of
the Lindhard response function for 1D, 2D and 3D free electrons
system at zero temperature. (b) Renormalized acoustic phonon
dispersion ωren(q) for one-, two- and three-dimensional metals at
zero temperature. The bare phonon dispersion ω0 (dashed black
line) is also reported for a comparison. . . . . . . . . . . . . . . . . 20

2.1 Scheme of a photoemission experiment. Light with energy hν illu-
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Abstract

This thesis presents the exploration and the understanding of phase transitions
and extreme non-equilibrium conditions in two-dimensional (2D) materials such
as transition metal dichalcogenides (TMDs) and black phosphorus (BP). In this
context, ultrafast spectroscopy is a useful and promising tool to study the origin
of complex orders. The mainly employed technique is time- and angle-resolved
photoemission spectroscopy (TR-ARPES) which allows revealing dynamics of the
electronic band structure of the material under investigation, thanks to its en-
ergy and momentum sensitivity. By changing the time delay between two ultra-
short pulses, one can study time-dependent processes taking place after the pump-
induced non-equilibrium electronic state with sub-picosecond resolution. Besides
the femtosecond TR-ARPES, time-resolved reflectivity (TRR) measurements on
the aforementioned materials are also performed. Indeed, despite the lack of mo-
mentum resolution of the technique, TRR provides a significant understanding
about the out-of-equilibrium behavior of the electronic and lattice degrees of free-
dom, allowing a more extensive knowledge of the material properties.
In the last few years, layered two-dimensional materials, such as graphene and
hexagonal boron nitride (h-BN), have received significant attention due to their
potential applications in several fields. Graphene, a single layer of graphite, was
the first 2D material to be obtained via mechanical exfoliation from bulk graphite
in 2004. Because of its attractive properties, the discovery of graphene has stimu-
lated the investigation of other layered 2D materials, which are able to complement
the demands related to graphene and can be employed as platforms for exploring
new physical and chemical phenomena. Recently, the scientific community has
drawn great attention on TMDs, owing to their special electrical, mechanical, and
optical properties as well as to their possible technological applications. Among
TMDs, the tantalum-based compounds TaX2 with X = S or Se are of particular
interest because they are host to coexisting strongly correlated phases including
charge density waves (CDWs) and an unusual metal-insulator transition (MIT).
These materials exhibit several CDW phases as incommensurate (ICCDW), nearly-
commensurate (NCCDW) and commensurate (CCDW), with transition temper-
atures over a broad range extending from 75 K up to 473 K. The TMD of our
interest is 1T -TaSe2. In this sample, the NCCDW phase is not observed and there
is just a direct transition from the CCDW to an ICCDW phase at 473 K. At
lower temperature, below about 260 K, a surface Mott metal-insulator transition
has been observed. TR-ARPES and TRR allowed us to study the interplay be-
tween charge density wave (CDW) and Mott phases in 1T -TaSe2, revealing that
the Mott phase is preferentially linked to the main phonon mode addressed as the
CDW amplitude mode.
As regarding BP, we investigated this material by TR-ARPES both in its pristine
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condition and after Cs deposition, revealing a rich photo-induced band dynamics.
This material exhibits intricate interactions associated with charge, spin, lattice
and orbital degrees of freedom whose deeper comprehension is fundamental for op-
toelectronic, electronic and technological applications. This semiconductor has a
tunable bandgap as a function of surface doping by alkali atoms and strain, and ex-
hibits anisotropic electronic and optical properties whose origins are rooted in the
puckering of its lattice structure. We found that photo-injected carriers trigger a
bandgap renormalization and a concomitant valence band flattening due to Pauli
blocking. In the Cs-doped sample, photoexcitation causes a long-lived surface
photovoltage that compensates the Cs-induced surface band bending. Therefore,
thanks to our investigation, it was possible to disentangle bulk from surface elec-
tronic states, to establish the surface localization of the conduction band and to
clarify the occurrence of band inversion in bulk samples.
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Introduction

“What could we do with layered structures with just the right layers? What
would the properties of materials be if we could really arrange the atoms the way
we want them?” The American physicist Richard Feynman asked these questions
in his famous lecture entitled There’s Plenty of Room at the Bottom. The aim of
arranging materials at the atomic scale is very attractive, to such an extent as to be
a major goal of materials science even around sixty years after Feynman’s lecture.
In this scenario, two-dimensional (2D) materials have recently emerged as an en-
couraging platform for the invention of novel heterostructures and optoelectronic
devices as well as for the understanding of fascinating physical phenomena, such as
superconductivity, spin and orbital order or charge density waves (CDWs). The
most typical property of 2D materials results from their special van der Waals
structure. Bulk crystals are made of single layers vertically stacked by van der
Waals forces instead of covalent bonds. This configuration makes it possible to
reduce the crystal thickness in the direction normal to the 2D planes. As a con-
sequence, the sample thickness can be decreased to the atomic layer scale with
remarkable modifications of the physical properties.
The world’s first two-dimensional material is graphene, whose isolation paved the
way for new opportunities in the field of condensed matter physics and materials.
At the beginning, research on graphene has drawn attention owing to its special
massless Dirac fermion-like electronic structure and the resulting possible applica-
tions in electronics. However, limitations arising from the gapless nature of this
material leads to the search for other 2D specimens with intermediate bandgaps.
In this regard, 2D semiconducting transition metal dichalcogenides (TMDs) have
been proven to have bandgaps tunable with respect to the film thickness, ensuring
a greater flexibility. These materials exhibiting the form MX2 with M a transition
metal and X a chalcogen atom (such as S, Se or Te) have been showing promis-
ing applications in several research fields as condensed matter physics, electronic
devices, chemical sensors and energy storages [7–9]. In addition, since TMDs are
host to strongly correlated phases, several theoretical and experimental studies of
their possible phase diagrams have been performed, enabling to unravel complex
competition between various phases. In order to disclose all the potential of TMDs,
great efforts are still continuing.
Besides TMDs, other innovative 2D semiconductors also deserve to be carefully
investigated. A well-known example is that of black phosphorus (BP), the most
stable allotrope of elemental phosphorus, which was recently reintroduced as a
striking semiconductor one hundred years after its first bulk synthesis in 1914.
One of the distinctive features of BP is its real-space structure consisting of par-
allel buckled layers held together by van der Waals forces where the monolayer
is called phosphorene. This puckered structure in the real space induces a large
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in-plane anisotropy in its electronic, optical and phonon properties, creating op-
portunities for designing new devices and applications. No less importantly, BP
exhibits high carrier mobilities [5] and a tunable bandgap over the entire infrared
range, attributing to it a distinctive place between graphene and TMDs [10].
The purpose of this thesis is to investigate BP and a specific tantalum-based TMD,
i.e. 1T -TaSe2, by two ultrafast spectroscopy techniques, which are time- and angle-
resolved photoemission spectroscopy (TR-ARPES) and time-resolved reflectivity
(TRR). Due to its capability to directly probe electrons, TR-ARPES provides the
dynamics of the electronic band structure of the examined material after opti-
cal excitation [11]. As a result, one of the major advantages of this technique is
the possibility to control the collapse and recovery of electronic order in strongly
correlated systems as well as to study the ultrafast non-equilibrium response of
novel materials for future opto-electronic applications. Although TR-ARPES is a
powerful tool in the field of ultrafast spectroscopy, in order to have a more com-
plete vision about the out-of-equilibrium state of matter, TRR measurements on
the aforementioned samples are also carried out. Even though TRR exploits the
same experimental scheme involved in TR-ARPES, i.e. the so-called pump-probe
scheme, the dynamics is retrieved in different ways: photoemission spectroscopy
is based on the detection of electrons extracted by the sample, while time-resolved
optical spectroscopy detects reflected or transmitted photons. Hereafter, the vari-
ous subjects dealt with in this thesis work are organized as follows.
In Chapter 1, some theoretical fundamentals and prerequisites, which are necessary
for a clearer understanding of this dissertation, are presented. In light of the semi-
conductive nature of the materials under investigation, a brief overview about the
general properties of semiconductors is provided. Subsequently, the main physical
phenomena, photo-induced in black phosphorus and experimentally observed by
our TR-ARPES investigations, are described. The processes we are talking about
are Burstein-Moss shift (BMS), bandgap renormalization (BGR) and surface pho-
tovoltage (SPV). As we will see, since they simultaneously occur, their recognition
and disentanglement is not trivial. The third and last part of Chapter 1 describes
the concept of charge density waves (CDWs) in one-dimension with reference to
the Peierls model and, then, in higher dimensions. Indeed, the knowledge of the
main features of this ground state of matter is fundamental for explaining our
TR-ARPES and TRR results regarding 1T -TaSe2.
In Chapter 2, the experimental techniques employed in this work are described.
Firstly, a theoretical description of the photoemission process is presented. Accord-
ing to quantum mechanics, photoemission should be treated as a one-step process.
However, it is commonly discussed within the framework of the three-step model,
based on a phenomenological approach. After presenting the three-step model and
many-body effects, our TR-ARPES setup, which is composed of an optical appara-
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tus for the generation of pump and probe pulses, an ultra-high vacuum system and
a detection system, is described. Finally, theoretical and technical details relevant
to TRR are provided. As we will see, by measuring the reflectivity variations of
the sample, one can retrieve important information about electron dynamics [12],
electron-phonon interaction [13] and the atomic motions [14].
Chapter 3 deals with the electron dynamics in BP. After a brief description of the
sample properties, the results of the TR-ARPES measurements on BP and their
explanation are shown. In view of its application in optoelectronics, the compre-
hension of the photo-induced effects in BP is pivotal. In addition, it has been shown
that surface doping by alkali atoms enables to engineer the BP bandgap [15, 16].
Therefore, we investigate by TR-ARPES this material in both its pristine condi-
tion and after Cs deposition. Thanks to our study, we clarify some crucial points
about carrier dynamics photo-induced in black phosphorus, conferm the surface
localization of the conduction band and shed light on the occurrence of band in-
version in bulk BP.
Finally, Chapter 4 reports on the metal-insulator transition (MIT) in 1T -TaSe2

and its relationship with the CDW phase by concentrating mainly on the strong
coherent phonon oscillations in this material observed by using TR-ARPES and
TRR up to several picoseconds. Our investigation shows that the Mott phase is
preferentially coupled to a special phonon mode, i.e. the CDW amplitude mode,
since it determines the electron localization in the CDW phase, and points out
the crucial role of the CDW and lattice in stabilizing the Mott insulating phase of
1T -TaSe2. Ultimately, we demonstrate that the combination of TR-ARPES and
TRR can be used to study the mechanisms driving phase transitions in a wide
range of strongly correlated materials.
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Chapter 1

Theoretical Background

In solid-state physics, many of the characteristics of a material as the electronic
and optical properties are determined by its electronic band structure, which de-
scribes the ranges of energy that an electron within it may have (“allowed” bands)
and the ranges of energy which it may not have (“forbidden” bands). On the basis
of the band theory of solids, three classes of materials can be distinguished, i.e.,
metals, semiconductors and insulators. Metals have free electrons and a partially
filled valence band (VB); therefore, they are highly conductive. On the contrary,
both semiconductors and insulators have a filled VB and an empty conduction
band (CB), separated by a bandgap Eg which is, by definition, the energy differ-
ence between the highest occupied level and the lowest unoccupied level. There is
no difference between semiconductors and insulators at T = 0 K because they are
all nonconducting. However, semiconductors form a class of solids that are insu-
lators at absolute zero temperature but which may become conductive at higher
temperatures (below the melting point). These different behaviors arise from the
presence of different energy-gap values: even though a sharp distinction between
an insulator and a semiconductor is not feasible, by and large the energy gap in
most semiconductors goes from few tenths of electronvolts up to a maximum of 2
eV.
Since the knowledge of semiconductor physics is essential to understand the elec-
tronic and optical properties of the materials investigated in this work, a brief
overview about the general properties and the band structures of semiconductors
is presented in the following. A detailed discussion on this topic can be found in
Ref. [17, 18].
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Figure 1.1. Scheme of the density-of-states of an intrinsic semiconductor at zero
temperature. The top of the VB, Ev, and the bottom of the CB, Ec, are separated
by a bandgap energy EG = Ec – Ev. The chemical potential µ at zero temperature
lies at the middle of the bandgap.

1.1 General Properties of Semiconductors

A semiconductor at zero temperature is characterized by a totally occupied VB
and a totally empty CB, where the lowest energy level Ec of CB and the topmost
level Ev of the VB are separated by the energy gap Eg = Ec – Ev. In an intrinsic
semiconductors, i.e. an ideal semiconductor free from defects or impurities, no level
lies in the energy gap. By contrast, semiconductors which are host to defects, the
so-called extrinsic semiconductor, have additional impurity levels within the energy
gap and show different carrier concentration and transport properties. Hereafter,
the main theoretical concepts about the equilibrium carrier distribution in intrinsic
semiconductors are illustrated. In an intrinsic semiconductor at zero temperature
all the valence states are occupied and all the conduction states are empty as
schematically shown in Fig. 1.1, where nv(E) and nc(E) are the density-of-states
per unit volume in VB and CB, respectively, and µ is the chemical potential. When
the temperature of the semiconductor is increased, a certain number of electrons
are thermally excited from the VB to the CB, leaving behind holes in the VB. In
general, the probability of the occupation of the allowed electron states of energy
E is described by the Fermi-Dirac (F-D) distribution which is given by

f(E, T ) =
1

e(E−µ)/kBT + 1
, (1.1)

where kB is the Boltzmann constant. At T = 0, the chemical potential µ is
equal to the so-called Fermi level, EF and the F-D distribution is a step function
such that all the states with energies E < µ are occupied (f(E) = 1) and all the
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states with energies E > µ are empty (f(E) = 0) as shown by the blue curve in
Fig. 1.2. When the temperature of the system increases, thermal energy excites
the electrons (green and red curves in Fig. 1.2). In particular, an electron can
thermally absorb an amount of energy of the order of kBT (at room temperature
kBT ≈ 0.0025 eV). However, because of the Pauli exclusion principle, this energy
is not equally distributed among all the electrons: if electrons lying well below EF
absorb energy, they will move to higher levels which are already occupied, thus
violating the exclusion principle. As a result, only electrons close to the Fermi
level can be excited. Indeed, since the energy levels above EF are empty, if those
electrons move to higher levels, the exclusion principle is preserved. Therefore,
at finite temperature, the F-D deviates from the step function and is broadened
by ∆E ∝ kBT around µ. This is why only electrons with energies in this range
can be responsible for electronic transport processes in the material. Note that, in
literature, the chemical potential µ and the Fermi level EF are used interchangeably
and this convention is also used throughout this thesis.

Since the conduction, at a certain temperature T , is caused by electrons in CB
levels or holes in VB levels, the most important quantities to be quantified are the
density of electrons in the CB, n0(T ), and the density of holes (or equivalently the
density of missing electrons) in the VB, p0(T ), at temperature T . The number of
electrons per unit volume in the CB, n0(T ), is given by

n0(T ) =

∫ ∞
Ec

nc(E)f(E) dE =

∫ ∞
Ec

nc(E)
1

e(E−µ)/kBT + 1
dE, (1.2)

where the subscript 0 is used to indicate quantities at thermal equilibrium. Anal-
ogously, the number of holes per unit volume in the VB at temperature T is
expressed as

p0(T ) =

∫ Ev

−∞
nv(E)(1− f(E)) dE =

∫ Ev

−∞
nv(E)

1

e(µ−E)/kBT + 1
dE. (1.3)

From Eqs. (1.2) and (1.3), the relevance of the chemical potential µ in determining
n0(T ) and p0(T ) is evident. However, simple expressions for n0(T ) and p0(T ) can
be derived under the following conditions:

Ev < µ(T ) < Ec, with Ec − µ(T )� kBT and µ(T )− Ev � kBT. (1.4)

If conditions (1.4) are satisfied, one is dealing with a “degenerate semiconductor”
(either intrinsic or extrinsic) and the F-D distribution function f(E) and its com-
plementary distribution function [1-f(E)] in Eqs. (1.2) and (1.3), respectively, can
be simplified with their corresponding Maxwell-Boltzmann distributions:

1

e(E−µ)/kBT + 1
≈ e−(E−µ)/kBT ,

1

e(µ−E)/kBT + 1
≈ e−(µ−E)/kBT .

(1.5)
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Figure 1.2. Fermi-Dirac distribution function f(E) at different temperatures: T
= 0 K (blue curve), T = 300 K (green curve) and T = 600 K (red curve). At zero
temperature, the probability of an electron to occupy an energy level below the
Fermi level EF is equal to 1, while the probability to occupy higher energy levels
is equal to 0. At finite temperatures, the distribution gets smeared out because
some electrons begin to be thermally excited to energy levels above the chemical
potential. Note that the total number of electrons is constant and independent of
temperature and that only a small fraction of the total number of electrons can
be thermally excited.

As a result, Eqs. (1.2) and (1.3) can be written as

n0(T ) = Nc(T )e−(Ec−µ)/kBT , (1.6a)

p0(T ) = Nv(T )e−(µ−Ev)/kBT , (1.6b)

where

Nc(T ) ≡
∫ ∞
Ec

nc(E)e−(E−Ec)/kBT dE (1.7a)

Nv(T ) ≡
∫ Ev

−∞
nv(E)e−(Ev−E)/kBT dE. (1.7b)

which are the effective conduction band and valence band density-of-states, respec-
tively.
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In an intrinsic semiconductor, the number of electrons in the CB is equal to the
number of holes left in the VB, i.e.,

n0(T ) = p0(T ) ⇐⇒ Nc(T )e−(Ec−µ)/kBT = Nv(T )e−(µ−Ev)/kBT . (1.8)

From this requirement, an expression for the chemical potential in the intrinsic
case µi(T ) can be obtained that is,

µi(T ) =
1

2
(Ev + Ec) +

1

2
kBT

Nv(T )

Nc(T )
. (1.9)

This shows that, as T → 0, the chemical potential µi is located in the middle of
the the energy gap while, at finite temperature, it undergoes a change of the order
of kBT . By substituting the latter expression for µi in Eqs. (1.6a) and (1.6b), the
intrinsic concentrations ni(T ) and pi(T ) of electrons and holes are found to be

ni(T ) = pi(T ) =
√
Nc(T )Nv(T )e−EG/2kBT . (1.10)

Since Nc(T ) and Nv(T ) smoothly depend on the temperature, one can say that
the temperature dependence of the intrinsic carrier concentration is principally
affected by the exponential dependence on EG. Furthermore, notice that while
the quantities n0(T ) and p0(T ) singularly depend on the chemical potential, their
product n0(T )p0(T ) does not. Indeed, it is given by

n0(T )p0(T ) = Nc(T )Nv(T )e−EG/kBT ≡ n2
i (T ) = p2

i (T ). (1.11)

This equation, known as mass-action law, implies two important results:

� as the product n0(T )p0(T ) does not depend on µ, it takes the same value
regardless of the impurity concentration in the material;

� at a fixed temperature, knowing the density of one carrier type enables one
to obtain the density of the other type of carriers.

It is interesting to explicit the above expressions under the isotropic and parabolic
two-band model for semiconductors, according to which valence and conduction
band extrema are located at the same point and dispersion energy curves are
parabolic as schematically illustrated in Fig. 1.3. For example, the density-of-
states per unit volume in the conduction band for E ≥ Ec is given by

nc(E) =

∫
2

(2π)3
δ(Ec(k)− E) dk =

1

2π2

(
2m∗c
~2

)2

(E − Ec)1/2, (1.12)

where the parabolic dispersion relation Ec(k) = Ec + ~2k2
2m∗c

has been substituted
and m∗c is the effective mass of the electrons in CB.
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Figure 1.3. Isotropic and parabolic two-band model semiconductor. The valence
band (red) and the conduction band (blue) with the corresponding dispersion
relations are shown. The valence band curve has been reported in red to remind
its total occupancy by electrons at T = 0 K.

By putting Eq. (1.12) in Eq. (1.7a), the effective density-of-states in the CB turns
out to be

Nc(T ) = 2.534

(
m∗c
m
· T

300K

)3/2

× 1019 cm−3, (1.13)

where T is to be expressed in degrees Kelvin. By a similar calculation, one finds
out that the effective density-of-states in the VB is given by

Nv(T ) = 2.534

(
m∗v
m
· T

300K

)3/2

× 1019 cm−3, (1.14)

where m∗v is the effective mass of the holes in VB.
Moreover, within the framework of the isotropic two-band model semiconductor,
the chemical potential µi(T ) becomes

µi(T ) =
1

2
(Ev + Ec) +

3

4
kBT ln

m∗v
m∗c

. (1.15)
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According to the last equation, the intrinsic chemical potential lies around the
middle of the energy gap. If m∗v = m∗c , it results to be independent of temperature;
in all other cases, i.e. when m∗v and m∗c are different, µi(T ) shifts towards the band
edge with lower effective mass by a quantity of the order of kBT .
As we will see later, all these results enable us to estimate the order of magnitude of
important properties of black phosphorus (BP), one of the materials of our interest;
in particular, by measuring its band gap EG and VB maximum, an estimation of
the equilibrium electron and hole concentrations in BP is achieved, as will be
shown in Chapter 3.

1.2 Photo-induced Phenomena in Black Phos-

phorus

Semiconductors under non-equilibrium conditions, e.g. caused by photo-excitation,
can be host to several processes, such as interband and intraband absorption,
bandgap renormalization (BGR) and Pauli blocking. Even though the equilib-
rium properties play an important role for the characterization of this class of
materials, the investigation of photo-induced out-of-equilibrium phenomena has
become increasingly relevant because most optoelectronic devices operate in non-
equilibrium conditions. More in detail, in view of the encouraging properties of BP
for opto-electronics applications [19–21], the comprehension of its ultrafast out-of-
equilibrium response can be useful. For this reason, we have performed a time-
and angle-resolved photoemission spectroscopy (TR-ARPES) study on BP both
in its pristine state and after Cs deposition, shedding light on open issues about
carrier dynamics [22, 23] and revealing meaningful information on its dynamical
photo-induced electronic properties. Hereafter, a theoretical description of the two
major physical phenomena arising in pristine BP, which are Burstein-Moss shift
(BMS) and bandgap renormalization (BGR), is presented. Subsequently, the ef-
fects appearing in Cs-doped BP will be also addressed in order to allow a deep
understanding of our experimental results which are shown in Chapter 3.

1.2.1 Burstein-Moss Shift (BMS)

The Burstein-Moss shift, also known as the Burstein-Moss effect [24, 25], is the
blue shift of the absorption edge caused by Pauli blocking (or band filling) [26,27]
in semiconductors. It is a well-known phenomenon in chemically doped semicon-
ductors [28, 29] but can be also observed in photo-excited materials [26, 30]. In
order to understand the main features of this effect in case of photo-excitation, let
us consider the isotropic and parabolic two-band model for semiconductors once
again. As shown in Fig. 1.4(a), under equilibrium conditions, the VB is almost
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Figure 1.4. Burstein-Moss effect caused by Pauli blocking. (a) In equilibrium,
VB is almost totally occupied and CB empty. By photo-excitation, electrons are
promoted to conduction band-edge states, leaving behind holes in VB. (b) After
thermalization, the depletion of the VB maximum and the increase of spectral
weight in CB are observed. As a consequence, the bandgap enlarges to E

′
g =

EqFC - EqFV , where EqFC and EqFV are the quasi-Fermi levels for CB and VB,
respectively.

totally occupied, while the CB is empty except for the weak thermal carrier distri-
butions. Under light irradiation, electrons are promoted to the CB leaving holes
in the VB. After thermalizing, carriers occupy the corresponding band edges, as
depicted in Fig. 1.4(b). As a result, the populations of electrons in the conduction
band and valence band are altered and their description occurs by introducing the
so-called quasi-Fermi levels for CB (EqFC) and VB (EqFV ) [31], both coming from
the equilibrium Fermi energy EF . Because of this change in the state occupancy,
there will be fewer empty electronic states available at the bottom of the CB. As
optical transitions to occupied states in CB are not allowed for Pauli’s exclusion
principle, the absorption edge is shifted to higher energies and the optical bandgap
is increased to E

′
g = EqFC - EqFV . For this reason, the Burstein-Moss effect, i.e.

the upward shift of the CB edge and the downward shift of the VB edge, is caused
by Pauli blocking or band filling. As we will see in Chapter 3, the recognition of
this phenomenon, which takes place in our measurements on pristine BP, has been
challenging because it occurs together with another optically induced many-body
effect affecting the energy gap value, that is bandgap renormalization (BGR).
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Figure 1.5. Schematic illustration of the BGR phenomenon. Before optical
excitation (left panel), VB is almost fully occupied and CB empty except for
the weak thermal carrier distributions; EF lies within the bandgap. Upon optical
excitation (central panel), electrons are excited in the CB and holes are left behind
in the VB. These high-mobility charge carriers determine a bandgap shrinkage.
The initial bandgap is then restored in time (right panel).

1.2.2 Bandgap Renormalization (BGR)

Another important many-body effect which can be observed in photo-excited semi-
conductors is a carrier density-dependent narrowing of the electronic bandgap, a
phenomenon referred to as bandgap renormalization. This bandgap shrinkage re-
sults from opposite energy shifts of valence and conduction bands and it is caused
by many-body exchange-correlation effects [32, 33] arising from the presence of
free carriers – electrons in the conduction band and holes in the valence band –
generated by optical pumping. A schematic representation of the photo-induced
bandgap renormalization mechanism is illustrated in Fig. 1.5.
In pristine BP, it has emerged that BME and BGR can be simultaneously in-
duced by photo-excitation, partially compensating each other. Indeed, according
to BME, an increase in carrier density determines the filling of states in CB, thus
moving the absorption onset to higher energies; on the contrary, BGR leads to
a reduction of the bandgap enery EG with increasing carrier density because of
electron-ion and electron-electron interactions. The total effect of the occurrence
of these two phenomena on the pristine BP band structure and its dynamics will
be explained in more detail in Chapter 3.
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1.2.3 Surface Photovoltage (SPV)

In addition to pristine BP, we also investigated by time- and angle-resolved pho-
toemission spectrosy (TR-ARPES) Cs-doped BP. In brief, surface doping by alkali
adsorption leads to a rigid shift of the overall BP band structure down towards
higher binding energies when going from the bulk to the surface (Fig. 1.6a). This
is the so-called band bending [34], which usually refers to the local changes in
electronic structure of semiconductors, in particular, in the energy offset close to
their surface or interface, due to space charge effects. Cs surface states are ionized
donors and, as a consequence, they lie above EF . Since alkali atoms are electron
donors [35], a n-doped surface region forms after doping, causing a downward band
bending [36] characterized by a potential φBB: all energy levels bend downwards
when moving from bulk to surface (it would be upwards for acceptor surface dop-
ing [36]).
Hererafter, we will focus on another photo-induced process revealed by our TR-
ARPES investigations on Cs-doped BP, i.e. surface photovoltage (SPV) effect,
whose occurrence causes a partial or complete compensation of Cs-induced band
bending.
The first works on SPV date back to the early 1950s [37–39]. The fundamental

element of this phenomenon is the existence of intrinsic or doping-induced sur-
face/interface states which can donate or accept electrons, leading to the creation
of a space-charge layer. By solving the Poisson’s equation∇2φBB ∝ p−n−N+

D−N
−
A

where φBB is the built-in potential and p, n,N+
D , N

−
A the hole, electron, donor and

acceptor densities [36], respectively, the arising band bending can be estimated.
The absorption of radiation with photon energies greater than the band gap energy
determines the generation of additional carriers both at the valence and conduction
bands. The electric field in the space-charge layer spatially divides these opposite
charge carriers, causing a band flattening. For this reason, it can be said that the
photo-injection of electron-hole pairs compensates the Cs-induced band bending
and this mechanism is the SPV effect (Fig. 1.6b).
Even though different experimental applications involving SPV have been devel-
oped [40], some features related to time-resolved pump-probe photoemission tech-
niques are mainly highlighted in the following.
E. O. Johnson was the first to point out the logarithmic dependence of SPV with
photo-injected carrier density [39], and more recently this model was adapted to
time-resolved experiments by other authors [41–43]. As reported in Ref. [44], some
constraints arise when considering time-resolved photoemission measurements: the
duration of the pump and probe pulses limits the time resolution of the pump-
probe method. The latter can be improved by reducing the spot radius of the pump
beam and increasing the kinetic energy of the electron as much as possible. Never-
theless, constructive information can be obtained by applying this technique [45].
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(a) Cs-induced band bending (b) Photo-induced SPV effect

Figure 1.6. Schematic diagrams of Cs-induced band bending and SPV effect,
taken from Ref. [1]. (a) Surface doping by Cs atoms leads to a downward band
bending; φBB: band bending potential. (b) After excitation, SPV develops and
all energy levels at the surface shift upward, compensating the bending potential.
φSPV : surface photo-voltage.

11



In particular, it has been shown that [1]:

� by measuring SPV at negative pump-probe delay, i.e. when probe photons
precede the pump pulse, one can get the spatial dependence of the induced
electric field (and potential) outside the sample surface [44];

� at positive pump-probe delay, SPV sets in before photoemission and measur-
ing the band energy shifts at these delays enables one to estimate the SPV
temporal decay [45].

A more detailed and quantitative description of both cases which will be provided
in Chapter 3 where the band structure and charge dynamics of BP are analyzed
in-depth.

1.3 Charge density waves (CDWs)

Solids with highly anisotropic electronic properties and crystal structure at suf-
ficiently low temperature can undergo a transition to a new ground state called
charge density wave (CDW). The latter is a static modulation of the electron
charge density usually accompanied by a periodic distortion of the underlying lat-
tice. In brief, the electronic energy of the material is lowered as a result of the
lattice distortion, the associated strain energy of which is more than counterbal-
anced by the decrease of the electronic energy. Therefore, if the energy necessary
to distort the crystal lattice is less than the gain in electronic energy, the material
experiences a phase transition to the CDW ground state. The Sommerfeld model,
which is the simplest way to represent the electronic structure of metals, is first
presented. Successively, a simple and well established model, which was proposed
by Rudolf Peierls [46] in 1955 to describe the fundamental instability in a one-
dimensional (1D) linear chain metal, will be reported. According to the Peierls
model, one-dimensional equally spaced chain with one electron per ion is unstable
at low temperatures due to the electron-electron and electron-phonon interactions,
risulting in a CDW. The Peierls’ picture was then applied to higher dimensional
materials to clarify the occurrence of CDWs based on the concept of Fermi surface
nesting (FSN) [47]. Here, some features of the Fermi surface topology and its
effects on the formation of CDWs are examined with reference to the behaviour
of the electronic suscetibility and the renormalization of phonon dispersion. Even
though CDW is an important concept in modern solid state physics, relevant to
several physical phenomena [48], the origin of CDW is still under debate, partly
because the formation and properties of CDW are highly material dependent. This
circumstance has sparked our interest in complex systems, the so-called transition
metal dichalcogenides, and in particular in 1T-TaSe2, which is host to strongly
correlated phases including CDWs.

12



1.3.1 Free-electron theory of metals

An electron moving in a crystal is affected by the presence of the potential energy
caused by all the nuclei and all the other electrons. In principle, given a specific
material, one should calculate the related crystalline potential, which is not simple
to estimate in most cases. However, many of the observed electronic properties
of metals, especially of the so-called simple metals, can be explained by the Som-
merfeld model. The latter is based on a free-electron approach, which consists in
neglecting the electron-ion and electron-electron interactions and assuming that
the conduction electrons feel an “effective” constant potential. The dispersion
energy relation of the CB is assumed to have a parabolic shape, that is

E(k) = Ec +
~2k2

2m
, (1.16)

where Ec indicates the bottom of the CB. Without loss of generality, Ec is set to
zero in the following.
Another important aspect of the Sommerfeld model is that electrons must follow
the F-D statistics and the state occupation probabilities are described by the
F-D distribution given by Eq. (1.1) and shown in Fig. 1.2. As explained in
Section (1.1), at T = 0 K, the electron system is in its ground state, where the
N free electrons occupy the N lowest available energy levels up the EF . Since
each state can accommodate two electrons with opposite spin according to the
Pauli’s exclusion principle, the band is filled from the lowest energy state up to
N/2. Furthermore, in the reciprocal space (the k-space), the occupied states of
energy E(k) < EF are separated from the empty states of energy E(k) > EF by
the so-called Fermi surface, which is defined by the equation E(k) = EF . In other
words, at T = 0 K, the occupied states form a Fermi sphere of radius kF , named
the Fermi wavevector, as depicted in Fig. 1.7.
In order to calculate kF , it is imposed that the total number of electrons within

the Fermi sphere coincides with the number N of free electrons in the material:

N =

k<kF∑
k

2 = 2
V

(2π)3

4

3
πk3

F =
V

3π2
k3
F =⇒ k3

F = 3π2n, (1.17)

where n = N/V is the electron density, being V the volume of the crystal, and the
sum over k is converted into the corresponding integral times V/(2π)3 [17]. As a
result, the Fermi energy for a non-interacting electron system is given by:

EF =
~2k2

F

2m
=

~2

2m

(
3π2N

V

)2/3

, (1.18)

with m the electron mass. Therefore, for the system of free electrons confined to a
volume V in the framework of the Sommerfeld model, only electrons at the Fermi
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Figure 1.7. Schematic illustration of the Fermi surface and of the Fermi sphere
formed by occupied band states in the reciprocal space. At T = 0, each state with
wavevector k such that k < kF accomodates two electrons with opposite spin.

surface or within kBT can affect the electronic properties. More generally, the
Fermi surface topology of real materials can be more complex depending on the
crystal structure, including symmetry and the arrangement of atoms.

1.3.2 CDW in 1D: Peierls model

Here, the basic features of the Peierls model are discussed on the base of the
description proposed by Grüner [49].
Let us consider an ideal one-dimensional chain metal at T = 0. If electron-electron

and electron-phonon interactions are neglected, the ground state of the system and
the corresponding free electron energy dispersion result to be as the ones shown
in Fig. 1.8(a). The lattice is a periodic linear array of atoms equally spaced by a
lattice constant a; the electron states are filled up to the Fermi level EF associated
to the Fermi wavevector kF and the charge density ρ(r) is uniform (black straight
line in 1.8(a)). If electron-phonon interactions are taken into account a change in
the atomic periodicity of the chain is energetically favorable: the system undergoes
a periodic lattice distortion (PLD) as illustrated in Fig. 1.8(b) , which is called the
Peierls distortion [46]. In particular, for a half-filled band, the atomic periodicity
becomes 2a and, as a consequence, the charge density results to be modulated
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Figure 1.8. Illustration of the Peierls model for a 1D linear chain metal with a
half-filled band. (a) In the normal state, the lattice constant is a and the charge
density ρ(r) is uniform. Electrons are filled up to the Fermi level EF . (b) The
electron-phonon interactions gives rise to a lattice distortion, the so-called Peierls
distortion, leading to a periodic modulation in the charge density. As a result, a
charge density wave (CDW) state forms. The opening of a gap ∆ around EF in the
electronic dispersion causes the total energy of the system (the sum of electronic
and lattice components) to decrease.

with a period λCDW related to the Fermi wavevector kF :

λCDW =
π

kF
. (1.19)

The new real-space unit cell containing two atoms has doubled and, as a result,
the k-space BZ has halved. With regards to the single-particle electron dispersion,
this distortion causes the opening of a gap ∆ around the Fermi level EF at the
new BZ boundary as shown in Fig. 1.8(b). Therefore, there is a metal-to-insulator
transition, where the resulting insulator is usually called the Peierls insulator.
Since the occupied states of the band are lowered below EF , the formation of
the gap leads to decrease in the electronic energy Eel, which in the case of weak
electron-phonon coupling is given by [50]

Eel = n(EF )

[
−∆2

2
−∆2log

(
2EF
∆

)]
, (1.20)

where n(EF ) is the electron density at the Fermi level. At the same time, the
distortion determines an increase in the elastic energy of the lattice Elat given by

Elat =
n(EF )∆2

λ
, (1.21)
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where λ is the dimensionless electron-phonon coupling constant. As a result, the
total change in energy of the system is the sum of the two terms in Eqs. (1.20)
and (1.21):

Etot = Eel + Elat = n(EF )

[
−∆2

2
−∆2log

(
2EF
∆

)
+

∆2

λ

]
. (1.22)

By minimizing the latter quantity, for λ� 1, one obtains that the gap is given by

∆ = 2EF e
−1/λ, (1.23)

and that the energy difference between the normal state Enormal and the CDW
state ECDW is equal to

Econ = Enormal − ECDW =
1

2
n(EF )∆2. (1.24)

This difference is the so-called condensation energy and its positive sign reveals
that the energy of the CDW ground state ECDW in 1D is lower than the one of
the normal state Enormal.
The alteration of the electron dispersion causes a modulation of the charge density
ρ(x), which proves to be a periodic function of the position x given by

ρ(x) = ρ0 +
∆ρ0

~vFkFλ
cos(2kFx+ ϕ)

= ρ0 + ρ1cos(2kFx+ ϕ),

(1.25)

where vF= ~
m
kF is the Fermi velocity and ρ0 is the electron density of the metal in

the absence of electron-phonon interaction which is equal to ρ0= π
kF

in one dimen-
sion. Furthermore, ρ1 and φ are the amplitude and phase of this periodic charge
modulation, respectively.
The consequence of electron-phonon interactions is the formation of a collective
mode composed of electron-hole pairs involving the wave vector q = 2kF . This col-
lective mode is associated with the electron density modulation described by Eq.
(1.25) and the corresponding condensate is called the charge density wave (CDW).
As in superconductors or other condensates, the CDW state can be characterized
in terms of a complex order parameter

∆ = |∆|eiφ. (1.26)

The amplitude |∆| is related to the single-particle CDW gap, indicated only as
∆ previously; φ is the phase of the collective mode, analogous to phase ϕ in Eq.
(1.25).
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Let us now consider the same one-dimensional chain metal at finite temperature.
In this case, electrons can be thermally excited across the gap: these transitions
lead to a screening of the electron-phonon interaction which causes a lowering
of the amplitude of the CDW gap and of the extent of the lattice distortion.
Therefore, at T > 0, the transition to the CDW state can still occur and it results
to be a second-order phase transition which takes place at the critical temperature
TCDW known as the Peierls temperature [49]. Within the framework of the mean-
field theory, where the one-dimensional fluctuations are neglected, the temperature
dependence of the order parameter |∆(T )| is given by [50]

|∆(T )| ∝ |∆(0)|
(

1− T

TMF
CDW

)1/2

, (1.27)

where |∆(0)| is the zero temperature gap and TMF
CDW is the mean-field CDW tran-

sition temperature. Above TMF
CDW the system is a metal, while it becomes an

insulator below TMF
CDW according to Eq.(1.27).

Another important feature of the CDW states is that they can be classified accord-
ing to their commensurability with the underlying periodic lattice: if the period of
the CDW modulation is a multiple of the lattice constant a, i.e. if λCDW = (m/n)a
where m and n are integers, the CDW is indicated as commensurate (CCDW); on
the contrary, if the periodicity of the charge density is not compatible with that
one of the underlying lattice, one speaks about incommensurate CDW (ICCDW).
As we will see, the transition metal dichalcogenide 1T -TaSe2 exists in the incom-
mensurate CDW phase below 600 K and in the commensurate CDW phase below
473 K [51].

Collective excitations of charge density waves

As previously seen in Section 1.3.2, the spatial modulation of electron charge
density and the lattice displacement of the CDW state can be described by the
complex order parameter ∆ = |∆|eiφ (see Eq. (1.26)). As expected for a complex
order parameter, both phase (φ) and amplitude (|∆|) excitations can occur. These
two different types of collective excitations of a CDW are shown in Fig. 1.9 for
the q = 0 case. A collective oscillation of the CDW phase φ, commonly referred
to as a phason, in the q = 0 limit corresponds to the translational motion of the
condensate (Fig. 1.9(b)). On the contrary, for an amplitude excitation, or directly
an amplitudon, there is no displacement of the charge density with respect to the
ions but only a change in the charge density wave amplitude throughout the lattice
(Fig. 1.9(a)).
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Figure 1.9. Excitation of amplitude (amplitudon) and phase (phason) of a charge
density wave in the q = 0 limit. Lines indicate changes to the charge density, while
red circles are the ions. Arrows show the variations in the ion position.

1.3.3 CDW in higher dimensions: Fermi surface nesting

The extension of the Peierls picture to higher dimensional systems can be achieved
by analyzing the Fermi surface topology because the shape of the Fermi surface
can have a remarkable effect on physical properties of a material via its influence
on electron screening. The standard way to deal with higher dimensional electron
gases consists in evaluating the electronic susceptibility χ(q, ω), which quantifies
the response of the electrons to a perturbation of wavevector q and frequency ω,
and then to study its zero energy value, i.e. χ(q, ω = 0), to establish if a Peierls
transition can be driven by the electron response.

For simplicity, let us consider again an ideal 1D chain of atoms as in Section
1.3.2. The corresponding ideal 1D Fermi surface consists of two parallel sheets at
±kF as shown in Fig. 1.10(a), where electronic states in opposite sheets can be
connected by a single wavevector q = 2kF , spanning the Fermi contours. In the
free electron model, electron-electron correlations are neglected and the response
function χ(q, ω) can be estimated by means of Lindhard approximation. The
resulting Lindhard susceptibility function is given by

χ0(q, ω) =
∑
k

f(Ek)− f(Ek+q)

Ek − Ek+q − ~ω − iδ
|M(q)|2. (1.28)
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Figure 1.10. Fermi surface nesting for a 1D, 2D and quasi-2D electron gas. (a)
In 1D, the Fermi surface of free electrons is composed of two parallel sheets at
±kF . A perfect nesting is fulfilled because the single nesting wavevector q = 2kF
is able to span the whole Fermi surface. (b) In 2D, the Fermi surface is circular.
Because of this shape, only a reduced portion of the Fermi surface is nested by
q, leading to a poor nesting. (c) . In a quasi-2D system, the Fermi surface is
elliptical, therefore large parallel portions of the Fermi surface can be nested, thus
achieving a moderate nesting. The red arrows in all three cases indicate pairs of
states, one occupied and one empty, differing by the wavevector q = 2kF .

Here, f(Ek) and f(Ek+q) are the F-D distributions for energies Ek and Ek+q, re-
spectively, with k the original wavevector and k+q the perturbed one and M(q)
is a matrix element which takes into account the impact of the perturbation on
the electrons wavefunctions.
As all the complex functions, also the electronic susceptibility χ0(q, ω) has a
real part Re[χ0(q, ω)] and an imaginary part Im[χ0(q, ω)] such that χ0(q, ω) =
Re[χ0(q, ω)] + i Im[χ0(q, ω)], where the real part determines the stability of the
system [47]. For the case of zero energy transfer limit (or static limit), ω = 0,
and Im[χ0(q, 0)] = 0. The corresponding real part Re[χ0(q, 0)] for a free electron
system in 1D, 2D and 3D is plotted in Fig. 1.11(a) [50]. Notice that Re[χ0(q, 0)]
shows a logarithmic divergence at q = 2kF in 1D. The electronic states contribut-
ing most to this divergence in the susceptibility are the pairs of states with the
same energy and momenta differing by q = 2kF . From a physical point of view,
this result means that a 1D linear chain metal is unstable at zero temperature, in
agreement with the conclusion of the Peierls model. This Fermi surface instability
is known as Fermi surface nesting and, specifically, the special topology of the 1D
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Figure 1.11. Behaviour of the bare electronic susceptibility and consequential
renormalization of phonon dispersion. (a) Plots of the real part of the Lindhard
response function for 1D, 2D and 3D free electrons system at zero temperature.
(b) Renormalized acoustic phonon dispersion ωren(q) for one-, two- and three-
dimensional metals at zero temperature. The bare phonon dispersion ω0 (dashed
black line) is also reported for a comparison.

Fermi surface enables segments of the Fermi surface to be linked upon translation
by a single vector q = 2kF , thus achieving a perfect nesting.
By taking into account the electron-phonon interactions, Kohn [52] pointed out

that the divergent behaviour of the electronic susceptibility causes the phonon
dispersion to undergo a relevant renormalization. Because of the divergence of
χ0(q, 0) near q = 2kF , there is a remarkable reduction of the phonon frequencies
at the wavevectors close to 2kF and, in particular, the phonon mode in 1D at q =
2kF is renormalized to have zero frequency. This is the so-called phonon softening
and the renormalization of the phonon energy due to electron-phonon interactions
is known as the Kohn anomaly [53]. The renormalized phonon dispersion arising
from this interaction results to be

[ωren(q)]2 = [ω0(q)]2 + 2[ω0(q)]2g2 Re[χ(q, ω)], (1.29)

where ω0(q) are the bare phonon frequencies, i.e. the normal mode frequencies
in the absence of electron-phonon interactions, g is the electron-phonon coupling
constant and Re[χ(q, ω)] is here the real part of the interacting susceptibility. As a
first approximation, the renormalized phonon frequencies in Eq. (1.29) can be es-
timated by considering the bare electronic susceptibility instead of the interacting
one and the resulting ωren(q) in 1D, 2D and 3D at zero temperature are illustrated
in Fig. 1.11(b).
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As regards the 2D Fermi surface illustrated in Fig. 1.10(b), here only a small
portion of the Fermi surface can be spanned by q = 2kF , leading to a poor nest-
ing. Generally, the Fermi surface topology determines the nesting conditions. For
example, as shown in Fig. 1.10(c), the Fermi surface of a quasi-2D system is el-
liptical and, as a result, extended parallel portions of the Fermi surface can be
linked by q = 2kF , giving rise to a moderate nesting. A greater degree of Fermi
surface nesting implies a greater number of states removed from the Fermi surface
and, hence, involved in the transition. Therefore, Fermi surface topologies which
can undergo a strong nesting are expected to give rise to a CDW state by Fermi
surface nesting.
Until now, only ideal cases have been discussed because the treatment of real mate-
rials results to be more challenging [54]. Firstly, the static limit (i.e. ω→0) cannot
be always applied. As a consequence, both the real and imaginary parts of the
electronic susceptibility must be considered in the study of Fermi surface nesting
and a Peierls phase transition can be achieved if there is a peak in the imaginary
part of the Lindhard response function at the Fermi surface nesting vector q as
well as in the real part.

1.4 Conclusions

In this Chapter a theoretical background was presented. After summarizing the
general properties of semiconductors, a description of some out-of-equilibrium phe-
nomena, which can be photo-induced in these materials, was provided. More in
detail, we illustrated the Burstein-Moss shift, bandgap renormalization and surface
photovoltage which are observed by our investigations on pristine and Cs-doped
black phosphorus. Subsequently, a description of the charge density wave (CDW)
ground state was presented. The first part dealt with the Peierls model for the
one-dimensional case while, in the second one, the CDW in higher dimensions was
addressed. This theoretical overview is fundamental for a clear comprehension and
explanation of the findings about the transition metal dichalcogenide 1T-TaSe2 re-
ported in Chapter 4.
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Chapter 2

Experimental Details

2.1 General Overview

Disclosing the collective behaviour of electronic degrees of freedom in solids has al-
ways been a matter of great interest for the scientific community due to the central
role played by electronic interactions in many interesting phenomena of condensed
matter physics. The most powerful method for probing the electronic structure
of solids is arguably angle-resolved photoemission spectroscopy (ARPES). The re-
markable advantage of this technique is its ability to map directly the band struc-
tures of solid materials by probing simultaneously energy and momentum of elec-
trons. In the past decade, ARPES has experienced a significant progress, includ-
ing the development of spin-resolved ARPES [55, 56], spatially-resolved ARPES
[57, 58], soft-X-ray ARPES [59, 60] and time-resolved ARPES [61, 62]. The latter,
extensively used in this work, consists in exciting the material under investiga-
tion with an intense ultrashort laser pulse and then measuring ARPES spectra in
the time domain by a second UV pulse, allowing one to study ultrafast electronic
dynamics and to probe the unoccupied states above the Fermi level (EF ). In con-
trast to static ARPES, which enables one only to resolve the occupied electronic
states, time-resolved ARPES, usually named time- and angle-resolved photoemis-
sion spectoscopy (TR-ARPES), gives access to both occupied and unoccupied
electronic states. Furthermore, thanks to the advancement of electron spectrom-
eters [63], synchrotrons [64–67] and laser light sources [61, 68–70], there has been
a considerable improvement in energy and momentum resolution [70, 71]. These
technological advances enable to unravel fine features of electronic states (e.g., en-
ergy gap in superconductors) with high precision, as well as retrieve information
on many-body interactions in strongly-correlated materials.
Another powerful experimental technique, which is widely employed for the investi-
gation of electronic and vibrational dynamics is time-resolved optical spectroscopy.
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Even though it exploits the same experimental scheme involved in TR-ARPES,
i.e. the so-called pump-probe scheme, the dynamics is retrieved in different ways:
photoemisson spectroscopy is based on the detection of electrons extracted by the
sample, while time-resolved optical spectroscopy detects reflected or transmitted
photons. In this work, time-resolved reflectivity (TRR) experiments, which consist
in measuring the photo-induced variations of sample reflectivity, were performed.
Despite the lack of momentum resolution of the technique, TRR enables one to
achieve a significant understanding about the out-of-equilibrium behaviour of the
electronic and lattice degrees of freedom, allowing an extensive knowledge of the
material properties.
This second chapter reports on the experimental techniques used in this work and
is organized as follows. In Section 2.2 a theoretical overview about angle-resolved
photoemission spectroscopy is presented along with an illustration of the three-
step model and many-body effects. In Section 2.3, a general introduction to time-
and angle-resolved photoemission spectroscopy is provided and subsequently our
TR-ARPES setup is outlined in detail. Ultimately, Section 2.4 briefly describes
the TRR setup.

2.2 Angle-Resolved Photoemission Spectroscopy

(ARPES)

Nowadays, photoemission spectroscopy is considered as one of the most powerful
experimental techniques to analyse the electronic structure and the chemical state
of solids, surfaces and molecules. Since the electronic structure can affect several
properties of matter, this technique plays an essential role in the characteriza-
tion of emerging materials as well as in the investigation of unknown electronic
phenomena.

2.2.1 Photoemission Spectroscopy

The expression photoemission spectroscopy (PES) is used to indicate all techniques
based on the photoelectric effect, such as ultraviolet photoelectron spectroscopy
(UPS), X-ray photoelectron spectroscopy (XPS) and angle-resolved photoelectron
spectroscopy (ARPES). Originally observed by Hertz in 1887, this effect was ex-
plained in 1905 by Einstein, who stated that, in certain circumstances, light can
behave as quanta of electromagnetic energy called photons. When a light beam of
frequency ν impinges on a sample, one can think that a stream of photons with
energy hν interacts with the electrons of the material: an electron can absorb a
photon and escape from the sample with a maximum kinetic energy hν −φ where
φ is the material work function, i.e., a measure of the potential barrier at the
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Figure 2.1. Scheme of a photoemission
experiment. Light with energy hν illu-
minates the sample. As a result of the
photoelectric effect, electrons are emit-
ted into the vacuum, collected by a de-
tector and analyzed as a function of
their kinetic energy Ekin and their po-
lar θ and azimuthal φ angles.

surface that does not allow the valence electrons to escape (generally φ ≈ 4-5 eV
for metals). The ejected electrons travel from the sample to an energy analyzer,
which records their kinetic energies, and then to a detector, where the number of
photoelectrons at different kinetic energies is counted. A simplified illustration of
this process is shown in Fig. 2.1.
By exploiting the photoelectric effect, a material sensitive and non-damaging probe
is given by PES, which enables scientists to examine the chemical composition of
a solid by X-ray photoelectron spectroscopy (XPS) [72] as well as the electronic
structure of matter by ultraviolet photoelectron spectroscopy (UPS) [73] or angle-
resolved photoemission spectroscopy (ARPES) [74]. Among all its possible appli-
cations, ARPES method, on which our measurements are based, will be described
in the following.
ARPES technique is a spectroscopic method to investigate the momentum-dependent
electronic band structure of solids. A quantitative interpretation of the experimen-
tal data provided by ARPES is usually conducted within the independent electron
approximation (i.e., the electron-electron interaction in the crystal is neglected)
and under the sudden approximation (i.e., the response of the system to the for-
mation of photoholes is supposed instantaneous and the interaction between the
escaping photoelectron and the system is ignored). From a quantum-mechanical
point of view, photoemission should be treated as a one-step process, that is an
optical transition between initial and final states coinciding with N -electron wave
functions: the initial state should be an N -electron eigenstate of the semi-infinite
medium, whereas the final state an eigenstate of the ionized (N−1)-electron semi-
infinite medium (the latter must involve a propagating plane-wave component for
taking into account the photoelectron moving in vacuum). Furthermore, according
to this approach, the following total energy and momentum conservation laws for
the incoming photon and the N -electron system must be respected:

EN
f − EN

i = hν, (2.1)

kNf − kNi = khν . (2.2)
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The indexes i and f denote the initial and final state, respectively, while khν is
the wave-vector of the impinging photon with energy hν. Despite the greater rig-
orousness of this theory, photoemission data are commonly discussed within the
framework of the three-step model, which has been shown to well describe the
underlying physics of the photoemission process though it is a purely phenomeno-
logical approach. For this reason, a more extensive description of photoemission
spectroscopy in the context of the three-step model as well as its application for the
investigation of the electronic structure of solids will be provided in the following.

2.2.2 Theory of ARPES

In ARPES experiments, both the energy and the emission angles of photo-emitted
electrons are measured: the most important feature of the technique is that energy
and momentum conservation laws must hold. As a consequence, experimental
maps of electronic band structure can be directly revealed by this technique, which
has been successfully used to investigate a wide class of materials [74–76]. The
energetics of the photoemission process is shown in Fig. 2.2a, whereas for its
geometry one refers to Fig. 2.1. The sample, which has to be properly aligned
before the measurement, is irradiated by a phonon beam. If the energy of the
absorbed photons is greater than the work function of the material, photoemission
occurs and the emitted electrons escape into vacuum. An electron energy analyser
– in our case an electrostatic hemispherical analyser – with a finite acceptance angle
collects the photoelectrons after having dispersed them according to their kinetic
energy. In this way, one can measure the kinetic energy Ekin of the photoelectrons
for a given emission angle. Once the kinetic energy is known, one can determine
the modulus of the photoelectron wave-vector in vacuum kf which is given by

kf =
√

(2mEkin)/~; in addition, the knowledge of the polar (ϑ) and azimuthal
(ϕ) emission angles provides access to its components parallel and perpendicular
to the sample surface, i.e. kf || = kf,x + kf,y and kf⊥ = kf,z, respectively, where

kf,x =
1

~
√

2mEkin sin θ cosϕ, (2.3)

kf,y =
1

~
√

2mEkin sin θ sinϕ, (2.4)

kf,z =
1

~
√

2mEkin cos θ. (2.5)

As already mentioned before, the power of the technique lies in the fact that
energy and momentum of the electrons inside the sample are directly connected to
those of the photoelectrons by the conservation of energy and momentum parallel
to the sample surface (see Fig. 2.2b). Within the independent electron approxi-
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(a) Energy diagram

(b) Conservation of parallel mo-
mentum k||

Figure 2.2. Fundamental of ARPES measurements. (a) Energetics of the photoe-
mission process. Energy conservation holds, that is |EB| = hν−φ−Ekin where hν
is the photon energy , φ the work function, EB the binding energy of the electron
inside the sample and Ekin is the kinetic energy of the photoelectron; EF , Fermi
level; Evac, vacuum level; N(E), density of states. (b) Momentum conservation
of electrons. The in-plane momentum k|| is conserved because of the translational
symmetry in the direction parallel to the sample surface and, as a result, ki|| = kf ||.
On the contrary, there is no conservation of the momentum in the direction per-
pendicular to the surface, namely ki⊥ 6= kf⊥.
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mation, the following relations must hold:

|EB| = hν − φsample − Ekin (2.6)

~ki|| = ~kf || =
√

2mEkin sin θ (2.7)

Eq. (2.6) represents the energy conservation law, which is illustrated in Fig. 2.2a:
Ekin is the kinetic energy of a photoelectron, hν is the photon energy, |EB| is the
modulus the binding energy (EB < 0) of the electron inside the sample and φsample
is the work function of the material with respect to the Fermi level EF = 0 eV,
that in a metal is the energy needed for an electron to go from the highest occupied
level EF to the vacuum level Evac. Notice that the energy of electrons inside the
sample – before the photoemission process takes place – is Ekin = hν − |EB|.
Eq. (2.7) expresses the in-plane momentum conservation: ki|| and kf || are the
modulus of the components parallel to the surface of the crystal momentum and
the external wave-vector, respectively, and m is the free-electron mass. By match-
ing the bulk Bloch eigenstate, describing the excited electrons inside the material,
to a free-electron plane wave, which is the state of the photoemitted electron in
vacuum, one can formally achieve the transmission of the photoelectron through
the sample surface; by taking into account the translational symmetry on the sur-
face plane (i.e., the x-y plane), the conservation law, reported in Eq. (2.6) and
illustrated in Fig. 2.2b, can be derived. Noticeably, the photon momentum is
neglected in Eq. (2.7) because photons with energies lower than few tens of eV,
which are normally employed in ARPES experiments, carry a momentum which
is much smaller than the momentum of photoelectrons (e.g., at hν = 10 eV, k ≈
0.005 Å−1). Therefore, the optical transition between the initial and final states
can be treated as a direct vertical transition within the first BZ in the reduced-zone
scheme (kf −ki = 0) as depicted in Fig. 2.3. However, the same optical transition
can be equivalently considered in the extended-zone scheme (kf − ki = G) as a
transition between points of the reciprocal space connected by a reciprocal-lattice
vector G, given by the crystal potential [77]. Finally, the conservation laws in
Eqs. (2.6) and (2.7) are valid when the relaxation time of the electron-hole pairs
is much longer that the time required for the photoelectrons to escape into the
vacuum, which is of the order of several tens of attoseconds [78].
A different argument applies to the perpendicular component of the wave vector
k⊥, which is not conserved passing from the sample into the vacuum because
the surface of the material breaks the translation symmetry in this direction
(ki⊥ 6= kf⊥). For this reason, one cannot completely determine the total mo-
mentum of the electron inside the sample ki. As a result, by typical ARPES
investigations one can map out an electronic dispersion relation E(k||) along a
well-defined direction in the reduced two-dimensional (2D) Brillouin Zone (BZ),
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Figure 2.3. Optical transition between the initial (i) and final (f) states by the
absorption of a photon, which carries an energy hν and a momentum khν . Since
khν is negligible, direct vertical transitions occur within the first Brillouin zone in
the reduced-zone scheme or equivalently within higher-order BZs in the extended-
zone scheme by the reciprocal lattice vector G, imparted by the crystal potential.

which is the result of the projection of the three-dimensional (3D) BZ on the sur-
face. Generally, the dependence on k⊥ cannot be neglected; however, k⊥ is less
important in low-dimensional systems with an anisotropic electronic structure and
a negligible dispersion along the direction normal to the surface (i.e., along the
z axis). Alternatively, ki⊥ can be obtained by invoking for the final states the
free-electron approximation, which is valid for high photon energy (≈ 102 eV) [74]
and according to which one can express ki⊥ as

ki⊥ =
√

2m(Ekin cos2 θ + V0)/~. (2.8)

The constant V0 is a volumetric average of the electrostatic potential in a solid-
state material and it is called the inner potential. By performing photon energy-
dependent measurements and then fitting the experimental periodicity along the
k⊥ direction, one can determine V0. Once V0 is known, ki⊥ can be extracted.

2.2.3 Three-step Model

An accurate theoretical description of the photoemission needs a full quantum-
mechanical approach with the so-called one-step model. As discussed in Subsection
2.2.1, the main feature of this model is that it handles photon absorption, electron
emission and detection as a single coherent process, describing bulk, surface and
evanescent states within a single Hamiltonian. Although the one-step model is
more rigorous, ARPES data are usually discussed within the simpler framework
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Figure 2.4. Illustration of three-step
model description of the photoemission
process (from [2]). The three steps are:
1) the optical excitation of an electron
from an initial state, Ei to a final state
Ef , by the absorption of a photon with
energy hν, 2) the excited electron trav-
els towards the sample surface (along
the z-axis) and 3) the transmission of
the photoelectron through the sample
surface.

of the three-step model. The latter is a phenomenological model developed by
Berglund and Spicer [79] in 1964 which divides the photoemission event into three
consecutive processes [36]:

1. optical excitation of an electron in the bulk;

2. propagation of the electron to the surface;

3. emission of the electron from the sample into the vacuum.

Fig. 2.4 shows a representation of the photoemission process according to the
three-step model. Step 1) is directly related to the electronic structure of the ma-
terial. Step 2) depends on scattering processes, such as electron-electron scattering
or scattering by defects which can modify the electron momentum and energy af-
fecting the sensitivity of the technique. More in detail, the migration of electrons
to the surface is influenced by their mean free path as well as their kinetic energy.
Lastly, step 3) is connected to the transmission probability of the excited electrons
across the surface, which in turn is determined by the electron energy and the work
function of the specimen. As a result, the total photoemission intensity arises from
the product of three quantities: the total probability for the optical transition, the
probability of migration towards the surface and the probability of transmission
through the surface.
As concerning step 1), the transition probability wif for an optical excitation from
an initial state ψNi to a final state ψNf for an N -electron system can be approxi-
mated by the Fermi’s golden rule:

wif =
2π

~
|< ψNf |Hint|ψNi >|2δ(EN

f − EN
i − hν), (2.9)
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where Hint is the light-matter interaction Hamiltonian, while EN
i = EN−1

i − Ek
B

and EN
f = EN−1

f +Ekin are the energies of the N -particle system before and after

the excitation, respectively (Ek
B is the binding energy of the photoelectron with

kinetic energy Ekin and momentum k). Under the electric dipole approximation
and in the linear optical regime, the light-matter interaction is described as a
perturbation given by

Hint = − e

2mc
(A · p + p ·A) = − e

mc
A · p (2.10)

Here, p is the electronic momentum operator, A is the electromagnetic vector po-
tential, which depends on the photon polarization and energy.
Let us now evaluate the transition probability wif . In many-body calculations of
photoemission spectra for a system of interacting electrons, the sudden approxi-
mation is generally invoked. The wave functions in Eq. (2.9) can be written as the
product of a (N − 1)-electron wave function ψN−1 related to the electronic system
after the excitation of one electron, and the wave-function of the photoemitted
electron φk. Moreover, for Pauli principle to be satisfied, the product of these
two wave-functions needs to be antisymmetrized by applying the antisymmetric
operator A, i.e., the N -electron initial and final states can be written as

ψNi = Aφk
i ψ

N−1
i and ψNf = Aφk

fψ
N−1
f , (2.11)

respectively. At this point, it is important to note that the sudden approximation
is strictly appropriate only for photoelectrons with high kinetic energy. This is
due to the fact that the time required by low kinetic energy photoelectrons to
escape into vacuum, as in our case, is longer than the system response time. In
this context, the so-called adiabatic limit, it is no longer possible to factorize the
originalN -electron wave function into two independent terms and electron-electron
interaction and screening effects should be taken into account. Nevertheless, to
the lowest order, the main aspects of the photoemission process are well explained
in the framework of the sudden approximation, even for slower photoelectrons.
Given the factorization of the total wave functions ψN as indicated in Eq. (2.11),
the matrix element in Eq. (2.9) can be calculated as the product of two terms,
namely as < ψNf |Hint|ψNi >= Mk

f,i · cm,i where Mk
f,i =< φk

f |Hint|φk
i > is the one-

electron dipole matrix element, while cm,i =< ψN−1
m |ψN−1

i > is the overlap integral
between the initial state wave function of the (N-1)-electron system and one of its
possible final states [74]. Hence, the total photoemission intensity as a function of
Ekin at a fixed momentum k, which is given by I(k, Ekin) =

∑
f,iwfi, results to

be proportional to the quantity [74]:∑
f,i

|Mk
f,i|2

∑
m

|cm,i|2δ(Ekin + EN−1
m − EN

i − hν), (2.12)
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Here, the final energy of the system EN
f is expressed as the sum of the kinetic

energy of the photoelectron in the solid Ekin and the energy of the system left
behind EN−1

m .
Depending on the values of Mk

f,i and cm,i, different ARPES spectra can be ob-
tained. As an example, if |cm,i|2 (the probability that, after the excitation of an
electron from the state i, the remaining (N − 1)-electron system goes to the final
excited state m) is different from zero (and equal to 1) only for one particular state
m = m0, the corresponding ARPES spectra will be described by a delta function.
A very different case is that one of a strongly correlated system: for such a ma-
terial, there will be no zero |cm,i|2 for several m and, as a result, ARPES spectra
will be more complex [74].
Eq. (2.12) must be multiplied by the terms related to step 2) and step 3), namely
the probabilities of propagation towards the surface and transmission across the
surface. During their migration to the surface, the excited electrons can undergo
scattering processes which do not allow all electrons to reach the surface. Elec-
trons scattered during the propagation towards the surface, which are disregarded
by the model, give rise to secondary electrons which generate a background in
photoemission spectra.

Inelastic mean free path and sensitivity

In performing an ARPES experiment, an important parameter to take into account
is the probe photon energy because it plays a leading role in setting the technique
sensitivity. More precisely, the probe photon energy determines the kinetic energy
of electrons in the solid, which in turn influences the so-called inelastic mean free
path (IMFP) λ. The IMFP is defined as the mean distance, measured along the
trajectory, that an electron with a given energy travels between inelastic collisions
within a substance. As accurately described in [3], the IMFP of electrons in solids
as a function of their kinetic energy seems to obey a universal curve, which is shown
in Fig. 2.5. After the absorption of a photon, the excited electron migrates towards
the sample surface and, successively, it will be emitted into the vacuum. While
travelling to the surface, inelastic scattering processes between the excited electron
and sample impurities or other electrons can occur. Once arrived to the surface,
the inelastically scattered electrons will give rise to a background in photoemission
spectra and, as a result, there will be a “secondary spectrum” overlapped to the
“primary spectrum” of the photoelectron distribution. However, from a theoretical
point of view, in the three-step model only primary electrons, which reach the
surface without losing their kinetic energy, are considered. As concerning electrons
photoemitted by 6 eV probe photons, such as those employed in our ARPES
experiments, they can propagate without undergoing inelastic scattering events
along a distance of about 10 nm. Indeed, primary electrons will lose their energy

31



Figure 2.5. The universal curve of inelastic mean free path (IMFP) for electrons
as a function of their kinetic energy according to Ref. [3].

when crossing the sample-vacuum interface due to the work function φ, hence,
as long as they are inside the medium, their kinetic energy is given by Ekin =
hν − |EB|. In particular, photoelectrons at the Fermi level (EB = 0 eV) will have
a kinetic energy equal to the photon energy and, as a result, their IMFP will be ≈
10 nm as highlighted by a red vertical line in Fig. 2.5. Therefore, one can conclude
that 6 eV photons allow one to probe a sample thickness of about 10 nm, resulting
in a substantial bulk sensitivity of our ARPES technique.
Another reason why our probe photon energy is set at 6 eV is that by using lower
photon energies it is possible to reach higher energy and momentum resolution.
From Eq. (2.7) and by considering the finite acceptance angle of the electron
analyser ∆θ, one finds out that the momentum resolution can be expressed as:

∆k|| ≈
√

2mEkin/~2 · cos θ ·∆θ, (2.13)

where the finite energy resolution was neglected. Lower photon energy implies
lower Ekin, which in turn determines ∆k||.
Another advantage of working at low photon energy is that the photon momentum
kph = 2π/λ can be neglected in Eq. (2.7). As an example, let us consider an
ARPES measurement on bulk Al sample. This material is characterized by a fcc
crystallographic structure and its lattice parameter is around 0.40 nm, implying
a BZ size of 4π

a
≈ 3.1 Å−1; on the other hand, our 6 eV UV beam used for

photoelectron generation carries a momentum of ≈ 0.003 Å−1, which corresponds
to ≈ 0.1 % of the Al BZ width. Therefore, the photon momentum is negligible and
only vertical transitions are involved. This means that the initial and final states
have the same crystal momentum. Nevertheless, our future plan is to realize a high-
energy ARPES setup that requires some effort and expense in order to investigate
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bulk states of strongly correlated systems.

2.2.4 Many-body concepts used in ARPES

The most commonly used method to deal with photoemission on solids, and in
particular on strongly-correlated materials with many |cm,i|2 in Eq. (2.12) differ-
ent from zero, is the Green’s function formalism, developed within quantum field
theory. This formalism is not only notably useful to resolve many-body problems
but also allows one to retrieve all the relevant information about the investigated
system. First of all, let us consider the one-particle spectral function for the direct
photoemission A(k, EB) (i.e., the one-electron removal process) which is a fun-
damental quantity in many-body physics providing energy and momentum space
information about the occupied and unoccupied single-particle states. It is possible
to demonstrate that this function can be expressed as [74]:

A(k, EB) =
∑
m

|< ψN−1
m |c−k |ψ

N
i >|2δ(EB − EN−1

m + EN
i ), (2.14)

where EB is the binding energy of an electron with respect to the Fermi level and
c−k = c−kσ is the annihilation operator for an electron with momentum k and spin
σ. The spectral function A(k, EB) is related to the imaginary part of the Fourier
transform of the time-ordered one-electron Green’s function G(t − t′), which is
the probability amplitude that an electron excited in a Bloch state with momen-
tum k at zero time will remain in that state after a time |t − t′| [74], namely
A(k, EB) = (1/π)Im[G(k, EB)]. From the one-particle spectral function A(k, EB)
one can extract information about the quasi-particle self-energy which is affected
by the band structure and correlation effects. The concept of quasi-particle, one of
the most important in condensed matter physics, allows one to simplify quantum
mechanical many-body problems: it consists in treating electrons and associated
excitations as a single entity. In particular, when referring to quasi-particles,
the expression “dressed-particles”is also used in order to indicate explicitly that
they are particles “dressed” by interactions (electron-electron, electron-phonon,
...). Under the framework of the sudden approximation and within the three-
step model, the photoemission intensity detected in an ARPES experiment can be
expressed as

I(k, EB) = I0(k, ν)f(EB, T )A(k, EB). (2.15)

Here, I0(k, ν) is proportional to the squared matrix element |Mk
f,i|2 and depends

both on the electron momentum and the properties of the photon as frequency and
polarization. f(EB, T ) is the Fermi-Dirac distribution (f(ω) = (e~ω/kBT + 1)−1)
which takes into account finite-temperature effects [74,80].
In order to involve the effects of electron-electron correlations, the electron proper
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self-energy Σ(k, EB) = Σ′(k, EB) + iΣ′′(k, EB) is introduced. Let us now consider
an electron with band energy εk and momentum k which propagates in a many-
body system: the real part Σ′(k, EB) accounts for the energy renormalization,
namely the variations of the measured electron band energy with respect to the
non-interacting energy dispersion εk, while the imaginary part Σ′′(k, EB) contains
information about lifetime of quasi-particles. The expressions of the Green’s and
spectral functions in relation to the self-energy are

G(k, EB) =
1

EB − εk − Σ(k, EB)
(2.16)

A(k, EB) = − 1

π

Σ′′(k, EB)

[EB − εk − Σ′(k, EB)]2 + [Σ′′(k, EB)]2
. (2.17)

A procedure commonly employed to infer the self-energy information from ARPES
data is founded on the momentum distribution curves (MDCs), which are curves
obtained by cutting the photoemission map (binding energy vs momentum) at
constant energies. This approach consists in assuming a negligible momentum
dependence of the self-energy (Σ(k, EB)→ Σ(EB)): under this hypothesis, one can
demonstrate that the shape of a MDC is Lorentzian and the interacting spectral
function, for a fixed energy EB = ĒB, becomes:

AĒB
(k) ∝ ∆kp

(k − kp)2 + (∆kp)2
. (2.18)

Here, ∆kp is the half-width at the half maximum of the Lorentzian and kp is the
Lorentzian peak position. The width of the Lorentzian is proved to be related to
Σ′′(k, EB) and it is inversely proportional to the dressed-electron life-time. To be
more quantitative, the real and imaginary parts of the self-energy can be expressed
in terms of the group velocity for non-interacting electrons at kp, i.e.,

Σ′(k, EB) = ĒB − εkp , (2.19)

Σ′′(k, EB) = −~∆kpvkp . (2.20)

2.3 Time- and Angle-Resolved Photoemission Spec-

troscopy (TR-ARPES)

Angle-resolved photoemission spectroscopy enables one to acquire energy and mo-
mentum information about the electronic band structure of a material in thermal
equilibrium. Nevertheless, ARPES is still limited by a few factors: i) the mea-
surable electronic states are only those initially occupied; ii) it does not provide a
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Figure 2.6. Illustration of the photoemission process in TR-ARPES. The pump
pulse (red) perturbs the electronic distribution of the sample and then, after a
time delay ∆τ , the probe pulse (blue) causes photoemission.

direct access to the electronic dynamics at the timescale of elementary electronic
processes. These impediments can be overcome by incorporating pump-probe tech-
niques, where the sample under investigation is shined by two femtosecond light
pulses in short succession. One of these, designated as the “pump”, in general
infrared in frequency, drives the material into a non-equilibrium state without pro-
ducing photoemitted electrons. The other one, called “probe”, is a time-delayed
pulse that supplies a photon energy typically within the ultraviolet (≈ 6 eV) or
extreme-ultraviolet (≈ 10-60 eV) frequency range for the photoemission process.
Several research groups have been working on time- and angle-resolved photoe-
mission spectroscopy (usually indicated by time-resolved ARPES, tr-ARPES or
pump-probe ARPES) which has paved the way for the study of electronic dynamics
and different non-equilibrium phenomena of various materials as unconventional
superconductors, e.g. cuprates [81–83], charge density wave systems [6, 84, 85],
topological insulators [86, 87], transition metal dichalcogenides [88, 89] and other
solid-state systems [90].

A typical time-resolved ARPES (TR-ARPES) experiment is schematically de-
picted in Fig. 2.6. By changing the time delay between the two ultrashort
pulses, one can study the time-dependent processes taking place during the re-
laxation of the sample from the pump-induced non-equilibrium electronic state
with sub-picosecond resolution. Therefore, TR-ARPES enables mapping the tran-
sient changes of the electronic structure as a function of electron kinetic energy,
electron momentum and time-delay between pump and probe pulses, extending
standard ARPES.
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2.3.1 Experimental setup

The TR-ARPES apparatus used in this work is a table-top setup based on an
Ytterbium (Yb) laser source where ultrashort visible pump pulses (30 fs, 1.82
eV) and ultraviolet probe pulses (80 fs, 6.05 eV) are generated by means of non-
collinear optical parametric amplification (NOPA) and sum-frequency generation
(SFG) [61]. This Yb laser-based experimental system has emerged as an innova-
tive time-resolved photoemission setup among the various TR-ARPES apparatuses
which traditionally employ a high-repetition rate cw-pumped, regeneratively am-
plified Ti:sapphire laser [91, 92]. In the last decade, Yb-doped gain media have
proved to be appropriate materials for femtosecond laser systems because of their
promising characteristics. Indeed, they present (i) long excited states lifetimes,
which enable direct diode pumping and the achievement of high repetition rates
and (ii) low quantum defect, leading to potentially very high power efficiency with
low thermal loads, thus guaranteeing a remarkable long-term reliability. The high
stability of the Yb-based source along with the use of high repetition rate (100
kHz) enables one to reach elevated signal-to-noise ratio without running into space-
charge effects and a shorter acquisition times compared to the ones required in low
repetition rate systems [93]. Furthermore, the experimental setup is characterized
by a large tunability of the pump pulse in the interval (1.45 - 2) eV and enables
the energy-momentum data collection with a temporal and energy resolution of 85
fs and 30 meV, respectively.
The following sections will describe the different parts of the experimental setup,
i.e., the optical apparatus for the generation of pump and probe pulses, the ultra-
high vacuum (UHV) system and the detection system.

A. Optical setup

The laser source of the experimental setup is a regeneratively amplified Yb:KGW
system (Pharos, Light Conversion) producing a pulse train with an average output
power of 10 W (pulse energy stability < 0.5% rms/24 h) and a repetition rate
set at 100 kHz (in principle, it can be tuned from 10 kHz to 350 kHz). Each
pulse is centered around 1028 nm (1.20 eV) and has a duration of about 290
fs. The resulting energy of the single pulse is 60 µJ, which is high enough to
trigger the nonlinear optical processes required to produce the deep ultraviolet
(DUV) probe pulses for photoemission measurements. Table 2.1 summarizes the
output characteristics of the Yb-laser source. A scheme of the optical setup for the
generation of pump and probe pulses is illustrated in Fig. 2.7. First of all, part of
the fundamental frequency (FF) beam is used to power a broadband non-collinear
optical amplifier (NOPA) generating pulses centred at 680 nm (1.82 eV) with a
duration of 23 fs. The seed of the NOPA system is a white light super-continuum
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Central wavelength 1028 ± 5 nm
Average power 10 W
Repetition rate 10-350 kHz
Pulse duration 290 fs

Output pulse stability < 0.5% rms/24 h

Table 2.1. Yb-laser output characteristics.

Figure 2.7. Schematic representation of the optical system for the generation
of pump (1.82 eV, 30 fs) and probe (6.05 eV, 65 fs) pulses. FF: fundamental fre-
quency, SH: second harmonic, UV: ultraviolet, DUV: deep ultraviolet, VIS: visible,
SHG: second harmonic generation stage, NOPA: non-collinear optical parametric
amplifier, SFG: sum frequency generation stage, BS: beam splitter.

(WLS) generated by a YAG plate, while its pump is given by the second harmonic
of the FF, obtained via a β-barium-borate (BBO) crystal. A fraction of this
output is directly employed as the pump beam for the TR-ARPES measurements
by passing through a dieletric beam-splitter which causes a broadening of the pulse
duration up to ∼ 30 fs. The residual light takes part to the generation of the DUV
probe pulses. For this purpose, the 680-nm pulses are frequency doubled and the
resulting 340-nm (3.65 eV) pulsed beam is then combined with the 514-nm (2.4
eV) second harmonic (SH) of the FF beam via sum frequency generation (SFG),
thus obtaining the DUV probe pulses centred at 205 nm (6.05 eV) with a nominal
duration of 65 fs. Further details on pump and probe pulse generation in TARPES
can be found in Ref. [61].
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Additional technical aspects

A typical TR-ARPES experiment consists in using two time-delayed ultra-short
pulses in order to investigate the temporal evolution of the electronic population.
The relative arrival of pump and probe pulses is controlled by a motorized delay
stage with a minimum feasible step size of 3.33 fs, which is much lower than the
temporal resolution.
Photoemission measurements occurs in a vacuum chamber with a base pressure
of ≈ 10−10 mbar (UHV regime) which is crucial for preserving the quality of the
sample surface. Pump and probe pulses arrive at the sample placed in the cham-
ber by passing through a 2-mm thick MgF2 plate. The latter is characterized by
high transmission values at the 680 nm pump wavelength and low dispersion from
visible to DUV spectral interval: the resulting temporal width of the DUV probe
pulse is estimated to be 75 fs, while the one of the visible pump less than 30 fs.
These probe and pump pulse durations determine a pump-probe cross-correlation
of about 85 fs full width half maximum (FWHM) [61]. Both the pump and the
probe beams are focused on the specimen by a 500-mm focal-length UV-enhanced
aluminium concave mirror with the aim of preventing chromatic aberrations and
temporal broadening and they impinge on the sample at an angle of 45°.
As concerning the TR-ARPES pump-probe signal, it can be improved by ensuring
that the DUV probe investigates a homogeneously excited area of the material.
To this purpose, the pump spot size is set to be twice the probe one (100 µm vs
50 µm) by means of properly designed telescopes along the optical path of the
beams. This configuration is achieved by means of 3:2 and 5:1 telescopes and it
guarantees the TR-ARPES signal optimization.
Another important quantity that has to be carefully controlled is the number
of photoelectrons extracted from the sample per pulse: electrons propagating in
vacuum towards the detection system will repel each other due to their mutual
Coulomb interaction and, if the consequential electron cloud is too dense, space-
charge effects as broadening and shift of photoemission spectra occur, thus reduc-
ing the performance of the technique. In order to prevent such effects, the intensity
of the DUV probe beam must be properly monitored. Concurrently, the pump flu-
ence is adjusted by a variable attenuator and ranges from tens of µJ/cm2 up to
mJ/cm2 according to the sample under investigation. Multi-photon excitations
are carefully avoided.

B. Sample conditions and vacuum system

As discussed above, at 6 eV photon energy ARPES is particularly bulk sensitive.
However, the condition of the sample surface is crucial: oxidation, defects and
contamination can strongly alter the photoemission yield and also induce multi
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Figure 2.8. Schematic representation of the UHV system, according to Ref. [4].
The setup is made up of three chambers separated by two vacuum valves: the load-
lock chamber with a transfer arm (red), the sample preparation chamber including
a couple of evaporators, an Ar+ sputter gun and a LEED system (navy), and the
photoemission chamber directly connected with the hemispherical analyzer for the
detection (green).

photon processes from the pump. For this reason, PES measurements are always
carried out in UHV conditions and samples are cleaved in-situ before each mea-
surement in order to analyze an uncontaminated surface. Finally, the samples are
attached to a sample holder by means of conductive silver paint and they can be
subject to a bias voltage.
An illustration of the UHV system is schematically depicted in Fig. 2.8. The latter
is formed by three chambers divided by two vacuum valves:

� the load-lock chamber is a vacuum chamber used for loading the sample under
investigation from ambient pressure conditions into the main vacuum cham-
ber where photoemission will take place. The sample enters the chamber via
a fast entry port and is moved from one chamber to the other by a transfer
arm;

� the sample preparation chamber includes evaporation cells which enable the
process of thin film deposition, a low energy electron diffraction (LEED)
system, which documents in-situ the long range ordering and the crystallo-
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graphic structure of the sample an Ar+ sputter gun. Since the temperature
of the sample holder can be increased up to 1000 K, there is also the possibil-
ity to carry out sputtering-annealing cycles; inside the preparation chamber,
Cs deposition is also carried out with a SAES Getters dispenser. In order to
keep a pressure of ∼ 10−9 mbar during Cs deposition, the current through
the dispenser (∼ 5 A) is suitably modified.

� the photoemission chamber, where the sample is placed during the TR-
ARPES measurements. It is made up of µ-metal in order to shield the region
where the extracted electrons propagate from external magnetic fields. In-
side the photoemission chamber a low energy electron diffraction (LEED)
system, which documents in-situ the long range ordering and the crystallo-
graphic structure of the sample, is also present. The sample holder is fixed
on the cold head of a cryostat by which measurements in the temperature
range from 10 K to 500 K can be executed. As regarding the manipulation
of the sample, translations along the three x, y and z axes, tilt and rotation
can be performed in order to adjust the sample position in relation to the
pump/probe direction.

Each chamber is pumped indipendently by turbomolecular pumps and during the
sample preparation and measurement the pressure is maintained in the 10−10 mbar
range.

C. Detection system

The photoelectron spectrometer used in this work for detecting and analysing the
electrons extracted from the sample is a hemispherical energy analyzer. Fig. 2.9
shows a photo of our setup where the photoemission chamber and the hemispher-
ical energy analyzer are clearly visible. The main task of this instrument is to
disperse photoelectrons as a function of their kinetic energy, allowing angle re-
solved analysis. A typical hemispherical analyzer is schematically shown in 2.10.
The device consists of two concentric hemispherical electrodes of radii R1 (the
inner hemisphere) and R2 (the outer hemisphere), with a mean radius R0=(R1

+R2)/2 and set at appropriate potentials. The operation of the analyzer can be
summarized as follows:

1. electrons coming from the sample surface with a wide angular distribution
enter a lens system;

2. the lens system focuses photoelectrons in order that they are able to reach
an energy filter;
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Figure 2.9. Photo of our setup. The photoemission chamber and the hemispher-
ical energy analyzer are in the foreground.

3. the entrance slit, placed before the energy filter, allows only the passage of
a part of the electrons, determing the energy resolution. Wider slits imply
higher intensity but lower energy resolution, while narrower slits entail fewer
electrons but higher resolution;

4. the two biased hemispherical electrodes shall ensure that only electrons with
energies around the so-called pass energy, Ep [94], move through the filter.
In this way, electrons are dispersed depending on their energies: low en-
ergy electrons (red) will shift towards the inner hemisphere, electrons at Ep
will follow the trajectory (green) at the centre of the filter and high energy
electrons (blue) will move towards the outer hemisphere;

5. at the output, there is another slit which further constrains the number of
electrons;

6. electrons that pass through the exit slit are detected by a microchannel plate
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Figure 2.10. Sketch of the hemispherical energy analyzer used in our TR-ARPES
setup for the detection of photoelectrons. A lens system focuses electrons which
come from the sample with a large angular distribution. Subsequently, the elec-
trons enter an energy filter by an entrance slit whose aperture determines the
energy resolution. Two biased hemispherical electrodes of radii R1 and R2 (R1 <
R2) disperse electrons as a function of their kinetic energy: electrons at the pass
energy Ep follow the central trajectory (green), electrons with Ekin < Ep move
towards the inner hemisphere (red), electrons with Ekin > Ep move towards the
outer hemisphere (blue). After crossing an exit slit limiting their number, the
dispersed electrons go into a CCD detector, which provides an energy-momentum
map.

(MCP), which is followed by a Charge-Coupled Device (CCD).

If V1 and V2 are the electric potential applied to the inner and outer hemispheres,
respectively, where V1 > V2, one can demonstrate that the radial dependence of
the potential V (r) in the area contained between the two hemispheres is given by:

V (r) = −
[
V2 − V1

R2 −R1

]
· R1R2

r
+ Const. (2.21)

The electric field related to this potential in the same region points from the center
outwards along radial direction and has the following expression:

|E(r)| = −
[
V2 − V1

R2 −R1

]
· R1R2

r2
, (2.22)
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which gives rise to the centripetal force –eE(r). For an established electrical field
gradient, only electrons with kinetic energies in a certain energy range can move
through the entire deflection angle from the entrance slit to the exit plane. In
particular, electrons which arrive normal to the entrance slit and following the
central circular trajectory, have the pass energy Ep given by:

Ep = −q · k ·∆V, (2.23)

where q is the electron charge, ∆V is the voltage applied to the hemispherical
surfaces and k is the calibration constant:

k =
R1R2

2R0(R2 −R1)
. (2.24)

In our work, we use a SPECS PHOIBOS 100 2D hemispherical analyzer oper-
ating with a 2D CCD detector which simultaneously records the kinetic energy
and the angular dependence of photoelectrons up to ± 15° acceptance angle. In
comparison to other detectors, such as the time-of-light (ToF) spectrometer [4],
the hemispherical analyzer offers the possibility to acquire multiple emission an-
gles avoiding long experiment times because the whole electron dispersion can be
measured in a single scan at each pump-probe time delay.

2.3.2 Other TR-ARPES experimental setups

Besides ours, there are also other TR-ARPES setups which are based on different
instruments [91]. First of all, there exist setups based on solid-state lasers, which
generate pulsed UV radiation by exploiting second-harmonic generation (SHG)
and/or sum-frequency generation (SFG) processes in nonlinear media [4, 92, 95].
These systems, at the smallest scale, exhibit several advantages as lower costs for
operating and maintenance, higher momentum resolution and the possibility to
study carefully the electron dynamics around the Γ point of the first Brillouin
zone (BZ). The main drawback of these TR-ARPES investigations originates from
the transparency of the employed crystal, which determines the highest photon
energy obtainable. For instance, the greatest photon energy reachable via SHG
in a β-barium borate (BBO) crystal is 6.05 eV because of its absorption edge of
6.56 eV [70]. Therefore, as can be deduced by inspecting Eqs. (2.6) and (2.7),
the interval of accessible momentum values in the reciprocal space is restricted.
Since for several materials the dynamics of electrons located near the edge of the
BZ, inaccessible using this method, plays an important role, there has been a
growing request for TR-ARPES setups with probe photon energies greater than
hν = 7 eV [70, 96]. This demand has led to the development of a second class of
TR-ARPES systems based on high-harmonic generation (HHG), which give the

43



ability to study the entire BZ. HHG is a nonlinear process which usually occurs
by focusing an ultrafast laser light with intensities of the order of 1014 W/cm2 or
higher into an atomic gas [97]: under these conditions, a small fraction of the laser
power can be converted into higher harmonics, covering a wavelength range from
the vacuum ultraviolet to the soft X-ray region. The required high pulse powers
are achieved by using low repetition rate sources at price of lower signal-to noise
ratios [98, 99]. Therefore, the crucial point is to put together high photon energy
with high photoemission count rates and narrow bandwidth, required to reach a
high energy resolution without altering the temporal one and, recently, only a few
research groups as the ones of Peli et al. [100], Berntsen et al. [101], He et al. [102]
and Zong et al. [103] have been working on these experimental improvements.
Besides these examples of table-top setups, there are TR-ARPES setups which in-
cludes instruments at the largest scale. They are free-electron lasers (FELs) which
enable the generation of femtosecond pulses in an energy range extending from 10
eV to 1000 eV. In comparison with smaller-scale systems, TR-ARPES via FEL
sources can achieve not only variable photon energy and mutable pulse duration
but also a Fourier transform-limited energy resolution and a large interval of mo-
menta.

2.4 Time-Resolved Reflectivity (TRR)

Time-resolved reflectivity (TRR) is a technique used to determine non-equilibrium
properties of correlated electron systems by the measurement of time-dependent
quantities [104, 105]. As all the time-resolved spectroscopy techniques, TRR also
exploits the pump-probe scheme, whereby the material under investigation is ex-
cited by the pump pulse and its subsequent temporal evolution is tracked by the
time-delayed probe pulse. In TRR the information about the non-equilibrium dy-
namics is obtained by collecting the reflected photons and by measuring the change
in the reflected probe intensity over the absolute value, i.e. ∆R/R. The power of
the technique is due to the fact that the reflectivity variations of the sample are
related to its electronic properties in the pump-induced excited state and to its
subsequent relaxation to the ground state, which is mediated by different interac-
tions and processes.

2.4.1 Introduction

TRR records photo-induced changes of the sample reflectivity (∆R) which are the
result of the variation of real and imaginary parts of dielectric function ε(ω) =

44



ε′(ω) + iε′′(ω) [106], where ω is the frequency of the probe. In addition to ε(ω),
R(ω) depends on the experimental geometry and the beam polarization which
are held constant during the measurements. As a consequence of pump-induced
modifications, there is a variation of the dielectric function and, in turn, of the TRR
signal. Supposing a linear response and invoking a simple first-order perturbation
approach, the transient reflectivity signal ∆R(t) can be expressed in terms of the
pump-induced modifications of carrier density in excited bands (ne), the electronic
temperature (Te) and lattice coordinate (q), through the dieletric function, as
follows [107,108]:

∆R(t) =
∂R

∂ε

∂ε

∂ne
ne(t) +

∂R

∂ε

∂ε

∂Te
Te(t) +

∂R

∂ε

∂ε

∂q
q(t). (2.25)

In order to estimate ∆R(t), it is necessary to know the function ε(ne, Te, q), which
is generally unknown. However, according to Eq. (2.25), by means of TRR
experiments, it is possible to retrieve important information about electron dy-
namics [12, 109], electron-phonon coupling strength [13, 110] and the atomic mo-
tions [14].

2.4.2 Experimental setup

The TRR experimental setup used for this work is described in detail in Ref. [104].
Here, we summarize its main features. The laser source is a Ti:sapphire laser
(Libra, Coherent) delivering pulses at 2 kHz repetition rate with 790 nm center
wavelength and 100 fs duration. The laser beam is used to pump two independent
non-collinear parametric amplifiers (NOPAs) which produce the pump and probe
beams. Both NOPAs are pumped by the second harmonic of the Ti:sapphire
laser generated by a 1 mm-thick lithium triborate crystal (LBO). The signal of
each NOPA is a white light continuum generated in 1 mm-thick sapphire crystal.
Pump and signal are focused on a 1-mm-thick β-barium borate (BBO) crystal
where the parametric gain is reached with an internal angle α equal to 3.82°. Each
NOPA generates pulses with a 500-720 nm spectral range and are compressed
to ≈ 20 fs by means of chirp mirrors. A spherical mirror is used to focus both
pump and probe beams on the sample in order to avoid additional chirping. A
mechanical delay line is employed to change the time delay between pump and
probe and the pulse train of the pump is modulated at 1 kHz by a mechanical
chopper. As concerning the detection, the reflected probe pulses are detected by
a Si photodetector array working at 2 kHz (i.e., the repetition rate of the laser
source).
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2.5 Conclusions

In this Chapter the experimental techniques used in this work, i.e. time- and -angle
resolved photoemission spectroscopy and time-resolved reflectivity, were described.
Firstly, a theoretical overview about angle-resolved photoemission spectroscopy
was presented together with an illustration of the three-step model and many-body
effects. Subsequently, our Yb-based TR-ARPES setup enabling one to acquire
energy and momentum information about the electronic band structure of matter
was described. Lastly, the time-resolved reflectivity setup which can be used to
determine non-equilibrium properties of correlated electron systems was presented.
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Chapter 3

Electron Dynamics in Black
Phosphorus

3.1 Introduction

The synthesis of graphene in 2004 [111] spawned a new class of atomically thin
materials which is nowadays known as two-dimensional (2D) crystals. The number
of materials in this class has been constantly increasing ever since to include tran-
sition metal dichalcogenides, hexagonal boron nitride and several 2D allotropes
(phosphorene, stanene, germanene) [112]. They all share the common feature of
being layered structures, bound by van der Waals forces, which can eventually be
thinned down to a single layer. Owing to their peculiar two-dimensional character,
they display a pronounced dependence on the thickness, providing a mean to tune
and engineer their electrical and optical properties. Among them, black phospho-
rus (BP) is a striking example of such peculiarity and it has lately attracted great
interest [21, 113]. This material is a layered semiconductor which exhibits high
carrier mobility (up to ∼ 104 cm2V−1s−1 in the monolayer (1D) [114]), anisotropic
optical/electronic response (DC conductance and reflectance vary by a factor ∼
2 - 4 with in-plane orientation) [19, 115] and outstanding mechanical properties
(1L-BP can be subjected to a tensile stress up to ∼ 30 %) [116]. BP has a direct
bandgap which depends on the number of layers and ranges from ∼ 0.4 eV in
the bulk [5] to ∼ 2 eV in the monolayer system, called phosphorene [117], with
strong sensitivity to pressure, external field and in-plane strain [118–120]. It has
been recently observed that surface doping by alkali atoms allows a wide and
continuous tunability of the bandgap, leading to a surface band inversion at suffi-
ciently high dopant concentration, namely ∼ 0.35 1L ∼ 9 × 1013 cm−2 [15,16,121].
This exceptional modulation of the gap is ascribed to the so-called giant Stark ef-
fect [122], i.e. an electric field-induced shift of the electronic states and it has been
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theoretically supported by density function theory [16,123] and tight binding cal-
culations [121,124]. A common feature identified by all computational methods is
the strong, alkali-induced electrons re-distribution, in particular surface depletion
at the valence band (VB) maximum and surface confinement of the conduction
band (CB). The latter has been experimentally confirmed by angle-resolved pho-
toemission spectroscopy (ARPES) with variable photon energy [121], suggesting
the inherent surface character of the CB in alkali-doped BP. Lately, time-resolved
ARPES (TR-ARPES) investigations on BP have explored the transient electronic
dynamics in the sub-ns time window: a power-law carrier recovery has been consid-
ered as the possible fingerprint of exciton formation [125], while the role of photo-
induced band broadening and ionized surface impurities on the carrier dynamics
has been discussed, but no significant bandgap renormalization (BGR) has been
found [22]. On the other hand, a pump-induced shift of the VB has been recently
recognized as the signature of BGR and has been supported by ab initio calcula-
tions [23], in agreement with resonant transient absorption measurements [126].
In order to shed light on these controversial aspects and understand the ultrafast
non-equilibrium response of BP, we employ TR-ARPES to investigate bulk BP in
its pristine state and after surface doping by Cs atoms. The Cs doping amount
is proportional to the deposition time and its estimation is obtained by compar-
ing the resulting bandgap with the data in Ref. [15]. The latter states that a
deposition time of 45 s corresponds to the critical doping dose of ∼ 0.35 1L Cs,
which leads to the closure of the gap. In the pristine sample, the injected photo-
carriers (electron-hole pairs) thermalize within several picoseconds and induce a
band broadening, in agreement with previous studies. However, based on the com-
parison with surface-doped BP, we attribute the observed broadening to carriers
drift-diffusion processes, and not to Stark-related effects [22]. Furthermore, our VB
dynamics reveals a ∼ 50 meV BGR entwined to a transient VB flattening that we
ascribe to the Pauli blocking. After Cs deposition, a more intriguing phenomenol-
ogy arises: pump photons trigger a long-lived (ns) surface photovoltage (SPV) of
a few hundreds mV that compensates the Cs-induced surface band bending. This
fact allows us to investigate the mechanism underlying the band inversion and to
disentangle bulk from surface electronic states in bulk samples.

3.2 Sample Properties

Under ambient conditions, BP crystallizes in the orthorhombic structure where sp3

orbital hybridization leads to buckled layers normal to the z-axis, as shown in Fig.
3.1(a), held together by van der Waals forces. The sample surface is normal to the
z-axis and standard mechanical exfoliation by tape can be repeatably performed to
expose a clean surface layer. Fig. 3.1(b) displays the first Brillouin Zone (BZ) of
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Figure 3.1. Atomic and electronic structure of BP from Ref. [1]. (a) BP crystal
structure. Each phosphorene layer, normal to the z-axis, is buckled along the x-
axis (armchair direction). (b) First Brillouin Zone (BZ) of bulk BP. The direct
bandgap is located at the Z-point. (c) Schematic electronic band structure around
the Z-point: band dispersions along the three main axes are estimated from the
effective masses reported in Ref. [5].

bulk BP. Here, the direct bandgap is placed at the Z-point of BZ as shown in Fig.
3.1(c) where the strongly anisotropic band dispersion can be clearly seen. On the
left panel in Fig. 3.1(c) electronic bands along the x-axis (armchair direction) and
the y-axis (zig-zag direction) are reported: electron/hole effective masses vary from
∼ 0.08 m0 along the armchair direction to ∼ 1 m0 along the zig-zag direction [5].
This large in-plane anisotropy results in peculiar electronic [127], optical [128] and
thermal [129] behaviors. We focus the following analysis on the armchair direction
where the band dispersion is largest. However, since we examine the region around
the Z symmetry point, our results about band dynamics are not influenced by the
in-plane crystallographic orientation.

3.3 TR-ARPES on Pristine BP

TR-ARPES measurements are performed with the setup described in Chapter 2.
All data are acquired at room temperature (RT) after establishing the in-plane
crystallographic orientation of the sample by Low Energy Electron Diffraction
(LEED). The ARPES map of bulk BP measured along the armchair direction at
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positive pump-probe delay ∼ +2.4 ps is reported in Fig. 3.2(a). The map clearly
shows the VB, which is completely below the Fermi level EF , and the ordinarily
unoccupied CB above EF . In order to highlight the photo-induced effects in BP,
the photoemission spectrum recorded at negative delay, i.e. before pump arrival, is
subtracted from ARPES spectra at two selected pump-probe delays. The resulting
differential ARPES maps at + 50 fs and + 2.4 ps are shown in Fig. 3.2(b), where
the photo-induced enhancement of spectral weight is indicated by red color while
the electron depletion by blue color. The dynamics of band extrema and band sides

Figure 3.2. (a) ARPES map of bulk BP along the armchair direction at pump-
probe delay + 2.4 ps from Ref. [1]. As a consequence of the optical pumping the
CB is also populated. (b) Differential spectra at two fixed delays, i.e. + 50 fs and
+ 2.4 ps, where red indicates enhancement, whereas blue is depletion. The crosses
labeled 1 to 4 mark spectral features whose dynamics is reported in panel (c).

is examined in Fig. 3.2(c). The latter shows the temporal evolution of selected
points of the energy-momentum map, which are marked by the four crosses in
Fig. 3.2(b). The VB dynamics is traced by light green, dark green and blue lines
(labels 1-3): in all three cases, a fast (< 100 fs) response to pump pulses can be
recognized. On the contrary, the temporal evolution of the CB (label 4), indicated
by the red lines, is characterized by a slow build-up on the ps scale. This result
suggests that CB is indirectly occupied. Indeed, electrons are first excited from the
VB to higher levels of the CB by the pump pulse and then they decay towards the
bottom of the CB via electron-electron and electron-phonon scattering processes.
Because of the presence of a bandgap, the increased intensity on the VB upper
border (crosses 2,3) can be attributed to photo-induced broadening and/or shift
of the band edge. More precisely, this increase lasts longer on the VB sides (cross
2) with respect to the VB center (cross 3).
Although our results line up with earlier TR-ARPES studies on BP [22, 23, 125],
two issues were not unambiguously clarified to date: VB broadening and BGR.
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The zoom-in of the VB ARPES map at + 2.4 ps delay is reported in Fig. 3.3(a).
We normalize the energy distribution curves (EDCs) to their maxima in order to
highlight the band shape. Subsequently, we estimate the band dispersion, which
is shown by open red symbols, through a fitting procedure described in Paragraph
3.4.1. This allowed us to retrieve the temporal evolution of the VB structure. The

Figure 3.3. Analysis of the VB dispersion from Ref. [1]. (a) Zoom-in of the VB
ARPES map at + 2.4 ps delay. EDCs are normalized to their maxima. The open
symbols indicate the fitted band dispersions (see Paragraph 3.4.1). (b) Comparison
of VB dispersions at -0.3 ps (circles), 0 ps (squares) and +2.4 ps (triangles) delays.
A parabolic fit is indicated by the black dashed line. (c) VB temporal evolution

at kx = 0 �A
−1

(open squares) and kx = 0.044 �A
−1

(solid squares). Lines are found
via a phenomenological fit. Green solid circles are obtained by integrating the
VB spectral intensities in the rectangular areas of Panel (b). The vertical axis on
the right-hand-side shows the relative intensity I/I0, normalized to I0 at negative
delay. The pump fluence is kept at 0.4 mJ/cm2.

resulting VB dispersions at -0.3 ps (circles), 0 ps (squares) and +2.4 ps (triangles)
delays are shown in Fig. 3.3(b). The comparison clearly shows the presence of a
dynamics in the valence band after photo-excitation. By comparing the grey and
blue dispersion curves, i.e. the VB dispersions at -0.3 ps and 0 ps respectively,
it is evident that, at 0 delay, there is a pump-induced ∼ 20 meV downward shift
of the whole VB. Then, after +2.4 ps, by looking at the red dispersion curve,
we can recognize a reduction of the band curvature, indicating an increased hole
effective mass. The latter result is in agreement with the long-lasting spectral
increase at the VB sides in Fig. 3.2(b) (cross 2). Furthermore, notice that only
the VB dispersion at negative pump-probe delay can be fitted by a simple parabola
(black dashed line), obtaining a hole effective mass mV B∼0.065 m0 (m0 being the
free electron mass) in accordance with the literature [5, 22]. This result implies
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two possible scenarios: (i) flattening of the top VB (for kx < 0.03 �A
−1

), rather
than an enlargement of effective mass, which causes a deviation from the parabolic
shape, especially noticeable at positive delay; (ii) pump-induced upward shift of
∼ 50 meV of the VB toward EF , hint of BGR [130, 131]. On the top of the VB,
the flattening and the BGR counterbalance each other. Further information can
be derived by the dynamics in Fig. 3.3(c): the temporal evolution of the VB

at kx = 0 �A
−1

is indicated by open symbols while the one at kx = 0.044 �A
−1

is represented by solid squares (the associated dash-dotted vertical lines can be
seen in Fig. 3.3(b)). As we can see, the two curves cannot be reproduced by a
single-component model. However, we found that they can both be reproduced by
means of a phenomenological model based on two contributions, labeled C1 and
C2. The positive component C1, indicated by the orange dashed lines, represents
a shift in energy of the whole VB towards the Fermi level EF as a signature of
a BGR (see Paragraph 1.2.2). This phenomenon is independent of kx and the fit
reveals that it has a maximum amplitude of ∼ 47 ± 5 meV, a rise time of ∼ 280
± 100 fs and a decay time of ∼ 4.8 ± 0.8 ps. Green dotted lines represent the
second negative component C2 which is kx-dependent. Indeed, in this case, the

decay time at kx = 0.044 �A
−1

is ∼ 1 ps, while ∼ 6 ps at kx = 0 �A
−1

. Furthermore,
it has a maximum amplitude of ∼ 36 ± 5 meV and a pulsewidth-limited rise
time (<100 fs). In order to understand the origin of this second component, the
dynamics of the VB intensity is considered. For this purpose, we integrate the VB
spectral weights in the rectangular areas in Fig. 3.3(b). This procedure provides
the green dots displayed in Fig. 3.3(c). Notice that they not only reproduce the
transient depletion of the VB but, if properly rescaled, they also match the green
dashed lines (component C2). Photoexcitation generates electrons in CB and
holes in VB, which occupy states at the corresponding band edges. In particular,
holes accumulate at the maximum of the VB, as confirmed by the slower intensity

recovery at kx = 0 �A
−1

. The gathering of holes reduces the ARPES spectral weight
and, as a result, the VB edge moves downward in energy. This is possible because
the used pump fluence of 0.4 mJ/cm2 corresponds to a photo-carrier density <
1019cm−3, which overcomes the equilibrium carrier density of ∼ 1016cm−3 (see
Paragraph 3.4.2). The simultaneous occurrence of depletion at the VB top and
filling at the CB bottom determines a blue-shift of the optical absorption edge, that
is called the Burstein-Moss shift (BMS) [24, 132], due to Pauli blocking [133](see
Paragraph 1.2.1). Since the amplitudes of BGR and BMS are comparable but
opposite, these phenomena compensate almost completely. The concurrence of
these two counterbalancing phenomena justifies the different conclusions about
the presence of BGR in BP from earlier TR-ARPES studies [22, 23]. Therefore,
thanks to our analysis, we disentangle these two effects, confirming the presence
of both BGR and BMS.
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3.4 TR-ARPES on Cs-doped BP

In this section, we analyze the ultrafast response of photo-excited BP in presence
of a vertical electric bias, resulting from Cs adsorption. Firstly, it is necessary to
specify that Cs atoms, as all alkali atoms, donate electrons [35]. Therefore, the Cs
doping determines the formation of a n-type surface region, causing a band bend-
ing [36]. More precisely, the energy bands bend downwards as one moves from bulk
to surface (in presence of a p-type surface region, an upward band bending would
occur [36]). Besides, since BP is host to the giant Stark effect, the CB bending
is considerably larger than the VB one [15, 16, 120] and, for Cs surface doping >
0.35 1L, a surface band inversion takes place [15]. In addition to these effects,
we observe that an appreciable (up to ∼ 0.25 V) surface photovoltage (SPV, see
Paragraph 1.2.3) [40, 134] is induced in Cs-adsorbed BP by pump irradiation. In
the presence of downward band bending photo-injected electrons and holes are
spatially separated by the built-in potential generated by surface doping: elec-
trons migrate towards the surface, while holes move towards the bulk. This charge
separation generates a dipole electric field (and potential) that (i) opposes to the
alkali-induced bending and (ii) can extend outside the sample. Photo-emitted
electrons experience this accelerating potential even if they are emitted before
pump arrival, provided they meanwhile are moving in the vacuum region where
the dipole field acts.
Let us consider the three static ARPES maps of BP shown in Fig. 3.4a, which
are acquired at negative pump-probe delay of ∼ - 1 ps after a Cs deposition of
45 s (∼ 0.35 1L). In order to emphasize the Cs-induced variations, the ARPES
spectrum in the absence of the pump is first displayed on the left map of Fig. 3.4a.
If one compares this map with the one in Fig. 3.2(a), it is evident that there is a
downward shift of the VB top of ∼ 0.3 eV and a concomitant downward bending
of ∼ 0.6 eV of the CB minimum, which approximately touches the VB maximum,
corresponding to the apparent closing of the bandgap. The central and right maps
of Fig. 3.4a report the ARPES spectrum at pump fluences Fpump of 24 µJ/cm2

and 485 µJ/cm2. As we can see, by increasing Fpump, a rigid and non-linear shift
of the whole ARPES spectrum to higher energy is recorded, as a consequence of
SPV. Notice that also the Fermi level EF moves consequently. By considering the
top scale of Fig. 3.4b, one can observe the saturation of SPV at higher Fpump. We
convert the incident pump fluence Fpump into photo-excited carrier concentration
neh, which is reported on the bottom axis (see Paragraph 3.4.2), and fit the exper-
imental data with a phenomenological logarithmic model [41, 42]: φSPV =αkBT/e
ln(1+neh/p0). In the last equation, α = 1.33 ± 0.05 and p0 = 2.8 ± 0.5 ×1016cm−3

are fitting parameters, neh is the photo-injected carrier density and kBT = 25 meV
is the thermal energy at room temperature.
Through the fitting procedure illustrated in Paragraph 3.4.1, we estimate the en-
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(a) (b)

(c)

Figure 3.4. Surface photovoltage (SPV) and transient photo-induced effects from
Ref. [1]. (a) ARPES maps after 45 s Cs exposure at three pump fluences (0 µJ/cm2,
24 µJ/cm2, 485 µJ/cm2) and negative pump-probe delay of -1 ps. The asymmetric
shape of the CB is an effect of the selection rules in the photoemission. The
presence of SPV can be recognized by the shift of the spectra. (b) Bottom scale:
surface photovoltage (φSPV ) as a function of the photo-excited carrier density
(neh); top scale: φSPV as a function of the pump fluence (Fpump). (c) VB maximum
(top) and broadening (bottom) of pristine (open squares), and Cs-doped BP (solid
circles) as a function of the pump-probe delay.

54



Figure 3.5. Comparison of EDCs at

kx = 0 �A
−1

in different doping/pumping
conditions.

ergy of the VB maximum, EV , and its edge width wV B at different pump-probe
delays and the resulting VB dynamics is shown in Fig. 3.4c. Here, open squares
stand for temporal evolutions before Cs coverage, while solid circles indicate the
behaviours after Cs exposure. In all cases, the pump fluence is ∼ 0.4 mJ/cm2.
The dynamics of EV for undoped BP is equal to the one reported in Fig. 3.3(c).
Regardless of the different binding energies, the temporal evolutions of the VB
maximum after photoexcitation with and without Cs coverage closely resemble
each other. Here we point out that, similar to the case of undoped BP previously
illustrated, the coexistence of BGR and band flattening might apply also to the
Cs-doped sample. Let us now focus on the dynamics of the peak width (lower
graph): pump irradiation in undoped BP causes a considerable broadening of the
VB, in agreement with recent experimental observations [22]. In Cs-doped BP
and in the absence of pump (see dark yellow horizontal line), the VB width is
nearly twice as compared to the pristine case, whereas after laser pumping (solid
circles) it undergoes a marked reduction that follows the temporal evolution of the
undoped sample very closely. This coincidence provides a useful hint to clarify
the band dynamics in Cs-doped BP and also the VB broadening in the pristine

sample. We begin examining the EDCs in Fig. 3.5, which refer to kx = 0 �A
−1

.
Each spectrum is marked by a different number/color and represents a specific
situation.

1.(blue): pristine BP. The starting point is the VB spectrum of pristine BP
without pump effects.

2.(dark yellow): Cs-doped BP. After Cs-doping the VB shifts to lower energy,
as a consequence of the alkali-induced band bending. Notice the enhanced width
of the VB edge (here, no pump is present).

3.(red): Cs-doped BP, negative pump-probe delay. Laser irradiation affects
the Cs-doped sample even at negative delay: it leads to a rigid shift of the whole
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spectrum (including the Fermi level) to higher energy, as a consequence of the SPV
effect. Notice that the shape of this spectrum is identical (within the experimental
uncertainty) to the one recorded without pump. In fact, electrons are first emitted
by the probe and then accelerated by the pump-induced SPV, thus preserving the
un-pumped spectral shape.

4.(dark red): Cs-doped BP, positive pump-probe delay. A few picoseconds
past the pump, no significant shift of the VB is observed (SPV is still present
and unaltered), but the width of the band edge is considerably reduced and very
similar to the pristine BP case. Here, the pump effect on the spectrum (i.e. the
reduced peak width) is genuine since electrons are emitted after pump arrival.
Keeping in mind these phenomenological aspects, we can now provide the physical
explanation. Fig. 3.6 sketches the photoemission process in the specific situations
previously discussed. In Panel (a) of Fig. 3.6 the photoemission process for the

Figure 3.6. Scheme of photoemission process for (a) pristine BP, (b) Cs-doped
BP and (c) pumped, Cs-doped BP from Ref. [1].The upper inset in each panel
illustrates the expected ARPES spectrum, the lower shows the measured EDCs at

k|| = 0 �A
−1

. EF : Fermi level, Evac: vacuum level, φBB: band bending potential,
φSPV : surface photo-voltage.

pristine BP case is depicted. As there is no band bending, all relevant energy
levels of the sample, i.e. CB, VB, EF and the vacuum level Evac, are indicated by
horizontal lines. Electrons are promoted to free states by the probe photons with
energy hνprobe. As a result, they travel in vacuum towards the electron analyzer,
which acquires the ARPES spectrum, as shown in the upper inset. The graph in

the lower inset reports the measured EDC at kx = 0 �A
−1

. Panel (b) of Fig. 3.6
shows the Cs-doped BP case in the absence of the pump pulse. The first aspect to
note is that Cs surface states are situated above the Fermi level EF because they
are ionized donors. For this reason, the surface region of the sample turns out to
be n-doped and, as a result, a downward bending potential φBB is established.
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As already said, the CB bending is larger than the VB one because of the Stark
effect. More in detail, when the alkali doping becomes sufficiently high, i.e. >
0.11 L as stated in Ref. [15], the CB minimum at the surface shifts below the
Fermi level (green circle), which makes it detectable by static photoemission. By
comparing the EDC in the lower inset with the one of the pristine BP case (lower
inset of Fig. 3.6(a)), an enhancement of the VB width can be recognized. In order
to understand the reason behind this modification, we focus on the VB and the
photoemission process for the Cs-doped BP. In this case, owing to the downward
band bending, the electrons photoemitted from the surface (brown circle) are char-
acterized by larger binding energy. Therefore, they give rise to the main peak of
the PES spectrum. Nevertheless, for the low photon energy (6 eV) used in our
experiment, the bulk sensitivity of photoemission is increased because of the large
electron mean free path [3]. This implies that bulk VB states, indicated by dark
yellow circle, are also detected. Due to their lower binding energy with respect
to the surface VB states, they determine the enhanced VB width after Cs doping
(see the vertical arrows in the EDC).
Lastly, let us consider the pumped Cs-doped BP case, which is displayed in Fig.
3.6(c). Notice that, in such case, two EDCs, one at negative pump-probe delay
(i.e. - 250 fs, red curve) and one at positive pump-probe delay (i.e. + 4.5 ps,
dark red curve) are reported in the lower graph. Indeed, depending on whether
the probe pulse precedes or follows the pump pulse, different spectral features can
be observed. When Cs-doped BP is irradiated by the pump pulse, the SPV sets
it: the energy levels at the surface move upward and, as a consequence, the band
bending is compensated. At negative pump-probe delays, SPV develops after elec-
tron photoemission. The resulting dipole electric field accelerates the free electrons
traveling in vacuum, leading to a rigid shifit of the whole PES spectrum. For this
reason, the EDC at negative pump-probe delay is the same as the one measured
without pump (dark yellow EDC of the lower graph in Fig. 3.6(b)), except for the
energy shift: the un-pumped EDC shape is preserved because electrons are pho-
toemitted before excitation. On the other hand, it is also evident that the EDC at
positive pump-probe delay, i.e. when probe photons follow the pump pulse, looks
like the photoemission spectrum of the pristine BP case. This result is due to the
fact that SPV sets in before photoemission and, therefore, surface and bulk levels
recover almost identical binding energies, counterbalancing the Cs-doping effect.
Notice in particular that the dynamics of the peak width formerly reported in Fig.
3.4c (red curve) indirectly represents the dynamics of the SPV which in turn, in
light of the previous observations, reveals the temporal evolution of electron-hole
space separation that generates a long-range dipole field [45].
At this point, we can also explain the photo-induced dynamics of the VB broad-
ening in pristine BP. Its similarity to the Cs-doped one at positive delay (Fig.3.4c,

57



bottom graph) suggests a common physical origin. Pump irradiation generates
equal densities of electrons and holes, which can be considerably larger than the
equilibrium ones [1] and decrease exponentially from the surface towards the bulk.
These concentration gradients determine the carriers diffusion. We first recall that
hole mobility perpendicular to the bulk BP surface is higher than the electron
one [5]. Einstein’s relation states that mobility µ and diffusion coefficient D are
directly proportional (D = µkBT ), therefore we expect that holes diffuse faster
than electrons. This implies that, upon pumping, electrons tend to accumulate at
the sample surface while holes diffuse towards the bulk. This charge separation
generates a dipole field which, in turn, gives rise to a potential, named Dember
photovoltage [40] (see Paragraph 3.4.3), able to modify the bands energy position
at the surface. Our photoemission bulk sensitivity allows us to record these mod-
ifications that manifest as peak broadening, in analogy with the Cs-doped case.
The dipole field counterbalances charge separation and spectral broadening (see
Fig. 3.4c). This explanation is also corroborated by two experimental findings: (i)
the logarithmic saturation of the Dember photovoltage as a function of the carrier
concentration [40] and (ii) a similar logarithmic trend of the VB band broadening
in pristine BP as a function of the pump fluence [22].
Having elucidated the physical significance of our experimental observations, we

can now deal with the combined effects of Cs doping and photo-excitation in BP.
Figs. 3.7(a)-(f) report RT ARPES maps measured at negative (−0.5 ps, (a)-(c))
and positive (+1.5 ps, (d)-(f)) pump-probe delays for three Cs exposure times, i.e.
15, 30 and 45 s. Figs. 3.7(g)-(i) display the related EDCs at 0◦ emission angle

(kx = 0 �A
−1

). Here, the zero energy coincides with the onset of the VB at positive
delay (Eonset(+)), for comparative purpose. We first point out that, by increasing
Cs deposition, the CB minimum shifts to lower energy, relative to the VB, as a
consequence of the Stark effect [15,16]. At the highest concentration and negative
delay (45 s, bottom), VB and CB cross each other. This situation corresponds
to the critical Cs doping of 0.35 monolayers identified by Ref. [15]. Comparing
negative and positive delays, the energy position and line shape of the CB do not
vary after photo-excitation. A reduction of spectral weight can be only recognized
as a result of photo-induced depletion. On the other hand, there is a remarkable
change of the VB binding energy after pumping, common to all Cs contents: the
onset shifts to lower energy at positive delay. As previously illustrated in Fig. 3.6,
this is the result of the pump-induced SPV that counterbalances the Cs-induced
band bending potential and it is resolved thanks to the bulk sensitivity of our
ARPES photon energy. Therefore, the observed VB shift is actually caused by
its edge sharpening. Indeed, at negative pump-probe delay, the VB onset in Cs-
doped BP is defined by its bulk level with lower binding energy with respect to
the surface ones (upper inset in Fig. 3.6(b)). After optical excitation, SPV and
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Figure 3.7. ARPES maps recorded at −0.5 ps pump-probe delay (a)-(c) and at
+1.5 ps delay (d)-(f) for three increasing Cs exposure times (15 s, 30 s and 45
s, top to bottom) from Ref. [1]. The graphs on the right side (g)-(i) show the

corresponding EDCs at 0◦ emission angle (kx = 0 �A
−1

). In all maps and graphs,
zero energy is referred to the onset of the VB at positive delay (Eonset(+)), for
comparative purpose. Pump fluence is 0.4 mJ/cm2. All measurements at RT.

band bending compensate each other, thus surface and bulk states level to almost
identical binding energies (upper inset in Fig. 3.6(c)), determing the sharpening
of the VB edge. At this point, two important consequences of this experimental
evidence need to be highlighted.
(i) Since the CB bending is larger than the VB one because the Stark effect and
since SPV modified all bands identically, a noticeable photo-induced sharpening
for the CB at positive delay is expected. However, this is not the case. The only
plausible explanation is to assume a strong surface localization of the CB: in fact,
in this circumstance the bulk contribution would be absent and the counteracting
effects of SPV and band bending would simply shift the CB without any line shape
modification. The surface character of the CB after alkali atoms deposition has
been previously argued both experimentally [121] and theoretically [15, 16] and
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finds here a further confirmation.
(ii) In view of these results, the occurrence of band inversion should be asserted
carefully, especially in thick BP samples (more than a few layers). Given the
strong surface localization of the CB, band inversion should take place predomi-
nantly at the sample surface. In this regard, we point out that the intertwining
of CB and VB in Fig. 3.7(c) actually corresponds to the overlap between bulk
VB and surface CB. Therefore, our results demonstrate that only in monolayer
BP (i.e. phosphorene) the band inversion can be genuinely argued, since band
bending and bulk contributions are not present.

3.4.1 Spectral Analysis and Fitting

In order to estimate the band dispersions and quantify the photoexcitation effects,
the following fitting procedure of the VB and CB measured by TR-ARPES is
applied. Fig. 3.8 describes the procedure. Panel (a) reports the EDCs of the VB

at kx = 0 �A
−1

for -250 fs (black) and 0 fs (red) pump-probe delays. From the
comparison, the VB shift/broadening and the photo-induced depletion of spectral
weight can be recognized. Here, we cannot directly use a gaussian distribution
for the fit owing to the noticeable asymmetry of the peak. More precisely, the
latter, which is caused by the presence of secondary electrons (inelastic scattering
processes during photoemission), makes the correct determination of the peak
position less reliable from a direct peak fitting. For this reason, an alternative
procedure is followed. The first step is to calculate the EDCs numerical derivative
and, then, the resulting curves are fitted with the analytical derivative of the
gaussian function:

∂

∂E

[
Ae
− 2(E−EV )2

w2
V B

]
= −

[
4A(E − EV )

w2
V B

]
e
− 2(E−EV )2

w2
V B ,

where EV is the binding energy, wV B is the width (2σ) and A is the peak amplitude.
The outcomes are illustrated in Panel (b). As shown by the reconstructed gaussian
curves in Panel (a), the fits carried out in the yellow-shaded region give a precise
quantification of the high-energy side of the original VB peaks, overcoming the
peak asymmetry issue. To determine the VB dispersion, the same procedure has
been repeated at different values of kx. We have also tested the Shirley method
to delete the incoherent background. Almost identical peak positions and widths
have been obtained, but poorer estimates of the peak amplitude.
Fig. 3.8(c) shows the fitting procedure for the CB at larger delay (+ 3 ps) and at

kx = 0.04 �A
−1

. In this case, owing to the good definition of the spectral feature,
a direct modeling of the peak with a gaussian profile and a linear background can
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Figure 3.8. (a) EDCs of the VB of pristine BP at kx = 0 �A
−1

for -250 fs (black)
and 0 fs (red) pump-probe delays from Ref. [1]. (b) Numerical derivative of the
EDCs shown in panel (a): the solid lines are fits (see text). The resulting peaks
are reproduced as shaded areas in panel (a), with the associated peak position EV
and wV B. (c) EDC of the CB at kx = 0.04 �A

−1
and +3 ps delay: the solid line is

a gaussian fit centered at EC .

be performed. The binding energy of the CB is determined by the position of
gaussian peak (EC). As in the case of the VB, the dispersion of the CB is evinced
from the fitting at various kx.

3.4.2 Electronic and Optical Properties of BP

According to the TR-ARPES analysis previously described, the bandgap of BP
has been estimated as Eg = 0.44 ± 0.01 eV, with the VB maximum ∼ 0.15 eV
below the Fermi level and the CB minimum ∼ 0.29 eV above EF , as shown in Fig.
3.9(a). This analysis refers to positive pump-probe delay, i.e. ∼ +2.4 ps, when
the CB is populated. This value of the gap is lightly larger than the generally
reported ones (0.3− 0.4 eV) [113]. However, this discrepancy might be due to the
kz sensitivity of photoemission, related to our photon energy. The band dispersion
along the ΓZ crystallographic direction is very strong. Therefore, our 6 eV probe
photon might explore a kz slightly away from the Z -point, thus measuring a larger
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bandgap. Furthermore, according to our fitting procedure, we have observed that
the CB line width is almost half the VB one at negative delay (wCB ≈ 0.08 eV,
wV B ≈ 0.15 eV). This discrepancy might be a consequence of the poor kz selec-
tivity of our probe photon (and also suggests a strong surface localization of the
CB). As demonstrative test, we show a VB spectral simulation assuming a smaller
gaussian line width (w ≈ 0.1 eV) convoluted with a possible spectral function
a(E), as depicted in Fig. 3.9(b). Here, a(E) decays exponentially at large binding
energy and it is peaked at EV −EF = − 0.09 eV. By means of a convolution with a

Figure 3.9. (a) ARPES maps and dispersion fits of CB (top) and VB (bottom) at
+2.4 ps delay from Ref. [1]. (b) Simulation of the VB photoemission spectrum at
negative delay (Ref. [1]): the spectral function a(E) is peaked at EV −EF = −0.09
eV and decays exponentially at larger binding energy. By a convolution with a
gaussian profile g(E) (line width w = 0.1 eV), it matches the experimental data.

gaussian function, it produces a very satisfactory fit of the experimental spectrum,
where the VB maximum turns out to be at EV = − 0.09 eV instead of − 0.15 eV
and the bandgap Eg equal to 0.38 eV.
Independently of the precise value of the bandgap, an estimation of the equil-
brium carrier concentrations in BP at room temperature can be performed. By
textbook definitions [17], n0 = NCe

−(EC−EF )/kBT (electrons in CB) and p0 =
NV e

−(EF−EV )/kBT (holes in VB), with NC = 2.5(mC/m0)3/2× 1019 cm−3, NV =
2.5(mV /m0)3/2× 1019 cm−3 and n2

i = n0p0 = NCNV e
−2(EC−EV )/kBT (mass action

law). Here, EV and EC are the energies of the VB maximum and CB minimum,
mV and mC the respective effective masses, EF is the Fermi level, kBT = 0.025 eV

62



is the thermal energy at RT and ni is the intrinsic carrier density. Since electron
and hole effective masses in BP are almost identical (mC ∼ mV ∼ 0.23m0) [5], one
obtains NC ∼ NV ∼ 2.8× 1018 cm−3. This value does not depend on the bandgap
and represents the maximum achievable carrier density at the VB (CB) maximum
(minimum) under equilibrium conditions and in the non-degenerate case. Starting
from the measured values of Eg and the VB maximum, the equilibrium electron
and hole concentrations can be quantified. The results are shown in Table 3.1 (for
comparison, both values derived from the fitting procedure and from the convolu-
tion are utilized). Notice that majority carrier density p0 is of the order of ∼ 1016

Eg[eV] EV − EF [eV] ni[cm−3] p0[cm−3] n0[cm−3]
0.44 ± 0.01 -0.15 4.2 × 1014 6.9 × 1015 2.6× 1013

0.38 -0.09 1.4 ×1015 7.7 × 1016 2.6 × 1012

Table 3.1. Eg is the estimated bandgap, EV − EF is the binding energy of the
VB, ni is the intrinsic carrier density, p0 and n0 are the estimated hole (in VB)
and electron (in CB) concentrations at room temperature.

cm−3 and agrees fairly well with the value deduced from the fluence dependence
of the SPV (Fig. 3.4b). More interestingly, a comparison between the equilib-
rium electron and hole densities and the photo-induced ones can be performed.
Based on the reported optical properties of BP [5], pump photon hν ∼ 1.82 eV
(λ ∼ 680 nm) and an electric field polarized along the x -axis (armchair direction)
give rise to a dielectric constant ε ∼ 12 + 2i . The latter determines, in turn, a
refractive index n =

√
ε ∼ 3.5 + 0.3i , reflectivity R = (|n − 1|/|n + 1|)2 ∼ 0.3

and absorption length 1/α = λ/4πIm(n) ∼ 180 nm [135]. By considering the rela-
tion [135] neh = Fpump(1−R)α/hν, where the quantum efficiency is set equal to 1,
the pump fluence Fpump[J/cm2] can be transformed into density of photo-excited
electron-hole pairs neh[cm−3]. In the same way, the variation (increase) of the
lattice temperature can be estimated as [135] ∆T = φ(1 − R)αM/ρcp, where ρ
' 2.7 g/cm3 [136] is the mass density, M ' 31 g/mol is the molar mass and cp
' 21 J/mol K is the lattice specific heat of BP [136]. For a pump fluence of ∼
0.5 mJ/cm2, one gets neh ∼ 7 × 1019 cm−3 and ∆T ∼ 11 K. It is important to
note that neh (photoexcitation) � NC , NV (maximum carrier density at RT) �
p0 (majority carrier density). Therefore, with the typical laser fluence we employ,
we are always in a strong photoexcitation regime.

3.4.3 The Dember Potential

Upon pump irradiation, equal electron and hole distributions, δn and δp respec-
tively, are generated. The latter can be much higher that the equilibrium densities
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(n0, p0) in particular at the surface (for p-doped samples, δn,δp � p0 � n0) and
decay exponentially from the surface to the bulk. Carriers diffusion is induced by
density gradient. In the following, recombination and drift processes are neglected.
Ref. [5] reports that in bulk BP hole mobility µp along the direction perpendic-
ular to the surface, i.e. the z-axis, is larger than the electron mobility µn. By
considering that mobility and diffusion coefficient are directly proportional [35],
it is expected that holes diffuse faster than electrons. As a result, after pump ar-
rival, holes head towards the bulk, whereas electrons gather at the sample surface.
Diffusion equation [137] enables one to describe this process:

∂δn(z, t)

∂t
= Dn

∂2δn(z, t)

∂z2
, (3.1)

∂δp(z, t)

∂t
= Dp

∂2δp(z, t)

∂z2
, (3.2)

δp(z, 0) = δn(z, 0) = nehexp(−α|z|). (3.3)

Here, Dn = kBTµn/e, Dp = kBTµp/e, neh is the photo-excited carrier density and
α is the pump absorption coefficient. Since diffusion through the sample surface
cannot occur, the absolute value |z| is used in Eq. (3.3), where the initial conditions
are fixed. By analytically solving the system of equations (3.1)-(3.3), the carrier
distributions over depth and time can be retrieved. More in detail, in our case,
the quantity δr(z, t) = [δp(z, t)− δn(z, t)] /neh plays an important role: δr(z, t)
results to be positive when holes exceed electrons and negative if electrons surpass
holes. Fig. 3.10(a) depicts the temporal and depth evolution of δr(z, t). Within a
few picoseconds, electrons gather at the sample surface (δr(z, t) < 0) as indicated
by blue color, whereas holes shift towards the bulk (δr(z, t) > 0) as shown by
red color. Here, the estimated diffusion coefficients refer to the room temperature
case. The temporal evolution of δr at z = 0 for T = 300 K (green solid curve)
and T = 1000 K (orange dashed curve) is reported in Fig. 3.10(b). The electron-
hole separation determines the development of an electric dipole field Ed. As we
can see from Fig. 3.10(a), the region of sample surface where electrons exceed is
highlighted in light blue, while the region where holes accumulate is marked in
light red. Between these two regions of opposite electric charge, the dipole field
Ed (large black arrow in Fig. 3.10(a)) arises, in order to compensate the charge
separation. The amplitude of the dipole field can be estimated starting from the
expressions of hole and electron currents, which are [137]:

Jn(z, t)/e = µn(δn+ n0)Ed +Dn
∂δn(z, t)

∂z
, (3.4)

Jp(z, t)/e = µp(δp+ p0)Ed −Dp
∂δp(z, t)

∂z
. (3.5)
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Figure 3.10. (a) Simulation of electrons and holes diffusion after pump irradi-
ation, according to Eqs.(3.1)-(3.3) from Ref. [1]. The colored surface represents
δr(z, t) = [δp(z, t)− δn(z, t)] /neh as a function of delay t and depth z (blue color:
p<n, red color n<p). Charge separation gives rise to a dipole field Ed that com-
pensates diffusion. (b) Surface charge imbalance at z = 0 as a function of delay at
300 K (green solid line) and 1000 K (orange dashed line) from Ref. [1].

Indeed, since the dipole field Ed neutralizes diffusion, it can be obtained by impos-
ing that the total current is equal to zero, i.e. Jn+Jp = 0. Thereby, the following
expression of Ed is derived:

Ed =
Dp

∂δp
∂z
−Dn

∂δn
∂z

µp(δp+ p0) + µn(δn+ n0)
≈

(Dp −Dn)∂δp
∂z

(µp + µn)δp+ µpp0

. (3.6)

The last term of Eq. (3.6) is obtained by taking into account that for a p-doped
sample δp ∼ δn� p0� n0. If the dipole field Ed is known, the associated potential
φD can be estimated by integration, namely:

φD = −
∫ ∞

0

Eddz = −
∫ ∞

0

(Dp −Dn)∂δp
∂z

(µp + µn)δp+ µpp0

dz

=
Dp −Dn

µp + µn
ln

(
1 +

µp + µn
µp

δp(0, t)

p0

)
.

(3.7)

This is the Dember photovoltage [40]. By setting µp = 550 cm2/Vs, µp = 400
cm2/Vs and δp/p0 ∼ 102 - 103, one finds φD ∼ (0.8 - 1.2)kBT/e. A transient
photo-induced electronic temperature T ∼ 103 K determines a Dember potential
φD ∼ 0.1 V, in accordance with our measured VB broadening. Eq. (3.7) shows that
φD also saturates logarithmically with photo-injected carrier density as reported in
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Ref. [22]. Therefore, the temporal evolution of the VB peak width photo-induced
in pristine BP, which is shown in Fig. 3.2(c), can be attributed to the transient
charge separation, analogously to the Cs-doped BP case.

3.5 Conclusions

In conclusion, our TR-ARPES measurements on bulk BP demonstrate that pho-
toexcitation triggers a bandgap renormalization and a concurrent valence band
flattening, due to Pauli blocking. After surface doping by Cs deposition, both
valence and (to a greater degree) conduction bands experience surface bending.
Under this condition, laser irradiation generates a surface photovoltage, which sat-
urates logarithmically with increasing fluence and counterbalances the Cs-induced
band bending. These findings enable us to distinguish bulk vs surface states,
showing the strong surface localization of the conduction band and clarifying the
true occurrence of band inversion in bulk specimens. Since the semiconductor-to-
semimetal transition by means of the deposition of alkali atoms on the BP surface
can be stated only in monolayer or few-layer BP, a future plan is to perform
time-resolved experiments on these systems. Furthermore, we are developing a
TR-ARPES setup with tunable pump source in order to obtain a pump resonant
with the BP gap.
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Chapter 4

Transition Metal Dichalcogenides

4.1 A general overview

In the last few years, layered two-dimensional materials, such as graphene and
hexagonal boron nitride (h-BN), have received significant attention due to their
potential applications in several fields [138–140]. Graphene, a single layer (mono-
layer) of carbon atoms, was the first 2D material to be extracted via mechanical
exfoliation from bulk graphite in 2004. Because of its attractive properties, the
discovery of graphene has stimulated a great deal of attention in the investigation
of other layered 2D materials, which are able to complement the demands related
to graphene and can be employed as platforms for exploring new physical and
chemical phenomena.
Recently, two-dimensional transition metal dichalcogenides (TMDs) are an emerg-
ing class of the layered materials family owing to their special electrical [141],
mechanical [142, 143] and optical properties [8, 144] as well as to their possible
technological applications [145].

TMDs are materials of the form MX2 where M refers to a transition metal of
groups 4 ∼ 10 and X indicates a chalcogen element such as sulfur (S), selenium
(Se), or tellurium (Te) as shown in Fig. 4.1. They form a group of layered com-
pounds where a sheet of transition metal is sandwiched between two chalcogen
layers. The resulting X-M-X slabs display strong intralayer covalent bonding and
a weak mutual coupling by means of van der Waals forces, which are responsi-
ble for a quasi-two-dimensional (2D) behaviour. Because of the relatively large
number of the feasible transition metal and chalcogen combinations, TMDs with
various electronic structures can be realized [146–148]. The electronic structure of
TMDs is based on the filling of d orbitals of the transition metals, unlike silicon or
graphene in which the electronic properties depend on the hybridization of s and
p orbitals. They arrange in a stacking of hexagonally packed planes and accord-
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Figure 4.1. Composition of transition metal dichalcogenides (TMDs). Periodic
table where the shaded areas highlight the transition metals and chalcogens which
form the compounds MX2.

ing to the stacking sequence a differentiation into polytypes can be accomplished.
The commonly used notation is the Ramsdell’s one [149] whereby stacking poly-
typic sequences are identified through the couple nY: n indicates the number of
X-M-X slabs in a unit cell and Y denotes the lattice type which ca be trigonal
(T), hexagonal (H), or rhombohedral (R). Not all combinations of n and Y ex-
ist. The only known polytype with one MX2 in a unit cell is trigonal (1T), while
three different polytypes have two MX2 layers per unit cell (2Ha, 2Hb, 2Hc) and
so forth for the other polytypes [150]. For example, a schematic representation
of the CdI2-type 1T crystal structure is shown in Fig. 4.2, where the octahedral
coordination around the metal atom is recognizable.

4.1.1 Tantalum-based TMDs

Among TMDs, the tantalum-based compunds TaX2 with X = S or Se are of
particular interest because they are host to coexisting strongly correlated phases
including charge density waves (CDWs) and an unusual metal-insulator transi-
tion (MIT). These materials exhibit several CDW phases as incommensurate (IC-
CDW), nearly-commensurate (NCCDW) and commensurate (CCDW), with tran-
sition temperatures over a broad range extending from 75 K up to 473 K [151].
1T-TaS2 forms a commensurate CDW phase at temperatures below 180 K. This
state coexists with a Mott phase and it is characterized by a contraction of the 12
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Figure 4.2. Schematic representation of the CdI2-type 1T sandwich structure:
the transition metal atom (M) with a octahedral coordination is green, chalcogen
atoms (X) are dark blue.

Ta atoms towards a central Ta one, represented by a
√

13×
√

13 supercell, which
gives rise to a Star of David (SoD) configuration (see Fig.4.3). The formation of
SoD units comes with a rotation of the new primitive lattice vectors of around 13◦

with respect to the original ones and this rotation is clearly observed by diffrac-
tion experiments [152]. By increasing the temperature above 180 K, the material
undergoes a transition from the CCDW phase to a NCCDW, then from the NC-
CDW to an ICCDW at 350 K. Similar to 1T-TaS2, also in 1T-TaSe2 the transition
to the CCDW phase is accompanied by an in-plane periodic lattice distortion of√

13×
√

13 dimensions and a rotation of 13◦ with respect to the original unit cell.
However, in this sample, the NCCDW phase is not observed and there is just a
direct transition from the CCDW to an ICCDW phase at 473 K [152]. Moreover,
in contrast to 1T-TaS2, the transition to the CCDW phase does not come with a
MIT. Signatures of a MIT in 1T-TaSe2 have been observed at lower temperature:
by means of surface-sensitive techniques probing the electronic structure such as
ARPES [153] and STM [154] the opening of an electronic gap ∆Mott of about 250
meV across the whole Fermi surface has been found below about 260 K. It is also
important to point out that bulk resistivity measurements as a function of the
temperature indicate that 1T-TaSe2 remains metallic [155] at all temperatures.
Therefore, the observed MIT has been considered as a surface Mott insulating
phase [153]. The CDW has been suggested to be a precursor to the Mott phase,
because it causes a modification of the band structure, giving rise to a narrow
half-filled band at the Fermi level and increasing the probability of electron local-
ization [156]. In this regard, extended Huckel calculations [157] reveal that the
CDW splits the Ta d conduction band into subbands hosting a total of 13 elec-
trons per unit cell. Below the Fermi level, there are six subbands completely filled
with 2 electrons/atom each. As a result, the Fermi surface consists of a half-filled
subband carrying the thirteenth electron. By lowering the temperature, there is

69



Figure 4.3. (a) Periodic lattice distortion (PLD) in the Star-of-David (SoD)
configuration in real space (exaggerated). Red dots indicate the central Ta atoms,
blue dots indicate the 6 Ta nearest neighbors, orange dots indicate the 6 Ta atoms
forming the tips of the star, respectively. For reference, Ta atoms without PLD
are shown by the gray dots; (b) parameters rB and rC characterizing the SoD
configuration. Reprinted from Ikeda, T. N., Tsunetsugu, H., and Yonemitsu, K.
(2019). Photoinduced Dynamics of Commensurate Charge Density Wave in 1T-
TaS2 Based on Three-Orbital Hubbard Model. Applied Sciences, 9(1), 70.

an increase of the CDW amplitude which in turn determines a narrowing of the
bandwidth (W), associated to the in-plane electron hopping between neighbouring
SoD clusters in the CDW superlattice [156]. If the bandwidth (W) decreases below
a critical value, electrons will localize and the Mott criterion U/W ≥ 1 is fulfilled,
where U is the on-site electron-electron Coulomb repulsion. As a consequence of
this localization, the formation of a gap, ∆Mott, and the transition to an insulating
state occur [153,156].
Although considerable progress in the knowledge of these materials has been made,
some questions about the origin of the Mott transition in the tantalum-based com-
pounds and its connection to the CDW phase still await responses. In genereal,
1T-TaSe2 has been studied far less than 1T-TaS2. However, if on the one hand
1T-TaS2 exhibits a richer phase diagram, on the other it shows many phases in
close proximity to each other and this makes the investigation of these questions
more complicated, in particular, when trying to disentangle the relationship of the
CDW with the Mott phase. On the contrary, 1T-TaSe2 has recently identified to
be a better platform to investigate these phenomena [158] because of the reduced
complexity of its phase diagram, larger ∆Mott and well-separated temperatures
between the CDW and Mott transitions.
Since the CDW phase is related to the electron-phonon interaction (see Paragraph
1.3.2), one can understand more about this phase by performing ultrafast time-
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resolved measurements. More in detail, TR-ARPES enables one to resolve the
electronic band structure and investigate the photo-induced suppression of the or-
der parameter in real time as well as its recovery [159, 160]. Prior TR-ARPES
investigations on 1T-TaSe2 have used high-harmonics (∼ 22 eV probe) with var-
ious repetition rates and energy resolution (260 meV [158], 130 meV [161]) and
have either concentrated on the early stages (<300 fs) of the dynamics, i.e., on the
suppression of electronic and lattice order [158] or the room temperature phase
(CCDW) without studying the Mott gap physics [161].
In the following, the results of our TR-ARPES and TRR experiments on 1T-TaSe2

performed at Politecnico di Milano are shown. We have investigated the electronic
and phonon dynamics of 1T-TaSe2 up to several picoseconds at different temper-
atures and with unprecedented time and energy resolution [61] in comparison to
other studies [158,161]. Our findings emphasize that both the CDW and lattice de-
grees of freedom play an important role in stabilizing the Mott phase in 1T-TaSe2,
clarifying the interplay between these coexisting phases.

The band structure of 1T-TaSe2

The band structure of 1T-TaSe2 in the normal phase along the ΓKM direction of
the Brillouin zone is sketched in Fig. 4.4(a). The metal atom is Ta+4 ionized,
hence its configuration is 5d1. Therefore, only one (out of five) d-like band is par-
tially filled (black line), the others being all above EF (not shown). The chalcogen
atom is Se−2 ionized and, as a result, its 4p orbitals are all filled. Thus, p-like
bands (red lines) lie below EF .
Below 473 K, the CCDW phase sets in. Periodic lattice distortion (PLD) mostly
affects the Ta layer [162], inducing strong band folding of the 5d-like bands. The
SoD cluster involves 13 Ta atoms. Therefore, the 13 5d1 electrons form six filled
bands with weak dispersion and one half-filled band crossing EF , (blue lines in
Fig. 4.4(b)). These flat bands indicate strong 5d electron localization, thus poor
mobility. Around the Γ point, the Ta5d and Se4p bands overlap and p-d hybridiza-
tion might become relevant. The weak PLD of Se atoms [162], however, suggest a
weak or negligible folding of p-like bands with respect to the 5d-like ones.
Below ∼ 260 K, ARPES data show the formation of a gap at EF [153], attributed

to Mott metal-insulator transition that splits the flat 5d half-filled band into lower
(LHB) and upper (UHB) Hubbard bands (green lines in Fig. 4.4(c)). Despite the
gap, some ARPES spectral weight remains at EF in agreement with metal-like
resistivity data [155]. Ref. [163] suggests that the p-like band at Γ crosses EF ,
explaining ARPES and resistivity measurements. Ref. [164] infers a 2D in-layer
insulating behavior and a 1D normal-to-layer metallic one (with a Fermi surface
along the ΓA direction, parallel to kz) in 1T-TaS2, but no similar evidence is
reported to date on 1T-TaSe2.
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Figure 4.4. Schematic representation of the band structure of 1T-TaSe2 along
the ΓKM direction of the Brillouin zone. (a) Normal phase. (b) Commensurate
CDW phase, below 473 K. (c) Commensurate CDW and coexisting Mott phase,
below about 260 K.

4.1.2 Preparation and characterization of 1T-TaSe2 single
crystals

Crystal growth

The crystal growth process was carried out at the University of Bath (United
Kingdom) by the group of Prof. Enrico Da Como. 1T-TaSe2 single crystals were
grown by chemical vapour transport (CVT) using anhydrous iodine as a transport
agent. In this regard, iodine has proven to be especially effective for the growth
of the metallic TMDs [165]. The technique is based on the reaction between high-
purity tantalum (99.9 %) and selenium (99.9 %) powders, together with pellets of
anhydrous iodine (99.9 %) inside an evacuated quartz ampoule. In order to reach
the ideal stoichiometry, an excess of selenium (∼ 3 mg cm−3) was added [166].
For ∼ 21 days, the temperature of the quartz ampoule has been kept constant at
960◦. Then, the metastable 1T phase was obtained by quenching the ampoule in
water from high temperature. In this way, single crystals with lateral dimensions
of a few mm were grown. Moreover, the samples showed the metallic gold colour
typical of 1T-TaSe2, as reported in Fig. 4.5.

Electronic transport

In order to characterize the 1T-TaSe2 samples, different techniques were used.
Firstly, bulk resistivity measurements as a function of temperature were performed.
The resulting trend of normalized electrical resistance in the temperature range
of (4 - 300) K is shown in Fig. 4.6(a). By a first inspection, an overall metallic
behaviour can be recognized, which is similar to the one observed in Ref. [151].
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Figure 4.5. Image of typical 1T-TaSe2 single crystals used for our TR-ARPES
measurements from Ref. [6].

Furthermore, by looking at the first derivative of resistence dR/dT in Fig. 4.6(b),
it is not possible to recognize any experimental evidence of a metal-insulator transi-
tion. On the contrary, surface-sensitive angle-resolved photoemission spectroscopy
experiments performed by Perfetti et al. [153] give evidence for a Mott transition
at the 1T-TaSe2 surface. This suggests that the transition to an insulating be-
haviour occuring at about 260 K only involves the surface of the sample, which
remains metallic in the bulk.

LEED measurements

Before performing TR-ARPES measurements, the orientation of the 1T-TaSe2

crystal was determined by low-energy electron diffraction (LEED). The result of
our LEED measurement on 1T-TaSe2 is shown in Fig. 4.7. The diffraction pattern
reveals the hexagonal symmetry of the sample, where the spot separation is of ∼
720 pixels, as indicated by the red line. Weak secondary spots, separated by a
distance of ∼ 200 pixels, were recognized in correspondence of each corner (blue
lines). As theoretically expected for the CDW phase [151, 167], the ratio between
the two spot separations is 720 pixels / 200 pixels = 3.6 ≈

√
13 and the secondary

hexagon is rotated by ∼ 13◦ with respect to the primary. Therefore, the weaker
spots originate from the

√
13a0×

√
13a0 superlattice with ∼ 13◦ rotation. This

LEED pattern was acquired at 77 K but the same features were also seen at room
temperature.
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Figure 4.6. Bulk resistivity measurements performed at the University of Bath
(United Kingdom) from Supplemental material of Ref. [6]. (a) Normalized electri-
cal resistence as a function of temperature. In the inset, the low temperature (<
15 K) range is reported. (b) First derivative of resistance, dR/dT.
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Figure 4.7. LEED pattern from Ref. [6] obtained on a 1T-TaSe2 single crystal,
which was mounted on the sample holder in the photoemission chamber at the
temperature of 77 K. This image was acquired before TR-ARPES measurements
in order to determine the sample orientation.

4.2 Steady-State and Time-Resolved Investiga-

tions on 1T-TaSe2

In this section, we will present the electronic structure of 1T-TaSe2 and the effects
of CDW and Mott transitions. Firstly, we will show the full-wavevector ARPES
images acquired at Bristol NanoESCA Facility, which provide the main features of
the electronic structure of 1T-TaSe2. Then, the results of the TR-ARPES and TRR
measurements will be reported and discussed. All the technical and experimental
aspects have been described in detail in Ref. [61].

4.2.1 Full-wavevector ARPES

Steady-state ARPES measurements were performed at the Bristol NanoESCA
facility using He-Iα radiation (hν = 21.2 eV), with ∼ 50 meV energy resolution
at 40 K. Fig. 4.8 shows the full in-plane projection of the BZ ARPES images of
1T-TaSe2 at specific binding energies, i.e. EB = EF - 0.5 eV, EB = EF - 0.3 eV
and EB = EF . In Fig. 4.8(a) a sketch of the hexagonal BZ of the undistorted
lattice is overlapped with the high-symmetry points labelled. On the BZ edges
around the M points, elliptical Ta-5d electron pockets can be recognized, while
at the Γ point, namely the center of the BZ, there is the Se-4p electron pocket,
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Figure 4.8. Full-wavector ARPES (hν = 21.2 eV) images of 1T-TaSe2 at specific
binding energies and at 40 K from Supplemental material of Ref. [6]. (a) Electronic
structure at EB = EF - 0.5 eV. The black line indicates the hexagonal BZ, while
grey dashed ellipses point out the Ta-5d derived electron pockets. The labelled
high-symmetry points are a projection onto the experimental kz. (b) Electronic
structure at EB = EF - 0.3 eV (c) Electronic structure at the Fermi level EF .

Figure 4.9. Band dispersions through
the BZ from Supplemental material of
Ref. [6]. The CDW gap opens up at the
M point as indicated by the red vertical
arrow. The Mott gap extends across all
k space as marked by the blue vertical
arrow.

in accordance to previous ARPES studies [167, 168]. On the parallel arms of the
Ta-5d pockets, there is a loss of intensity where the CDW gap is expected to
appear [155]. Panel (b) of Fig. 4.8 displays the full-wavevector ARPES image
acquired at EB = EF - 0.3 eV and, apparently, the electronic structure is still
distinctly visible. Finally, at the Fermi level EF , shown in Fig. 4.8(c), there is
almost a total loss of intensity across the BZ. The latter result indicates that the
whole Fermi surface is suppressed by the formation of a gap uniform on the entire
BZ because of the occurrence of the metal-insulator Mott transition.

Fig. 4.9 shows the band dispersion acquired along the M -Γ-K-M -K direction
of the BZ at 40 K and the main features are emphasized, such as the Ta-5d and
Se-4p derived bands. Dispersion through the electron pocket along the K-M -K
direction gives evidence for a lowering of the band edge below the Fermi level EF

as a consequence of the CDW gap, ∆CDW . From the band dispersion along the
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Figure 4.10. ARPES intensity map at
77 K and at negative pump-probe de-
lay measured at Politecnico di Milano
by using 6 eV probe photon energy from
Ref. [6].

M -Γ direction, it is clear that all bands near EF have been lowered by ∼ 250 meV
because of a Mott gap, ∆Mott which extends across the whole BZ.

4.2.2 TR-ARPES and TRR on 1T-TaSe2

Fig. 4.10 shows the ARPES intensity map of 1T-TaSe2, acquired at Politecnico
di Milano by using hν = 6 eV photon energy, at 77 K around the Γ point before
pump arrival (-300 fs). According to the low-energy electron diffraction (LEED)
pattern, the measured dispersion is roughly along the M -Γ-M direction. As we
can see, the band edge is placed below the Fermi level EF as a consequence of the
Mott metal-insulator transition.
Let us now consider the temporal evolution of the valence band at the Γ point
and at 77 K, which is reported in Fig. 4.11. Panel (a) displays the TR-ARPES
spectra of the valence band acquired by using 1.10 mJ cm−2 pump fluence. As
highlighted in Fig. 4.11(b), in correspondence to the perturbation by the pump
pulse at t = 0, there is a fast reduction of valence band intensity which is fol-
lowed by a recovery within ∼ 2 ps. An analogous temporal evolution has been
observed in the Mott phase of 1T-TaS2 [169]. The time invariance of the Mott
gap ∆Mott indicates that the Mott phase is stable. Furthermore, notice that 1.10
mJ cm−2 pump fluence is not enough for melting the CDW [170], therefore we
conclude that the TR-ARPES measurements were carried out in a perturbative
regime where both CDW and Mott phases are preserved.
The dynamics of the valence band edge is reported in Panel (c) of Fig. 4.11, from
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Figure 4.11. Temporal evolution of the valence band in the CDW-Mott phase
from Ref. [6]. (a) TR-ARPES spectra at the Γ point (77 K) acquired by using 1.10
mJ cm−2 pump fluence. (b) Normalized valence band intensity, extracted from the
maximum near E − EF≈ −0.35 eV. (c) Shift of the valence band extracted from
a constant intensity contour in panel (a), identified by the yellow dashed line.

which we can deduce that weakly damped strong coherent oscillations are triggered
by the pump pulse. Fig. 4.12 compares the TR-ARPES and TRR measurements
(Panels (a) and (b)). TR-ARPES data in Panel (a) give evidence for clear oscil-
lations at a single frequency lasting up to 6 ps with a maximum initial amplitude
of about ± 20 meV around the equilibrium position. The data were fitted with a
damped periodic function given by E(t) = Aexp(−t/τd)sin(2πνt+φ), obtaining a
frequency ν ≈ (2.19 ± 0.01) THz and a damping time τd of about (6.3 ± 1.0) ps.
These oscillations have also been observed in the Mott phase of 1T-TaS2 [169,171]
and from theoretical calculations it is known that it is the CDW amplitude mode,
related to the in-plane breathing mode of the SoD [172]. This mode consists of a
coherent movement of the Ta atoms belonging to the same star of David where the
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Figure 4.12. Coherent phonon oscillations in the CDW-Mott phase from Ref. [6].
(a) Oscillatory component of the valence band shift measured by TR-ARPES (1.16
mJ cm−2). (b) Differential reflectivity signal measured by TRR (0.11 mJ cm−2),
where ∆R/R is the absolute value of the differential reflectivity. The reported
data are for 1.84 eV probe photon energy. (c) Normalized fast Fourier transform
(FFT) amplitude of the TR-ARPES and TRR oscillatory components, together
with the Raman spectrum for comparison.

central Ta atom remains fixed during the oscillation. The fast Fourier transform of
the TR-ARPES signal reported in Fig. 4.12(c) (top panel) reveals a sharp peak at
2.2 THz. Therefore, we conclude that the binding energy of the valence band edge
in 1T-TaSe2 is modulated by the CDW amplitude mode. This result agrees with
the scenario in which the CDW amplitude, which is associated with the magnitude
of the in-plane periodic lattice distortion, determines the U/W ratio by affect-
ing the electron hopping between adjacent stars-of-David [154, 156, 158, 173, 174].
Thus, the coherent oscillations of the CDW amplitude mode, triggered by the
pump pulse, induces a modulation of the U/W ratio which reveals the magnitude
of the Mott gap ∆Mott.
Panel (b) of Fig. 4.12 shows the temporal evolution of the differential reflectivity
∆R/R of 1T-TaSe2 acquired at 77 K by performing TRR measurements. The data
refer to 1.84 eV probe photon energy. The dynamics of ∆R/R is characterized by
strong oscillations which are weakly damped. However, differently from the single
frequency modulating the valence band observed by TR-ARPES, the oscillations
of the TRR signal are due to multiple frequencies. This is clearly visible from the
FFT of ∆R/R reported in Fig. 4.12(c) that discloses three phonon modes at ∼1.8,
2.2 and 2.9 THz, in agreement with the Raman spectrum shown in Fig. 4.12(c)
and previously displayed in other works [175,176]. The ∼ 1.8 THz mode is absent
in our Raman spectrum because the cut-off of the spectrometer laser filter falls
at higher frequencies. Another feature to note is that the 2.2 THz phonon mode
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in the FFT of the TR-ARPES data is broader as a consequence of the shorter
sampling interval of the oscillations.
Since in our TR-ARPES and TRR measurements comparable pump photon en-
ergies and pulse durations are used, we expect that more than one Raman-active
Γ-point phonon modes are triggered in both cases. Nevertheless, in light of its
energy-momentum selectivity, TR-ARPES provides information about the local
electronic band structure of the valence band at the Γ point. Therefore, the CDW
amplitude mode is clearly visible by both techniques. However, time resolved re-
flectivity shows two additional modes, which are absent in TR-ARPES because
they are not able to influence the valence band binding energy as the CDW am-
plitude mode is able to do. We conclude that the Mott phase is especially linked
to that particular mode.

4.2.3 Temperature dependence of coherent phonons in the
CDW phase

Let us now consider the results of our temperature-dependent TRR and Raman
measurements. The aim of these experiments was to study the behavior of the
phonon modes across the CDW transition at TCDW . Panels (a) and (b) of Fig.
4.13 provide a comparison between the FFT of the differential reflectivity signal
and the Raman spectra measured over the 295-478 K temperature range. In Panel
(a) of Fig. 4.13, the FFT of the transient reflecitivity ∆R/R signal shows multiple
frequencies at 295 K, analogous to the TRR data at 77 K. More in detail, two
phonon peaks at ∼2.0 and 2.7 THz are present corresponding to the two highest
intensity phonon modes with frequencies of ∼ 2.2 and 2.9 THz measured at 77 K
(Fig. 4.12 (c)): they appear here at slightly lower frequencies due to the higher
temperature of the sample. This phenomenon which consists in a reduction of
the phonon frequencies by increasing the temperature of the material is known as
phonon mode softening [6, 176]. In Fig. 4.13(a), a different behavior as a function
of the temperature of the two phonon modes can be observed using 0.11 mJ cm−2

fluence. The amplitude of the ∼ 2.0 THz phonon mode decreases rapidly, disap-
pearing for T ≥450 K. Differently, the ∼ 2.7 THz phonon mode is detectable up
to the temperature of the ICCDW-CCDW transition, i.e. TCDW = 473 K. Raman
spectra in Fig. 4.13(b) show multiple phonon frequencies at the low temperatures.
By heating the sample, the intensities of all modes gradually decrease until they
completely disappear above TCDW . In order to point out the difference in the tem-
perature dependence of the phonon mode intensities obtained by the two types of
measurements, the trend of the integrated peak area for the 2.0 THz amplitude and
2.7 THz modes in TRR and Raman spectra is shown. Panels (c) and (d) of Fig.
4.13 display the comparison for the TRR-FFT and Raman spectra, respectively.
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Figure 4.13. Temperature dependence of coherent phonons in the CDW phase
from Ref. [6]. (a) FFT of the transient reflectivity ∆R/R signal measured by TRR
using 0.11 mJ cm−2 fluence in the range 295-478 K. The reported data is for 1.89
eV probe photon energy. (b) Raman spectra measured over a similar temperature
range as panel (a) for comparison. Panels (c) and (d) display the temperature
dependence of the integrated peak area for the 2.0 amplitude and 2.7 THz modes
in the TRR-FFT and Raman spectra, respectively.

In Fig. 4.13(d), where the Raman normalized peak areas are shown, for both the
∼ 2.0 and 2.7 THz modes, a steep onset at TCDW followed by a linear tempera-
ture dependence is evident. Therefore, both the ∼ 2.0 and 2.7 THz modes exhibit
the expected first-order nature of the CDW transition. On the contrary, in TRR
reported in Fig. 4.13(c), only the ∼ 2.7 THz mode exhibits a first-order behavior,
remaining robust up to TCDW . The ∼ 2.0 THz amplitude mode in TRR is sup-
pressed and deviates from the expected trend. The latter behavior suggests that
a transient photoinduced melting of the CDW amplitude occurs. This comparison
of the temperature dependence of coherent phonons across the CDW transition
suggests that the amplitude mode is more easily suppressed during perturbation
of the CDW state by the optical excitation with respect to other modes. There-
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fore, we conclude that the ∼2.0 THz CDW amplitude mode is strongly coupled to
electrons and very sensitive to photoexcitation.

4.2.4 Experimental hints of dimerization in 1T-TaSe2

In Paragraph 4.2.2, we have investigated by time- and angle-resolved photoemis-
sion spectroscopy (TR-ARPES) and time-resolved reflectivity (TRR) the electron
and phonon dynamics of 1T-TaSe2 at low temperature (77 K) where the commen-
surate CDW and Mott phases coexist, finding that the Mott phase is preferen-
tially linked to the in-plane CDW amplitude mode. Subsequently, as discussed
in Paragraph 4.2.3, we have performed temperature-dependent TRR and Raman
measurements over the 295-478 K temperature range, concluding that the CDW
amplitude mode is strongly coupled to the electronic degrees of freedom and very
sensitive to the optical excitation.
In this paragraph, we discuss temperature-dependent TR-ARPES measurements
on 1T-TaSe2, which were carried out by varying the sample temperature within
the commensurate CDW phase. We found a change of spectral weights in ARPES
spectra as well as a phonon splitting of the CDW amplitude mode at low temper-
ature that point at a dimerization process in 1T-TaSe2.
Photoemission spectra of 1T-TaSe2 at 300 K and 85 K before pump arrival are
shown in Fig. 4.14(a). By a first inspection, it is evident that, lowering the temper-
ature from 300 K to 85 K, a variation of spectral weights occurs. In Fig. 4.14(b),
the comparison between the energy dispersion curves (EDCs) at these tempera-
tures, obtained by cutting the corresponding ARPES map at k|| = 0, is reported.
The presence of the Mott gap of about 250 meV both at 300 K and 85 K can be
recognized. However, at 300 K there is a single broad peak, whereas at 85 K there
are two peaks separated by 0.2 eV. The dynamics of the band edge after pumping
at both temperatures is shown in Fig. 4.14(c). There are damped oscillations but,
in addition, at 85 K there is also a phonon beating. Therefore, by lowering the
temperature, there are variations in both the band structure and oscillations. In
the following, we show how these results can be explained by assuming the oc-
currence of a dimerization process in 1T-TaSe2, by analogy to 1T-TaS2. Recent
theoretical and experimental studies [177, 178] have demonstrated that a correct
understanding of the phase transitions in 1T-TaS2 is possible only by assuming
the existence of interlayer interaction. Ref. [177] investigates the vertical stacking
of S-Ta-S layers by first-principles calculations based on density functional theory
(DFT), finding that interlayer coupling changes with the stacking sequence and
affects the electronic structure and phase transition of 1T-TaS2. More in detail,
they demonstrated that the only way to explain the experimental results about
the electronic band structure of this material is to assume that there is a dimeriza-
tion, namely, a double-layer stacking in the direction perpendicular to the S-Ta-S
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Figure 4.14. Temperature-dependent TR-ARPES measurements. (a) ARPES
maps of 1T-TaSe2 at 300 K (on the left) and 85 K (on the right) before pump
arrival (- 300 fs). (b) Comparison of energy dispersion curves extracted from the
Γ point (k|| = 0) at 300 K (black line) and 85 K (red line). (c) EDCs extracted from
Γ point at 300 and 85 K are reported again; on the right, the temporal evolutions
of the band edge (E = -0.26 eV) are shown.
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Figure 4.15. (a) DFT simulations of the charge density wave phase. The black
curve refers to the one-layer per unit cell case, while the red curve to the two-layer
per unit cell one. The two configurations of unit cell are indicated by the black
and red arrows with the same criterion. (b) EDCs extracted from Γ point at 300
and 85 K.

layer. In a similar manner, we have identified some hints of dimerization also in
1T-TaSe2 on the basis of our TR-ARPES measurements.

Firstly, preliminary DFT simulations of the CDW phase were performed with
Quantum Expresso (see Paragraph 4.2.5). Since many atoms per unit cell are in-
volved, only the band structure at the Γ point was calculated and in Fig. 4.15(a)
the corresponding estimated density of states (DoS) is shown. The black curve
refers to the one-layer per unit cell case, while the red curve refers to the use of
a doubled unit cell along the z-axis that include two layers. The corresponding
atomic structures are shown on the right. From calculations, it is evident that
doubling the unit cell normal to the layer modifies the interlayer coupling and af-
fects the density of states, which now resembles our ARPES results in Fig. 4.14(b)
reported again in Fig. 4.15(b). The vertical blue line on the two panels marks the
low energy cut-off of our measurements. By comparing the calculated DoS at the
Γ point with the measured EDCs, we can identify a match between the one-layer
configuration and the 300 K case as well as between the two-layer configuration
and the 85 K case. This result can be considered as a first hint of the occurrence
of dimerization in 1T-TaSe2 by lowering the temperature from 300 K to 85 K.
A second hint of dimerization can be identified by considering the photo-induced

dynamics of the band edge at 300 K and 85 K (Fig. 4.14(c)). In order to properly
model our data, all incoherent contributions (such as the slowly varying back-
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Figure 4.16. Temporal evolution of the band edge. (a) Oscillation at 300 K (15
mW pump power): experimental data are indicated by the blue curve, the fitting
curve by the red curve. In the inset, the FFT of the signal shows one phonon peak
at 2.05 THz, confirming the results of the fit. The phase of this phonon mode is
minus cosine. (b) Oscillation at 85 K (12 mW pump power): experimental data
are indicated by the blue curve, the fitting curve by the red curve. Also in this
case, the FFT of the signal agrees with the fit results, showing two phonon peaks
at 2.10 and 2.25 THz with opposite phases.

ground) have been removed, obtaining the blue curves in Fig. 4.16. The resulting
oscillations are fitted with two damped harmonic modes, getting the overlapped
red curves. As shown in Fig. 4.16(a), at 300 K the fit reveals only one mode
with a minus cosine behavior and frequency of 2.05 THz. Differently, at 85 K
in Fig. 4.16(b), there are two phonon modes at slightly different frequencies, in
agreement with the FFT in the inset, with opposite phases. Therefore, from this
analysis of the dynamics of the band edge, one can conclude that by lowering the
temperature a phonon mode splitting occurs. It is possible to demonstrate that
also this splitting can be ascribed to the occurrence of dimerization.

We will employ a simple one-dimensional harmonic lattice model implemented
in Mathematica. Referring to Fig. 4.17(a), the CCDW lattice distortion leads to
the formation of SoD that involves 13 Ta atoms: the central one (blue), 6 nearest
neighbours (green) forming the inner green shell and 6 next nn (red) forming the
outer red shell. In a simplified 1D model, this can be represented by the 5 atoms
shown in Panel (b): the color-code is the same used in the SoD picture and recalls
the corresponding shells. One can imagine the 5 Ta atoms connected by springs
as shown in Fig. 4.17(b). The latter displays the one-layer per unit cell configura-
tion, where the h, l and k spring constants are similar to one another (h ≈ l ≈ k).
Even though this model is a one-dimensional picture, it is able to reproduce an
amplitude mode in one-dimension by analogy to the two-dimensional case. The
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Figure 4.17. One-dimensional harmonic lattice model. (a) A Ta-plane where
the 13 Ta atoms clusters - stars of David - are shown. They can be divided in
the central Ta atom (blue), the 6 Ta nearest neighbors ring (green) and the 6 Ta
forming the tips of the stars (red). (b) One-layer per unit cell configuration: the 5
Ta atoms placed along a high symmetry direction are connected by springs, where
the h, l and k spring constants are similar to one another. (c) Two-layers per unit
cell configuration: the presence of an interlayer coupling is taken into account by
adding the s spring constant.
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Figure 4.18. CDW amplitude mode. It consists of a coherent movement of the Ta
atoms belonging to the same star of David where the central atom is not moving.
Ta and Se atoms are indicated by blue and red circles, respectively. The nn ring
involves the 6 nearest neughbours Ta atoms, while the tip ring is composed of the
6 next nearest neighbours Ta atoms. The light blue arrows emphasize their radial
motion.

in-plane CDW amplitude mode involves a synchronous radial motion of the Ta
atoms belonging to the same star of David where the central Ta atom remains
fixed during the oscillation (Fig. 4.18). This is a fully symmetric A1g-like mode,
typically detected in of Raman spectroscopy. We now include the dimerization,
by adding the s spring constant as indicated in Fig. 4.17(c). Since the intralayer
coupling is stronger than the interlayer one, the s spring constant is smaller than
the others. Furthermore, since the model is one-dimensional, the s spring acts
parallel to h, l and k: in other words, it couples one-dimensional neighbour cells,
simulating the interlayer coupling between SoDs in the three-dimensional system.
In this case, two modes with slightly different frequencies and opposite phases,
which resemble the two phonon modes experimentally observed at 85 K (4.16(b)),
appear. These two modes are the result of the splitting of the CDW amplitude
mode: one phonon mode corresponds to the in-phase oscillations of two neighbor-
ing stars of David, while the other one is related to out-of-phase oscillations of two
neighboring stars of David, as shown in Fig. 4.19. For a ratio s/k = 0.084, one
obtains a frequency ν = 2.14 THz for the in-phase amplitude mode, while ν =
2.27 THz for the out-of-phase amplitude mode, resulting in a frequency splitting
similar to the one experimentally observed.
Therefore, by assuming that the one-layer per unit cell configuration corresponds

to the 300 K case and that the double layer per unit cell configuration corresponds
to the 85 K one, one can deduce that, by lowering the temperature, a dimeriza-
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Figure 4.19. Splitting of the CDW amplitude mode (AM) with slightly different
frequencies and opposite phases as a consequence of dimerization. On the left, a
snapshot of the in-phase oscillations of two neighboring stars of David (in-phase
AM). On the right, a snapshot of the out-of-phase oscillations of two neighboring
stars of David (out-of-phase AM). These modes resemble the two phonon modes
experimentally observed at 85 K (4.16(b)).

tion takes place and, as a consequence, the splitting of the charge density wave
amplitude mode is observed. This result can be considered as a second hint of the
occurrence of a dimerization in 1T-TaSe2.

To summarize, by means of temperature-dependent TR-ARPES measurements
on 1T-TaSe2, we found that, by lowering the sample temperature from 300 K to 85
K, a variation of the spectral weights and a phonon splitting of the CDW amplitude
mode occur. By DFT calculations and by invoking a one-dimensional harmonic
lattice model, we provided evidence that both experimental observations can be
explained in terms of a dimerization. Additionally, one can conclude that, within
the commensurate CDW phase, a further unexpected [179] structural transition
should occur.

4.2.5 DFT calculations with Quantum Espresso

DFT calculations were performed with the Quantum Espresso package [180, 181].
Exchange-correlation was considered using the Perdew-Burke-Ernzerhof functional
revised for solids (PBEsol). Van der Waals interaction was included using the
semiempirical Grimme’s DFT-D2 correction [182]. Since the large number of atoms
per CCDW unit cell (39 for the 1L case, 78 for the 2L case) implies a consider-
able computational power (and time), the calculations presented here have been
performed with minimal convergence thresholds and should be considered as pre-
liminary and indicative results. For both 1L and 2L cases the experimental lattice
parameter and atomic positions from Ref. [183] were used: a = 12.54 �A, c = 6.27
�A (1L)/12.54 �A (2L), space group P-3 (no. 147). The atomic positions within
the fixed cells were then allowed to relax until residual forces were below 1e−3
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Ry/Bohr, with self-consistency convergence threshold of 10e−5 Ry and 2×2×4 k-
point mesh. Notice that the use of space group P-3 implies an AA stacking for
the 2L case. Fig. 4.15(a) reports the calculated k-projected DOS at the Γ point
of the BZ.

4.3 Conclusions

In this Chapter, the results of our investigation of electron and phonon dynamics in
1T-TaSe2 by TR-ARPES and TRR techniques were presented. Our measurements
showed that both the CDW and the lattice degrees of freedom contribute to the
stabilization of the Mott phase in 1T-TaSe2, shedding light on the interplay be-
tween these coexisting phases. Furthermore, temperature-dependent TR-ARPES
measurements on this material provided evidence for a dimerization process in this
material at low temperature. However, further proofs of this additional structural
transition are required. For this purpose, in order to investigate 1T-TaSe2 crys-
tal lattice, X-ray diffraction measurements as a function of temperature should
be performed. Finally, the kz dispersion of the electronic states also needs to be
explored by photon-energy dependent ARPES measurements.
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Conclusions and perspectives

Two-dimensional (2D) materials are at the center of a deep research due to their
unique properties and their potential for disclosing fascinating new phenomena.
Meanwhile, they allow the study of quantum phase transitions as well as new
phases of matter. In this scenario, this thesis has presented a study of two notable
two-dimensional layered materials, i.e. black phospshorus (BP) and the tantalum-
based transition metal dichalcogenide (TMD) 1T-TaSe2, performed using two ul-
trafast spectroscopy techniques, TR-ARPES and TRR.
BP is a layered semiconductor with intriguing physical properties such as high car-
rier mobility, large optical anisotropies and high strain limit. More interestingly,
it exhibits a bandgap that can be widely tuned by changing the number of layers
or by applying an external field. In this work, we investigate BP by TR-ARPES
with 6 eV probe photons both in its pristine condition and in the presence of
“giant” Stark effect, chemically induced by Cs surface doping. As concerning pris-
tine BP, the photo-induced electronic dynamics allows to deduce the occurrence
of a photo-induced bandgap renormalization (BGR) which comes with a concomi-
tant VB flattening, due to Pauli blocking. Under Cs deposition, the observed VB
broadening is found to be caused by photo-carriers ambipolar drift-diffusion. A
surface photovoltage (SPV) counterbalancing the Cs-induced band bending is gen-
erated by pump irradiation. This effect has been used to infer that the crossing of
VB and CB with the largest Cs dose can be interpreted as the overlap of bulk VB
and surface CB, measured thanks to the bulk sensitivity of our ARPES system.
We conclude that band inversion in Cs-doped bulk BP should be stated carefully:
a real band crossing can be seen only in monolayer or few-layer (≤ 4 layers) BP,
where bulk contributions are not present. For this reason, it may be interesting
to investigate monolayer or few-layer BP by TR-ARPES. Futhermore, the future
plan is to build a TR-ARPES setup with tunable pump photon energy in order to
resonantly pump BP. The complex photo-induced band dynamics disclosed in BP
by our time-resolved study might be exploited for future opto-electronic applica-
tions of this material. Moreover, as bandgap tunability by alkali atoms deposition
has also been observed in other 2D specimens as TMDs, our conclusions can be
pertinent to a larger class of layered materials. Two-dimensional materials with
buckled-layer structure are considered to be ideal candidates for innovative opto-
electronics devices due to their anisotropic response to external stimuli and wide
bandgap tunability with the number of layers. An in-plane puckered structure
similar to the one of BP has been recently observed in the noble transition metal
dichalcogenide PdSe2, whose physical properties could pave the way for new stud-
ies and applications.
The second material of our interest is the transition metal dichalcogenide 1T-TaSe2.
We used complementary TR-ARPES and TRR measurements to investigate the in-
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terplay between the metal-insulator transition (MIT) and the charge density wave
(CDW) phase in 1T-TaSe2. As we have seen, a CDW is a periodic modulation of
the electron density associated with a periodic distortion of the crystal lattice. In
1T-TaSe2, an incommensurate to commensurate CDW transition occurs at 473 K.
The commensurate CDW supercell experiences a

√
13×
√

13 reconstruction with
a rotation of ∼ 13° with respect to the original lattice vectors, thus forming the
“so-called” star-of-David configuration. By further lowering the temperature of
the sample, a Mott metal-insulator transition (MIT) occurs and the opening of
a gap of about 250 meV is observed correspondingly: ARPES measurements at
40 K show that all bands close to Fermi level EF downshift in energy because of
the Mott gap ∆Mott extending across the entire BZ. Even though surface-sensitive
ARPES measurements give evidence for an insulating behaviour, bulk resistiv-
ity measurements as a function of the temperature prove a metallic behaviour of
1T-TaSe2, suggesting the occurrence of a MIT only at the surface. TR-ARPES
data show that the binding energy of the VB edge, associated to ∆Mott, is directly
modulated by the CDW amplitude mode, related to the in-plane breathing mode
of the stars-of-David. This result confirms the scenario in which the CDW is a
precursor of the Mott phase because its amplitude controls the electron hopping
between the adjacent stars-of-David. Therefore, the modulation of ∆Mott magni-
tude reflects the coherent oscillations of the CDW amplitude mode. Conversely,
TRR signal gives evidence for multiple frequencies, related to phonons of the su-
perlattice, including the CDW amplitude mode. As both TR-ARPES and TRR
use comparable pump pulses, multiple modes are also triggered in TR-ARPES.
However, the VB does not appear to be modulated by other frequencies. We
conclude that the Mott phase is selectively linked to the CDW amplitude mode.
TRR and Raman spectroscopy measurements in a wide temperature range (295
to 478 K) allowed us to deduce that the CDW amplitude mode can be suppressed
by photo-excitation, although the CDW phase remains stable up TCDW . Finally,
temperature-dependent TR-ARPES measurements are presented. By lowering the
sample temperature from 300 K to 85 K, a variation of the spectral weights and a
phonon splitting of the CDW amplitude mode are observed. By comparing the ex-
perimental data to theoretical results obtained by DFT calculations and employing
a simplified one-dimensional harmonic lattice model, we speculate that at low tem-
perature a dimerization in 1T-TaSe2 takes place. However, a further proof of this
additional structural transition, never seen before, should be obtained for instance
by investigating the 1T-TaSe2 crystal lattice with X-ray diffraction measurements.
Lastly, the exploration of the kz dispersion by photon-energy dependent ARPES
measurements is also required in order to achieve a more complete knowledge of
the electronic band structure of 1T-TaSe2.
Recent studies on transition metal dichalcogenides suggest that Mott physics and
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CDW phase transitions can play a significant role also in superconducting systems,
enriching our interest in this class of materials. The simultaneous occurrence of
both the Mott-state CCDW phase and superconductivity in 1T-TaS2 [184] pro-
vides opportunities to investigate these collective states of matter in relation to
each other. Therefore, the relationship between CDWs and superconductivity and
forms of electronic and lattice order needs to be deeper investigated.
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[92] Jérôme Faure, J Mauchain, E Papalazarou, W Yan, J Pinon, M Marsi, and
Luca Perfetti. Full characterization and optimization of a femtosecond ul-
traviolet laser source for time and angle-resolved photoemission on solid sur-
faces. Review of Scientific Instruments, 83(4):043109, 2012.

[93] S Passlack, S Mathias, O Andreyev, D Mittnacht, M Aeschlimann, and
M Bauer. Space charge effects in photoemission with a low repetition, high
intensity femtosecond laser source. Journal of applied physics, 100(2):024912,
2006.

[94] Christian Tusche, Ying-Jiun Chen, Claus M Schneider, and Jürgen
Kirschner. Imaging properties of hemispherical electrostatic energy analyz-
ers for high resolution momentum microscopy. Ultramicroscopy, 206:112815,
2019.

[95] Jonathan A Sobota, Shuolong Yang, James G Analytis, YL Chen, Ian R
Fisher, Patrick S Kirchmann, and Z-X Shen. Ultrafast optical excitation of

101



a persistent surface-state population in the topological insulator bi 2 se 3.
Physical review letters, 108(11):117403, 2012.

[96] Yan Zhang, Chenlu Wang, Li Yu, Guodong Liu, Aiji Liang, Jianwei Huang,
Simin Nie, Xuan Sun, Yuxiao Zhang, Bing Shen, et al. Electronic evidence
of temperature-induced lifshitz transition and topological nature in zrte 5.
Nature communications, 8(1):1–9, 2017.

[97] Carsten Winterfeldt, Christian Spielmann, and Gustav Gerber. Colloquium:
Optimal control of high-harmonic generation. Reviews of Modern Physics,
80(1):117, 2008.

[98] GL Dakovski, Y Li, T Durakiewicz, and G Rodriguez. Tunable ultrafast
extreme ultraviolet source for time-and angle-resolved photoemission spec-
troscopy. Review of Scientific Instruments, 81(7):073108, 2010.
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