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Abstract

In this work, we address the shortcomings of previous sample transferring meth-
ods by handling the dissimilarity between tasks efficiently. The contribution of
this work is designing an active algorithm, Active Weighted Fitted Q-Iteration
(AWFQI), for transferring the samples from the source tasks to the target task,
under the assumption that a generative model of the target task is available. Our
algorithm actively demands samples that yield high information for solving the task
itself. For this purpose, we estimate the conditional variance among the source
tasks by applying Gaussian process regression to the collected samples. This vari-
ance captures the dissimilarities among tasks, and it is applicable in both discrete
and continuous domains. In particular, we treat it as a score function indicating
what state-action pairs are likely to be more informative for solving the target task
and use it to actively query the generative model. We compare the performance of
our method with other state-of-the-art algorithms on transferring the samples such
as Relevance-based Transfer, Shared-dynamics Transfer, Importance Weighted Fit-
ted Q-Iteration and a non-transfer algorithm (Fitted Q-Iteration). We show that
our method outperforms these algorithms in many situations, specifically when
the budget for transferring is limited.

Keywords: Reinforcement Learning; Transfer Learning; Importance Weighted
Transfer; Active Transfer; Sample Reuse; Transfer of Samples; Batch Learning.
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Sommario

In questo lavoro cerchiamo di risolvere alcune delle maggiori limitazioni di lavori es-
istenti sul trasferimento di campioni nel contesto di apprendimento per rinforzo. Il
maggior contributo consiste nella progettazione e valutazione empirica di un nuovo
algoritmo, Active Weighted Fitted Q-Iteration (AWFQI), per trasferire campioni
da task sorgenti ad un task target gestendo in modo efficiente le dissimilarita’
fra i task. L’algoritmo proposto richiede attivamente campioni (ovvero richiede
l’esecuzione di certe azioni in stati arbitrari) al task target sotto l’assunzione che un
modello generative di quest’ultimo sia disponibile. Tali campioni sono selezionati
in modo da portare molta informazione per la risoluzione del task stesso. A questo
fine proponiamo di stimare la varianza condizionata dei modelli di transizione e di
reward fra i task sorgenti usando processi Gaussiani per effetttuare regressione sui
campioni osservati. Questa varianza cattura le dissimilirita’ fra i task e puo’ essere
calcolata sia in domini discreti che in quelli continui. Nel nostro caso viene trattata
come una funzione indicatrice di quali coppie stato-azione sono piu’ informative
per la risoluzione del task target e, di consequenza, viene usata per richiedere
attivamente campioni al modello generativo. Infine, valutiamo empiricamente ll
nostro algoritmo in un dominio continuo, confrontandolo con approcci allo stato
dell’arte come Relevance-based Transfer, Shared-dynamics Transfer, Importance
Weighted Fitted Q-Iteration e un algoritmo che non effettua alcun trasferimento di
conoscenza (Fitted Q-Iteration). Mostriamo che il nostro algoritmo ottiene spesso
le performance migliori, in particolare in casi in cui il budget di campioni che e’
possibile richiedere dal task target o che e’ disponibile dai sorgenti e’ limitato.



Chapter 1

Introduction

This chapter provides an overview of the work. In Section 1.1, we explain

the context and motivations, which led us to conduct this research. In Sec-

tions 1.2, we specify the objectives and possible improvements over existing

methods and our contribution. Then, Section 1.3 presents the structure of

the work.

1.1 Context and Motivations

Many situations in the real-world involve the interaction between two en-

tities, essentially an entity which we can call the agent that interacts with

another entity i.e. environment which it deals with. In these types of prob-

lems, the real challenge is finding the optimal solution such that the agent

can benefit the environment. These problems usually involve some agents’

actions in specific states at a time and can be modeled as Markov Decision

Processes (MDPs). The main objective in these problems is solving such

MDPs i.e. finding an optimal policy which can be efficiently addressed em-

ploying Reinforcement Learning (RL) algorithms [70].

Many of these real-world problems are defined in the field of Machine Learn-

ing (ML) and Data Mining (DM), in which knowing about the benefits of

past experiences to solve the new problems. In almost all of the ML ap-

proaches, we consider test data, as well as training data. The challenge is



understanding the pattern of the test data through the acquired knowledge

from training samples. In fact, Transfer Learning (TL) is a generalization

that knowledge can be transferred not only within tasks but also across dif-

ferent tasks [75]. Now, if the characterization and features in the training

(previous) and test (new) data are similar, TL is helpful to discover the pat-

terns in a new environment. However, if the characteristics/distribution of

the past experiences and future situations do not quite match, the perfor-

mance of our prediction/solution [62] deteriorates. Consequently, the learner

needs to adopt more efficient ways to transfer knowledge. In the RL termi-

nologies, we call these past experiences/training data as source tasks, and

the future environment/test data as target tasks.

TL has been studied and used in various contexts. The range of its applica-

tion spread from very seemingly irrelevant fields such as psychology [63, 89]

and cognitive architectures [15, 37] to more relevant applications such as in

ML [14, 77] and planning tasks [23, 30]. In addition, TL in RL is a worthy

topic to address, since recently the contribution of RL in solving hard prob-

lems has been considerable compared to ML. Examples of this success can

be TD-Gammon [76], job shop scheduling [90], elevator control [18], heli-

copter control [52], marble maze control [12], Robot Soccer Keepaway [66],

quadruped locomotion [34, 38]. Moreover, many traditional ML approaches

in classification, regression and etc. are sufficiently well-established to be

employed in TL. Finally, TL algorithms have shown promising results in

terms of effectiveness in solving problems and accelerating the solutions.

With these motivations, TL in the domains of RL has been discussed deeply

in [42,45,61,75].

1.2 Contribution

In this work, we studied TL in RL. Previous methods in transferring samples

such as TIMBREL [74] transfers all the samples as a bulk without accounting

for the inherent difference between the source and target MDPs. The meth-

ods that considered these criteria like Relevance-based Transfer (RBT) [43],

do not expect any specific condition for deciding what to transfer and makes

an assumption in terms of similarity between the source and target tasks.

Moreover, since RBT [43] computes the compliance and relevance metric

such that they mutually account for both the reward and transition mod-

2



els, it ignores the samples in case one of the models is very different among

the tasks. Shared-dynamics Transfer (SDT) [40] transfers the samples into

Fitted Q-Iteration (FQI) with the assumption that tasks follow the same

transition dynamics. This assumption potentially hinders its applicability as

a transfer method in most of the real-world tasks. In this work, we aimed to

design an algorithm so that it can efficiently handle the dissimilarity while

considering the trade-off discussed in [25]. We base our work on the method

proposed by Tirinzoni et. al [82] in 2018 (Importance Weighted Fitted Q-

Iteration (IWFQI)), as they address many of the above mentioned shortcom-

ings in previous methods. IWFQI uses standard exploration strategies (like

ε−Greedy) to get samples from the target task while transferring the source

instances to augment the available samples. However, since some samples

are already available from the source tasks, standard exploration might be

overkill as it might collect samples where they are not really needed (e.g.,

where everything is known from the sources). Therefore, it is important

to design exploration strategies that are aware of the knowledge that is al-

ready available from the sources and the one that still needs to be obtained.

Here, under the assumption that we have a generative model, we present

a technique, Active Importance Weighted Fitted Q-Iteration (AWFQI), for

obtaining samples from regions of the state-action space where little is known

about the target task without further assumption about the characteristics

of the source and target tasks.

1.3 Structure of the Work

The rest of the work is organized as follow. Chapter 2 explains some of

the theoretical frameworks and concepts applied in this work. In Chapter

3, we discuss the background and related works in transfer learning. In

Chapter 4, we explain our proposed solution for designing an active transfer

learning algorithm. The empirical evaluation of the proposed methodology

are presented in Chapter 5. Finally, Chapter 6 presents the conclusion and

future works.

3



Chapter 2

Theoretical Background

This chapter provides the reader with the basic theoretical frameworks and

concepts used in this work. First, we discuss fundamental elements of RL,

then we provide discussions regarding Markov Decision Process (MDP) and

how to learn policies in that setting. Then we compare some of the important

concepts in RL and describe some methods in learning policy. After that, we

explain the regression methods used for prediction.

2.1 Reinforcement Learning

Reinforcement learning (RL) is a discipline in ML in which the agent learns

by interacting with an environment, and this is the nature of learning. As an

example of RL consider when a newborn waves its arms, it has no teacher,

but it does have a direct connection to its environment. Therefore, a child,

according to the consequences of actions and what to do for the sake of

achieving goals, learns about its environment [71]. In RL, the agent selects

some actions at a time; accordingly, that action leads to changes in the state

the agent is in and obtain some reward returned by the environment. The

agent’s goal is to maximize rewards over a defined time horizon [51]. In

the example mentioned above, although the baby does not have any explicit

teacher to tell the rules, it can evaluate possible actions according to the

rewards it receives from the environment. The agent is learning to choose

actions that maximize rewards and minimize punishments or losses. RL is



much more focused on goal-directed learning from interaction in comparison

with other ML approaches.

So, we need to maximize the numerical reward signal according to the way

we map situations to actions, which is part of the goal of RL as it is depicted

in Figure 2.1.

Figure 2.1: The Reinforcement Learning framework [71].

As it can be inferred from the figure, RL problems are closed-loop. In general,

the following are the most important characteristics of RL problems [72].

1. The problem is a closed-loop, i.e. at each time step, the agent action

is dependent on the feedback that it receives from the process in the

form of a value called reward or the discounted reward [20].

2. There is no direct instructions. The agent is not told explicitly which

actions they should take, as opposed to some other areas of ML, but

instead must discover which actions yield the most reward by taking

those actions.

3. Actions may affect not only the immediate reward but also the next

situations and through that, all subsequent rewards. So the reward an

agent receives at one timestamp is partly due to not only the previous

action but also the consequences of all the previous actions it has taken.

Agent – Environment Interface: In RL, the learner and decision-maker

are called the agent, and everything outside is considered as the environment

in which the agent interacts with. According to the agent selection of the ac-

tions, the environment responds to those actions and presents new situations

to the agent. The environment also generates rewards.

5



More in detail, the agent and environment interact at a sequential discrete

time step, starting from 0. At each time t, the agent receives some signal

which shows the state in which it is in which we call the environment’s state or

St ∈ S, where S is the whole states space, and accordingly selects a possible

action, At ∈ A(St), where A(St) is the set of actions available in state St.

One time step later, the agent receives a numerical reward, Rt+1 ∈ R ⊂ R,

because of its action,then the state position changes to the new state of St+1.

We use Rt+1 instead of Rt to denote the reward due to At because it implies

that the next reward and state, Rt+1 and St+1, are determined together. At

each time step, the agent considers a mapping from states to probabilities of

choosing one action in the action space. This mapping is actually the agent’s

policy [71] and is denoted by πt, where πt(a|s) is the probability that At = a

if St = s.

Trade-off between exploration and exploitation: One of the most

critical challenges in the RL domain is finding a trade-off between exploration

and exploitation. Exploration means the agent selects actions to collect in-

formation about the environment ( e.g., randomly), while in exploitation,

the agent selects actions to maximize rewards according to its knowledge

about the environment greedily. To obtain more rewards, an agent must

prefer actions that it has tried in the past and found effective in producing

reward. However, to discover such actions, it has to try actions that it has

not selected before. The agent has to exploit what it already knows to obtain

reward, but it also has to explore in order to make better action selections in

the future. The dilemma is that neither exploration nor exploitation can be

pursued exclusively without failing at the task. On a stochastic task, each

action must be tried many times to gain a reliable estimate of its expected

reward [71].

2.1.1 Elements of Reinforcement Learning

In the area of RL, we can consider four main elements as follow: Policy,

Reward, Value Function, Model. For the sake of completeness, we explain

them briefly; then, in the later sections, they will be explained in more detail.
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Policy

The policy defines how the learning agents should behave at a given time

step. In other words, a policy is a mapping from perceived states of the

environment to the most appropriate action to be taken that maximizes the

overall reward [83]. The optimal policy is usually denoted as π∗ [48]. In some

cases, the policy may be a simple function or lookup table, whereas it might

involve extensive computation, such as a search process. Simply, the policy

might be greedy. The greedy policy follows a greedy algorithm for solving

the problem of finding the best action at a given step [11]. Greedy policies

heuristically maximize the immediate reward and not the overall reward.

As a result, they fail to find the global optimum, and they are often sub-

optimal. On the other hand, ε− greedy policies [70] take a random action

with a probability of ε. These policies will be explained more in detail in

section 2.4.6. Another trivial policy is a random policy, which picks actions

uniformly from the action state at a given time without considering the

reward value either immediate or discounted [7, 31].

Reward

A reward signal determines the goal in a RL problem. A reward is a single

number that the environment sends to the agent at a time step. In a typi-

cal RL problem, the agent’s objective is maximizing the total reward. The

reward signal thus defines what the good and bad events are for the agent.

The agent has no access to the process that generates the reward function,

however, it can have access and modify the signal that the process produces

directly by its actions and indirectly by changing its environment’s state since

the reward signal depends on these, but the agent cannot alter the function

that generates the signal. Since if the agent could change the reward signal,

that would mean that it can modify the first problem it is facing into another

problem. The reward signal is the primary component needed for updating

the policy, in a sense that the policy tries to select the actions according to

the reward the agent receives if that action is taken. Accordingly, if an action

selected by the policy yields a low reward, the policy learns not to select that

action in that particular situation in the future. Nevertheless, it is essential

for an algorithm to sacrifice some immediate rewards if they lead the agent

to gain higher rewards in the long term [72].
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Value Function

As mentioned before, the reward signal indicates what is good at each state,

in an immediate sense. However, the value function determines what is good

in the long run. In fact, the value of a state is equal to the total amount

of reward an agent can expect to collect in the future if it starts from that

particular state [70, 72]. In other words, the reward signal determines the

immediate, intrinsic desirability of environmental states. In contrast, values

function (value of a state) indicate the long-term desirability of that partic-

ular state after considering the states that are likely to follow if a specific

action is taken, and the rewards available in those states. For instance, we

could have a state that gives a low immediate reward for taking different

actions, but it still has a high value because it is regularly led to some other

states that yield high rewards. A state can be exactly the opposite too.

Rewards are making the values, and without them, values cannot be defined,

and the goal of estimating values is to achieve a higher overall reward. In

this sense, we are more concerned with knowing the value rather than the

reward when making and evaluating decisions. Correspondingly, we search

among the actions for the one that brings the states of the highest value, not

the highest reward, because, in the long run, we could make more reward by

taking these actions. In fact, the most crucial component of reinforcement

learning algorithms is to estimate values efficiently. It is typically harder to

determine values rather than rewards [65].

Model

Another element of some of the RL problems is a model of the environment

that simulates the behavior of the environment. Intuitively, the model makes

inferences about how the environment will behave. For instance, the model

can predict the next state and reward, given that the agent is in a particular

state and takes an action. Models are used for planning, i.e. for deciding on

a course of action by considering possible future situations in advance. In

general, having a model is optional, but models can easily be used if they are

available, or they can be learned [57].
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2.2 Markov Decision Processes

MDPs are useful in many of the planning applications in the presence of

uncertainty [59]. In this section, we explain about MDPs, their definition,

and some of the background information that is relevant or related to a better

understanding of the topic.

2.2.1 Definition

MDPs bring a mathematical framework for modeling sequential decision-

making problems when results are randomly [2] and in controlling a goal-

directed agent [83]. Here we consider MDPs are discrete-time stochastic

control processes in which the agent decides which action to take in each

state then observes a reward for taking that action in that particular state.

Maximizing the long-term total reward is an agent’s goal according to the

sequence of actions [8].

Definition 1. A discounted MDP is a tuple M = 〈S,A, p, q, p0, γ〉, where:

• S is the set of states that the agent can have in the environment;

• A is the set of actions that the agent can apply in the environment;

• p : S ×A → P(S) are the transition probabilities;

• q : S ×A → P(R) is the reward distribution;

• p0 ∈ P(S) is the initial state distribution, where p0(s) is the probability

that is the state where the process starts;

• γ ∈ [0, 1] is a discount factor.

If the set of states S and the set of actions A are finite, an MDP can be

finite or discrete. Otherwise, it is called infinite or continuous. As we know,

stationary is one of the important properties of MDPs, which means the

reward function q, and the transition function p does not change over time.

2.2.2 Partially Observable Markov Decision Process

Partially Observable Markov Decision Process (POMDP) is a generalization

of the MDP by considering that the hidden states and exploring the obser-

vations and observation of state probability [53]. Intuitively consider the
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following example. We usually go to our favorite restaurant and try anew

dish that we had not tried before intending to find a better dish. If our choice

for every restaurant never changes, the bandit is a very proper formulation

RL. If our preference changes to Chinese food after having Japanese food,

then modeling and exploring the state transition is more suitable MDP. Fi-

nally, if the restaurant’s choice is decided by many hidden factors, e.g. hidden

interest, mood, etc. it is preferable to consider POMDP [56].

Definition 2. A POMDP is a tuple 〈S,A,Ω, p, O, q, b0, γ〉 ,where:

• S is a finite set of states;

• A is a finite set of actions;

• Ω is a finite set of observation, partial information about the state the

agent provides by each observation;

• p : S ×A → P(S) are the transition probabilities;

• O are the conditional observation probabilities, where O(ot+1|st+1, at) is

the probability of observing ot+1 after taking action at and transitioning

to next state st+1;

• q : S ×A → P(R) is the reward distribution;

• b0 is the initial state probability distribution(initial belief state);

• γ ∈ [0, 1] is the discounted factor and it is used to discount future

rewards in infinite-horizon processes.

At time t = 1, where the first state s1 is drawn from b0 process is started. As

far as, the agent cannot observe such a state directly, it receives an observa-

tion o1. Then, the agent selects an action a1, transitions to the unobserved

state s2 according to p(s2|s1, a1), receives an observation o2 according to

O(o2|s2, a1), and at the end collects a reward q(s1, a1). After that, the pro-

cess is repeated (forever in case of infinite-horizon). The agent’s goal is to

select the sequence of actions maximizing the total (discounted) reward over

time.

2.2.3 Value Functions

In this section, we briefly discuss state-value and action-value Functions.
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State-Value Functions

As far as an agent needs to know some information about the utility of being

in a state or select an action in a specific state, this function provides this

information. A function of states that estimates how good it is for the agent

to be in a given state, which means we need to evaluate future rewards that

can be expected in terms of expected return. Of course, the rewards the

agent can expect to receive in the future depend on what actions it will take.

Accordingly, value functions are defined w.r.t. particular policies. Recall

that a policy, π , is a mapping from each state, s ∈ S and action a ∈ A(s),

to the probability π(a|s) of taking action a when in state s. Generally, the

value of a state s under a policy π, denoted V π(s), is the expected return

when starting in s and following π after that. Given a policy π, it is possible

to define the utility of each state. For MDP we can define V π(s) formally as:

V π(s) = Eπ

[
T−t∑
k=0

γkR(st+k, at+k)|st = s

]
(2.1)

Action-Value Functions

For control purposes, it is easier to compute the action-value function, Qπ(s, a)

as it is more intuitive to know the value of a specific action in a given state,

and then derive the optimal policy [71]. It is defined as the expected return

starting from s, taking the action a, and after that following policy π. We

call Qπ the action-value function for policy π.

Qπ(s, a) = Eπ

[
T−t∑
k=0

γkR(st+k, at+k)|st = s, at = a

]
(2.2)

2.2.4 Bellman Equations and Operators

If we decompose the definition of the value function, V π(s) and consider

the value function as the sum of an immediate reward in state s with the

expected discounted reward in the following state. This kind of recursive

definition will show itself useful in solving MDPs.
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Bellman Expectation Equation

The Bellman Expectation Equation [9] for state-value function is decomposed

into immediate reward plus discounted value of next state:

V π(s) = Eπ[rt+1 + γV π(st+1)|st = s]

=
∑
a∈A

π(a|s)

(
R(s, a) + γ

∑
s′∈S

P (s′|s, a)V π(s′)

)
(2.3)

The action-value function can be decomposed in the same way as presented

in equation 2.4:

Qπ(s, a) = Eπ[rt+1 + γQπ(st+1, at+1)|st = s, at = a]

= R(s, a) + γ
∑
s′∈S

P (s′|s, a)V π(s′)

= R(s, a) + γ
∑
s′∈S

P (s′|s, a)
∑
a∈A

π(a′|s′)Qπ(s′, a′)

(2.4)

We can write the Bellman Expectation Equation in a concise matrix form of

the equation 2.5, by using the Markov Reward Process (MRP) induced by

policy π.

V π = Rπ + γP πV π (2.5)

Where V π is ”vector” notation which holds for finite MDPs, while for con-

tinuous MDPs this is ”operator” notation.

Besides, the solution presents in the equation 2.9 which has a high compu-

tational complexity for inverting the matrix (I − γP π) :

V π = (I − γP π)−1Rπ (2.6)

So, a way to solve the MDP while avoiding the complexity inversion is to use

the Bellman Operator [9] defined as T π : R(|S|) → R(|S|) :
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(T πV π)(s) =
∑
a∈A

π(a|s)

(
R(s, a) + γ

∑
s′∈S

P (s′|s, a)V π(s′)

)
, ∀s ∈ S (2.7)

It can be proved that the state value function vπ is the unique fixed point of

the Bellman Operator, T π , i.e., it satisfies T π[V π] = V π [59].

For Q function also we can define the Bellman Expectation Operator as well,

T π : RS×A → RS×A, defied as:

(T πQπ)(s, a) = R(s, a) + γ
∑
s′∈S

P (s′|s, a)
∑
a∈A

π(a′|s′)Qπ(s′, a′) ∀s ∈ S (2.8)

Similar to the value function, Qπ is the unique fixed point of T π , i.e.

T π[Qπ] = Qπ. It worth mentioning that both operators are linear. As far as

they satisfy the contraction property in L∞ norm, i.e. ‖ T πf1 − T πf2 ‖∞≤
γ ‖ f1−f2 ‖∞, so the repeated application of T π makes any function converge

to the value function which is very important property in RL. A partial order

over policies are defined. Namely, for any two policies π, π′:

π ≥ π′ if V π(s) ≥ V π′(s), ∀s ∈ S (2.9)

2.2.5 Optimality Conditions

If we call Π the set of all possible Markovian policies then the optimal value

function, V ∗ is:

Definition 3. The optimal value function in any state s ∈ S in a given MDP

M is:

V ∗(s) = max
π∈Π

V π(s), ∀s ∈ S (2.10)

Solving an MDP means finding the optimal value function and the optimal

value function specifies the best possible performance an agent can gain in

any state of the MDP. In addition, we can describe the optimal action-value
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function, Q∗(s, a) as:

Definition 4. The optimal action-value function in any state-action pair

(s, a) ∈ S × A in a given MDP M is:

Q∗(s, a) = max
π∈Π

Qπ(s, a), ∀(s, a) ∈ S × A (2.11)

Bellman Optimality Equation

Likewise, the value function of a given policy, we can define the optimal value

function of an MDP in a recursive way, [73]as:

V ∗(s) = max
a∈A

Q∗(s, a) = max
a∈A

(
R(s, a) + γ

∑
s′∈S

P (s′|s, a)V ∗(s′)

)
(2.12)

Definition 5. The Bellman optimality operator, T ∗ : R|S| → R|S| is defined

as:

(T ∗V )(s) = max
a∈A

(
R(s, a) + γ

∑
s′∈S

P (s′|s, a)V (s′)

)
, ∀s ∈ S (2.13)

This operator has the same properties as the Bellman Expectation Operator

mentioned before, namely, its a contraction w.r.t. ‖ · ‖∞, and the optimal

value function V ∗ is a unique fixed point of the operator.

2.2.6 Policies in Markov Decision Processes

A policy determines the behavior of an agent in a given state. A distribution

over actions given the state is a policy π. In other words, a policy at any

given point in time chooses which action the agent selects because MDPs

have the Markovian property, the current state st is enough to determine the

next action at. [71]. These kinds of policies are called Markovian Policies.

On another side, the policy is called stationary if the actions mapped are not

dependent on the time step t.
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π(a|s) = P[a|s] (2.14)

Definition 6. A stationary randomized (deterministic) control policy is a

mapping π : S → P(A) (π : S → A). The set of all stationary randomized

(deterministic) policies is denoted as ΠSR (ΠSD). At each time step t, the

agent is in some state St, it takes an action At ∼ π(·|St) according to a

possibly randomized policy π, it transitions to a new state St+1 ∼ p(·|St, At),

and it receives a reward Rt ∼ q(·|St, At). As far as the goal of RL is finding

the policy which maximizes the cumulative reward collected.An MDP paired

with a policy π is called Markov Reward Processes (MRPs) denoted by the

tuple 〈S,Pπ,Rπ, γ, µ〉. For s ∈ S,Pπ(·|s) is a probability measure over S.

P π is a probability density function gained by marginalizing the transition

model of the MDP, P over the actions:

P π(s′|s) =
∑
a∈A

π(a|s)P (s′|s, a), ∀s, s′ ∈ S (2.15)

P π(s′|s) gives the probability of ending up in state s’, starting from state s,

in one time step. Correspondingly, Rπ(·|s, s′) for all s, s′ ∈ S is a probability

measure over with the corresponding density function R obtained from the

reward model of MDP as:

Rπ(r|s, s′) =
∑
a∈A

π(a|s)R(r|s, s′, a), ∀s, s′ ∈ S (2.16)

MRPs are suitable model for uncontrolled processes. We are left with Markov

Chains or Markov Processes by removing the concept of reward from the

MRPs.

Optimal Policies

Theorem 1. For any Markov Decision Process

• There is an optimal policy π∗ which is better or equal to all other policies

π ∈ Π;

• All optimal policies achieve the optimal value function, V π∗(s) = V ∗(s);
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• All optimal policies achieve the optimal action-value function, Qπ∗(s, a) =

Q∗(s, a);

• There is always a deterministic optimal policy for any MDP

Therefore, according to the theorem, by finding the optimal Q function, Q∗,

and taking ”greedy” action in each state, we can discover the optimal policy

of an MDP which means:

π∗(s) = argmax
a∈A

Q∗(s, a) ∀s ∈ S (2.17)

2.3 Planning in Markov Decision Processes

As far as an MDP is defined as the tuple M = 〈S,A,P ,R, µ, γ〉, we can

solve the MDP (find the optimal policy), if we know all the elements of the

tuple [33]. In Artificial Intelligence, planning is solving a decision making

problem without ever making a decision. Some of the most used planning

algorithms are dynamic programming, policy iteration, and value iteration.

2.3.1 Dynamic Programming

By finding an optimal policy, we can solve an MDP. For finding this policy,

the usual approach is to find the optimal value function (or action-value func-

tion) and drive from it the optimal policy. When the state transition model

(P) of the MDP is known, Dynamic Programming (DP) is the most common

approach used to solve MDPs. In general, DP [9,10] is a common technique

to solve problems which can be divided into sub-problems or problems that

satisfy the following two properties:

• Problems must have an optimal substructure i.e., the solution can be

decomposed into sub-problems;

• Problems must have overlapping sub-problems i.e., sub-problems recur

repeatedly, and solutions can be cached and reused.

As far as sub-problems are solved, the main problem is also solved, and this

recursive problem solving is a definition of the Bellman operator. In fact

MDPs have both these properties:

• Bellman equation gives recursive decomposition;
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• Value function stores and reuse solutions.

DP algorithms require full knowledge of the MDP, and that is the main

disadvantage of this approach. As far as the number of states and/or actions

may be infinite or the dynamics of the process may be unknown, it is difficult

in MDPs to model real problems, and sometimes it is impossible.

2.3.2 Policy Iteration

By alternating the policy evaluation and policy improvement phases, policy

iteration solves MDPs [29]. The algorithm starts from a random policy, π0

than the policy iteration phase tried to extract the value function of the cur-

rent policy. Also, the closed-form solution could be used to get a specific

solution, but as we know, this comes with a high computational cost. As a

matter of choice, we can apply recursively to the Bellman Expectation Oper-

ator. By applying this operator recursively, we get an approximation of the

value function of the policy, but for most applications, we look for an approx-

imation of the value function. In addition, in modified policy iteration [60],

the algorithm does not wait until convergence, defending that a sufficiently

good approximation is enough.
 

Policy Iteration 

Figure 2.2: Policy iteration algorithm: it is a sequence of policy evaluation and a
greedy policy improvement steps until the optimum is reached [73].
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After the policy evaluation phase, policy improvement generates the greedy

policy from the value function, by selecting, in each state, the action that

maximizes it.

πt+1(s) = argmax
a∈A

Qπt(s, a), ∀s ∈ S (2.18)

Theorem 2. Let π, π′ be two deterministic policies such that

Qπ(s, π′(s)) ≥ V π(s), ∀s ∈ S (2.19)

then the policy π′ is not worse than π:

V π′(s) ≥ V π(s), ∀s ∈ S (2.20)

Of course, by evaluating the policy employing the value function, to generate

the greedy policy, we need the state transition model, P . If the model is not

available, Q-iteration is used. Here, instead of evaluating the value function

of the policy, we evaluate the action-value function in a similar way.

Policy iteration at each iteration has a policy evaluation step that is ensured

to converge only at the limit, so this is the main drawback of the policy

iteration, which causes the reason why the value iteration algorithm has

been introduced.

2.3.3 Value Iteration

Value iteration is based on the iterative application of the Bellman Optimal-

ity Operation discussed before, which finds the optimal value function (and

from it the optimal policy) for finite MDPs without the intermediate use of

policies. It should be noted that there also exist Approximate Value Iteration

algorithms for continuous MDPs, such as FQI, which is discussed in 2.5.4.

Value iteration starts from an initial value function, V 0, and then applies

the Bellman operator iteratively until a stopping condition. Obviously, the

stopping condition might be a maximal number of iterations or based on

some minimal metric of the distance between two subsequent estimations of

the value function. Finally, the optimal policy is found in the same way as
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in policy iteration, by taking the greedy policy induced by the optimal value

function. Also, the state transition model is required; otherwise, we need

to estimate the optimal action-value function instead. The convergence to

the optimal value function is guaranteed. Principally, given two consecutive

approximations of the optimal value function, we can bound the error w.r.t

the true optimal value function:

‖ V t+1 − V s ‖∞< ε ⇒ ‖ V t+1 − V ∗ ‖∞<
2εγ

1− γ
(2.21)

Value iteration focuses on the value function only, while policy iteration

represents explicitly the policy. Therefore, intermediate value functions may

not correspond to any policy. Both have polynomial time complexity for

MDPs with fixed discount factor [49]. If we consider a single iteration, we

will see policy iteration is more computationally demanding w.r.t. value

iteration, since it requires evaluating the policy and performing the greedy

improvement, but it tends to converge in a smaller number of iterations.

However, Linear Programming (LP) becomes impractical at a much smaller

number of states than DP methods do, besides DP; also, LP can be employed

to recover the optimal value function.

2.4 Reinforcement Learning Taxonomy

When we are trying to solve a MDP, according to the problem setting, several

algorithms can be applied. The goal of this section is to introduce some RL

terminologies.

2.4.1 Reinforcement Learning Bandit vs. MDP

In RL, when the environment is unknown, one can describe it by observations,

states, actions, reward, state transition probability, and conditional observa-

tion probabilities. Bandit, MDP, and POMDP model the environment by

considering different elements differently. Bandit only explores which ac-

tions are optimal regardless of the state. In the classical Multi-Armed Ban-

dit (MAB) [13, 36] policies, we assume the rewards are i.i.d. for each action

in all the time [91]. Multi-Armed Bandits (MABs) are MDPs with only one

state, so the actions do not change the state of the environment while in RL
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in general, the actions can change the state in the environment. In addition,

one-state RL (MAB) explores only the stochastic rewards, however MDP

explores state transition probability too [44].

2.4.2 Model-based vs. Model-free

The goal of RL is to maximize rewards for our actions, and these rewards

are dependent on the policy and system dynamics (model). If the agent has

certain knowledge about the environment’s model, and the model is known,

it means the algorithm is model-based. On the other hand, if the learning

process occurs without any accurate information of the transition model, it

means we have a model-free algorithm.

2.4.3 Infinite Horizon vs. Episodic

If we have a unique infinite trajectory according to the experience which is

presented to the algorithm, it means we have a task with an infinite horizon.

On the other hand, the task is episodic if we have trajectories of finite length,

which means every trajectory is a different episode.

2.4.4 Episodic vs. Non-Episodic

Algorithms that need a full episode to perform an update are episodic. How-

ever, non-episodic algorithms can learn even from incomplete episodes, which

are the only ones applicable to MDPs where episodes can be infinite.

2.4.5 On-line vs. Off-line

On-line algorithms update their information (value functions and/or policy)

for finding the problem’s solution during the generation of data while off-line

algorithms require a full dataset to perform the learning.

2.4.6 Greedy vs. ε−Greedy

These algorithms are the simplest possible algorithms for the trading of ex-

ploration and exploitation, but they suffer from the difficulty, which is they

have sub-optimal regret. Absolutely the regret of both Greedy and Epsilon

Greedy increases linearly by the time.
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It is understandable, as the Greedy will lock on one action that happened to

have good results at one point in time, but it is not, in reality, the optimal

action. So Greedy will keep exploiting this action while ignoring the others,

which might be better. As a result, it exploits too much. The ε− Greedy,

on the other hand, explores too much because even when one action seems

to be the optimal one, the methods keep allocating a fixed percentage of the

time for exploration, thus missing opportunities and increasing total regret.

In contrast, the decaying ε−Greedy methods try to decrease the percentage

dedicated to exploration as time goes by.

2.4.7 On-policy vs. Off-policy

As far as we have two policies, one is used to interact with the environment,

which is called behavioral, and the second one that is learned from the algo-

rithm is target. If the two policies are the same, we speak about On-policy

learning algorithms. If the two policies are different, we are referring to

Off-policy learning algorithms.

Q-Learning

Q-learning is an off-policy RL algorithm that aims to find the best action to

take given the current state. It is considered off-policy because Q-learning

function learns from actions outside the current policy. In general, it seeks

to learn a policy that maximizes the total reward. In this regard, Q-value

can be updated using the following rule:

Q(S,A)← Q(S,A) + α[R + γmax
a
Q(S ′, a)−Q(S,A)] (2.22)

In Q-Learning, the agent learns optimal policy by using absolute greedy

policy and behaves using other policies such as ε-greedy policy. As far as

the updated policy is different from the behavior policy, so Q-Learning is

off-policy.

SARSA

One of the algorithms which can be used for learning a MDP policy is State-

action-reward-state-action (SARSA). In this algorithm, updating the Q-

value depends on the current state of the agent S1, the action the agent
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selects A1, the reward R which agent gets for choosing this action, the next

state S2 that the agent arrives after taking that action, and the next ac-

tion A2 the agent selects in its new state. The acronym for the quintuple

(st, at, rt, st+1, at+1) is SARSA [71].

Q(S,A)← Q(S,A) + α[R + γQ(S ′, A′)−Q(S,A)] (2.23)

Updating policy is how the agent learns the optimal policy, behavior policy

is how the agent behaves. In SARSA, the agent learns optimal policy and

behaves using the same policy, such as ε-greedy policy. So as opposed to

Q-learning, SARSA is on-policy because the updated policy is the same as

the behavior policy.

2.5 Learning Policy

As discussed in section 2.2.6, a policy, π : S → A explains how a learner

interacts with the environment, which maps recognized environmental states

to actions. An optimal policy, π∗, is a policy that maximizes the total reward

it receives in the long run. There are many possible approaches to learn such

policy [74]. Here we discuss some of them.

2.5.1 Temporal Difference Methods

Temporal Difference (TD) methods, such as Q-learning [73, 85] and SARSA

[74], learn by backing up experienced rewards through time. An estimated

action-value function, Q : S×A → R is learned, where Q(s, a) is the expected

return found when executing action a from state s, and greedily following

the current policy after that. According to the Q, which selects the action

with the highest value for the current state, the current best policy will be

generated. Exploration means that when the agent chooses an action to learn

more about the environment, it must be balanced with exploitation, which

means when the agent picks what it believes to be the best action. ε -greedy

action select in, i.e., the agent selects a random action with chance ε, and

the current action is selected with probability 1−ε, is a simple approach that

balances the two [75].
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2.5.2 Batch Learning Methods

Batch learning methods (e.g., Least-Squares Policy Iteration [35] and FQI

[22] are offline so they do not attempt to learn as the agent interacts with

the environment. Batch methods can save several interactions with the en-

vironment and use the data multiple times for learning, so they are designed

to be more sample efficient. Moreover, these kinds of methods allow a dis-

tinct separation of the learning mechanism from the exploration mechanism,

which is useful to understand whether to attempt to gather more data about

the environment or exploit the current best policy.

2.5.3 Other approaches

Some other approaches such dynamic programming (see Section 2.3.1) and

model-based or model-free are also available for learning an optimal a policy,

and model-based or model-free, which discussed in Section 2.4.2.

The Batch Learning Problem

According to Sutton and Barto [73], the goal in the batch learning problem

is finding a policy that maximizes the sum of expected rewards in the agent-

environment loop. In addition, in this setting, the agent is not allowed to

interact with the system during learning. It means that the learner only

receives a set f = {(st, at, rt+1, st+1)|t = 1, ..., p} of p transitions (s, a, r, s
′
)

sampled from the environment instead of observing a state s, then selects an

action a and modify the policy based on the subsequent state s
′

and reward

r [39]. In the generalization case for the batch learning setting, the learner

cannot consider any assumption on the transitions’ sampling procedure. We

only can sample arbitrarily, which can be purely random or uniform from

the sate-action space S×A. In the end, the agent uses only this information

to find a policy for interacting with the environment. The policy cannot be

improved in this application phase, even with new observation. The learner

cannot be anticipated to find an optimal policy because it should not interact

with the environment; also, the given set of transitions mostly is finite [39].

The goal here is to obtain the best possible policy from the given data instead

of learning an optimal policy. According to figure 2.3, the whole procedure

separate into three phases, the exploration phase that collects samples of

the form < s, a, s
′
, r > (sampling phase), and the offline algorithm which is

23



on the base of samples compute action-value function (learning phase) and

application of the learned policy [39,42].

1. Exploration 2. Learning 3. Application
transitions

(s,a,r,s')

policy

Sampling Phase Learning Phase

Figure 2.3: Three main phases of the process of batch learning in RL. The first
phase is collecting transitions with an arbitrary sampling strategy(sampling phase).
The second stage corresponds to the application of (batch) RL algorithms in order to
learn the best possible policy from the set of transitions(learning phase). The third
phase is the application of the learned policy. Note that in this step, the exploration
is not part of the batch learning task. During the application phase, that is not part
of the learning task either, policies stay fixed and are not improved further [39]

2.5.4 Fitted Q-Iteration

Fitted Q-iteration (FQI) algorithm [22] is a model-free, off-policy batch mode

RL algorithm that belongs to the family of approximate Value Iteration. Its

main goal is to learn a good approximation of the optimal action-value func-

tion Q∗(s, a), by iteratively extending the optimization horizon [21]. FQI

can be applied in supervised learning techniques. It considers a full dataset

f containing the information that gets from experience because the algo-

rithm is offline. Each sample in the dataset describes an interaction with the

environment, and includes four tuples:

• sit belongs to current state;

• ait denotes to action performed;

• rit+1 is the immediate reward;

• sit+1 expresses the next state.

f = {(sit, ait, rit+1, s
i
t+1)|i = 1, 2, ..., |f |}. (2.24)

The data represents all the experience the an agent has collected i.e. ex-

ploited to infer an estimate of the optimal action-value function Q∗(s, a). In

FQI, the agent cannot directly interact with the environment, which gener-

ates the samples and updates a policy or a value function.
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In continuous or very large discrete state and/or action spaces, the dataset

does not contain all possibilities. To deal with this issue FQI performs a

Supervised Learning regression with the action-value function as the output

that must be learned. If the regressor can predict the value of any state-

action pair, it can also estimate the action-value function. At each iteration

of the algorithm, the horizon in which the optimization of the action-value

function is performed increases one step. Q∗1(s, a) is estimated at the first

iteration, so the action-value function becomes optimal only concerning the

next step, which means the immediate reward. By applying the regressor

to the training set, an approximation of this function can be obtained. The

current state and action pair (st, at) is considered as an input and immediate

reward (rit+1) is a target. Generally, for N th iteration, the estimated function

will be Q∗N(s, a), which is the optimal action-value function according to N

steps. Then the training set will be once again the couple (st, at) of current

state and action; on the other side, the target will be iteratively computed

as the immediate reward and the discounted best value over N − 1 steps.

As expected, the first step is separately determined by the action, while the

following N−1 steps have the optimal value given by Q∗N−1(st+1, at+1) which

is the function that was approximated in the previous iteration.

2.6 Regression

In ML, regression is a supervised learning approach in which we estimate the

model that encompasses the relationship between input variables and the

output. This allows us to predict or estimate the conditional expectation of

the output variable, given a set of input variables’ values. In the simplest

way, it is linear, where we are dealing with a single variable, and we drew this

relationship to fit best such that the Mean Square Error (MSE) between the

predicted value and the real value of the output would be minimized. Non-

linear forms of regression include polynomial regression or any other type of

function that provides non-linearity [24]. In this work, we used regression

methods in order for prediction purposes, and in the following, we explain

briefly about the methods we used.
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2.6.1 Gaussian Processes Regression

GPs [88] is a nonlinear Bayesian approach to perform regression. It is a

non-parametric method in the sense that it is of a particular functional form;

accordingly, it calculates the probability distribution over a set of functions

that fits the data rather than calculating the probability distribution of a

specific function’s parameters [16,87]. In the Bayesian setting, a GPs can be

considered as a prior probability for making inference [46, 88]. An example

of prediction using GPs is presented in Figure 2.4.

Let the covariance matrix of multivariate Gaussian parameters be the Gram

matrix of points in the dataset with any kernel, and we can sample from

the Gaussian distribution. Then, another covariance matrix is constructed,

which explains the correlations between all input and output variables consid-

ering the dataset points in the desired domain [3]. The inference of continuous

values using a GPs prior is known as Gaussian process regression [64].

Figure 2.4: An example of prediction using GPs. The gray region accounts for the
uncertainty of the model to predict the output considering input values.

2.6.2 Extra Tree Regression

It is a tree-based ensemble method for regression problems. The main idea

that randomized decision trees perform as well as the classical trees has

introduced by Mingers et. al in 1989 [50].

The Extra-Trees algorithm constructs a group of unpruned decision or re-
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gression trees according to the typical top-down approach. Its only difference

with other tree-based ensemble methods is that in the Extra Tree algorithm,

the nodes are split in some cut-points, which are selected entirely randomly.

In addition, it uses the whole learning sample instead of a bootstrap replica

to grow the trees. Extra tree regression, in the extreme case, constructs to-

tally randomized trees whose structures are independent of the output values

of the learning sample. One advantage of this randomization is that it can

be tuned to a particular problem we are dealing with by selecting the appro-

priate hyperparameter, hence it is very accurate. Besides it is computational

efficient [26].
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Chapter 3

Transfer Learning in

Reinforcement Learning

In this chapter, we provide the reader with the background and related works

in the transfer learning. In Section 3.1, we provide a brief overview of the

TL in general. Since the scope of this work is the TL in RL domain, the

rest of the chapter is focused on the TL in RL. In Section 3.5 we discuss

the related works done in TL; and since the objective of this work is to

design an active transfer of samples we dedicated Section 3.5.1 to discuss

state-of-the-art algorithms in the sub-field of Transfer of Samples in RL.

3.1 Overview

TL is a broad research area that serves well many ML and DM applications;

many ML and DM algorithms are built upon a primary assumption indicating

that the data used for training the algorithms share the same feature space

and distribution with the future data. However, when dealing with real-

world problems, this assumption may not hold for many of the applications.

For instance, consider a classification task which suffers from the scarcity of

training data in the domain of interest while we have access to a sufficient

amount of data from another domain with different feature space and/or data

distribution. For such a problem, proper TL would improve the performance

of learning while avoiding expensive efforts such as data-labeling [55].



The intuition behind TL, is that not only the generalization can happen

within tasks, but also it may happen across tasks [75]. As depicted in Figure

3.1a, traditional ML algorithms learn each task independently, while TL

algorithms (see Figure 3.1b) aim at transferring the knowledge obtained from

some source tasks (the tasks learned before) to a target task in case of access

to fewer but high-quality training data for the target task.

Figure 3.1: Different learning processes between (a) traditional machine learning and
(b) transfer learning [55].

For more explanations of the TL in various fields, we refer the reader to [55,86]

surveys, and the rest of the work focuses on the applications of TL in RL.

3.2 Motivation

In RL problems [73], agents aim at maximizing their obtained reward (maybe

time-delayed) through taking a sequence of actions. The popularity of the

RL framework comes from its learning methods’ capability, which makes it

powerful to handle extremely complex problems [75]. Nevertheless, when

RL agents begin learning tabula rasa, mastering difficult tasks could become

extremely long that it is infeasible. In short, the advantages of TL algorithms

notably when dealing with budget constraint are as follow:

• Accelerate the learning process.

• Minimize the required data from the target task.
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In the following, we will discuss the taxonomies and state-of-the-art concern-

ing this work, and we refer the reader to the surveys [42, 75] for broader

information regarding TL in RL.

3.3 Evaluation Methods

This section explains some of the concepts related to the evaluation of TL

algorithms. The first evaluation metric is autonomy. It is said that the agent

in TL algorithms should perform the following steps to be fully autonomous:

1. According to the target task, an appropriate source task is selected.

2. Learn the relation between source task and target task

3. Transfer knowledge from the source task(s) to the target task.

TL research considers each of them independently, and until now, no TL

methods are capable of accomplishing all three goals. The majority of al-

gorithms, however, consider the first two steps performed by a human, and

ignore the time spent learning the source tasks.

In addition, there are many metrics to measure transfer’s effectiveness [75]:

1. Jumpstart : Transfer from the source tasks can cause an improvement

of the initial performance in the target task

2. Asymptotic Performance: The final learned performance of an agent

in the target task may be improved via transfer.

3. Total Reward : The total reward accumulated by an agent, can be im-

proved transferring from the source tasks, for learning without per-

forming the transfer.

4. Transfer Ratio: The ratio of the total accumulated rewards with the

transfer to the total accumulated rewards without transfer.

5. Time to Threshold : The number of samples needed by an agent to

achieve a pre-specified performance level may be reduced via transfer.

One problem of these metrics is that during different times one algorithm can

perform well in some metrics and bad in others, so evaluation under multiple

metrics is a good suggestion. There is a visual representation of these metrics

in figure 3.2 [75].
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Figure 3.2: Visual representation of the performance measures, in this case the trans-
fer algorithm outperforms the no transfer one. The plot shows the advantages to the
jumpstart, asymptotic performance, time to threshold and total reward (the area under
the learning curve) [75].

3.4 Negative Transfer

Negative transfer is one of the main challenges in TL. Intuitively, it is the neg-

ative impact of using a part of the knowledge that deteriorates the learning

algorithm’s performance with respect to learning from scratch. Therefore, it

happens in case the transfer introduces incorrect learning biases and results,

which can be a result of a similar source and target task.

Although we can say that it is possible to promote learning in a target task

faster by transferring the knowledge, there are few methods for determining

when the method might fail or the usefulness of a given transfer approach.

These methods, such as Master [74] and region transfer [43] try to measure

task similarity, and according to that, the agent decides about when and

what to transfer; however, many of them do not guarantee the effectiveness

of transferring. One of the methods for controlling negative transfer is IWFQI

[82] proposed by Tirinzoni et. al in 2018 which is discussed in section 3.5.1.

Figure 3.3 depicts an example of negative transfer. It considers the pair of

tasks, one source and one target, which are extremely similar, but direct

transfer of a policy or action-value function is harmful [75].
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Figure 3.3: This figure represents a pair of tasks which are likely to result in negative
transfer for TL methods [75].

According to Figure 3.3, the agent begins from state I and action East.

Other states can go East or West, except for state A, which also has North

and South actions. Once the agent plays North or South in state A, it will

remain in state B or C, respectively, and follow self-transitioning. Except

for the self-transition in state B, no transition has a reward. Then consider

the target task, which is the same as the source task, except that the self-

transition from C’ is the only reward transition in the MDP. Q∗(I’, East) in

the target task is the same as Q∗(I, East) in the source task. As expected, the

optimal policy in the target task is different at only a single state, A’, and only

at states A’, B’, and C’ the optimal action-value function is different [75]. In

this figure, transferring the knowledge involving these different states leads

to negative transfer, which concerns mostly the reuse of policies or value

functions, while other kinds of knowledge (such as samples) might still be

transferred without harming the learning process.
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3.5 Related Works

In this section, we provide the related works regarding TL in the domain

of RL. In Section , we discuss the state-of-the-art algorithms concerning

the Transfer of Samples, and the recent advancement in Trade-off between

Information and Reward are presented in Section 3.5.2. Moreover, in Sections

3.5.3, 3.5.4 and 3.5.5 we provide the other related works in Transfer of Value

Function, Policy Transfer and Modeling Global Task Dynamics respectively.

3.5.1 Transfer of Samples

In this section, we review the state-of-the-art methods related to our work

in the sub-field of Transfer of Samples in RL.

Taylor et al. in 2008 propose TIMBREL [74] as a method to transfer the

samples in model-based RL. They assumed that the state-action space of

tasks might be different and employed intertask mappings to map source

samples to target. Since TIMBREL does not acknowledge the differences

in the transition or reward models, it can potentially result in considerable

negative transfers if the tasks are different.

In [17], Crammer et. al extend the classical generalization bounds to the case

where samples from source tasks are directly transferred. They investigate

the trade-off between the total number of samples transferred and the total

number of source tasks. According to their findings, the variance decreases as

the total number of samples transferred increases and potentially introduces

bias due to the differences between the tasks. Asymmetrically, bias decreases,

and variance increases as the total number of samples is transferred due to

the limited number of samples.

Garcke & Vanck in 2014 [25] is another related work concerning the transfer

of samples from different datasets. They proposed a method that employs

importance weighting aiming at correcting the distribution shift. Their idea

leverages from density-ratio estimation, for example, work [68], and since

they suppose a given parametric form for the weight function, it has to be

estimated directly from the data.

Another related work is the RBT method proposed by Lazaric et al., 2008

[43]. They build the algorithm under the assumption that tasks have similar

transition models and reward functions. In order to reduce the learning
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complexity of the batch RL, RBT reduces the number of samples an agent

requires to collect from the target task by selecting samples from those source

tasks, which are mostly similar to the target task.

The reported results confirm that RBT effectively reduces the complexity of

learning even in the situations that some source tasks are extremely different

from the target task. To do so, RBT computes two criteria: Task Compliance

and Sample Relevance. Task Compliance determines the degree in which

each source task is different from the target task in the form of a model

identification problem. Using these criteria, RBT can transfer samples from

each source task proportionally. On the other hand, since Task Compliance

is not able to suggest which samples in a given source task are actually better

to transfer, RBT is empowered with Sample Relevance measurement, which

indicates which samples to be transferred.

The work [40] by Laroche & Barlier in 2017 introduced an algorithm named

as SDT for a particular set of Transfer RL problems. SDT is designed for

the problems in which all tasks share the same transition models, and only

the reward functions differ from task to task. SDT aims to reuse the learned

transition model from one task for other tasks, and for each sample, an

immediate reward estimator is learned. Besides, because of the knowledge of

the transferred dynamics from tasks, the optimism in the face of uncertainty

principle enables SDT to explore a new task efficiently.

To solve a target task, most of the works focus on selecting the most rele-

vant source samples but ignoring the differences between the task models.

However, in 2018 Tirinzoni et al. proposed a novel model-based algorithm

named as IWFQI [82] to transfer samples. IWFQI automatically estimates

the relevance (i.e. importance weight) of each source sample for solving

the target task and transfer all the samples by employing Importance Sam-

pling (IS) [54]. To maximize the transformation of the information, they

employ two different GPs for reward and transition models. Then, the trans-

ferred samples, along with their estimated relevance, are used by a batch RL

(in their case FQI) to solve the target task. The contribution of each sample

to the learning process is proportional to its estimated relevance.

To test their proposed algorithm, they conducted some experiments and com-

pared the performance of IWFQI versus SDT, RBT, and FQI discussed ear-

lier. The results confirm that IWFQI accomplishes better learning perfor-
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mance, and even in the case of substantial differences among some of the

source tasks with target tasks, it is truly robust to the negative transfer (see

Section 3.4).

In 2019, Tirinzoni et al. proposed an approach for reusing samples in policy

search methods [80]. The proposed method takes a complex case situation

into account, in which the complete trajectories (i.e. the followed steps

during each episode) between environments that are not similar in transition

models should be transferred by the agent. The proposed method makes

use of IS techniques for transferring the source samples while it corrects

the bias introduced due to the differences in the source distributions. To

reduce the sample complexity and convergence time while transferring entire

trajectories for improving the gradient estimates of a policy search algorithm,

they employed ideas from Multiple Importance Sampling (MIS), introduced

by Veach & Guibas in 1995 [84].

To reduce the variance of the MIS estimator while avoiding introducing any

bias, they employed two techniques. The first technique is Per-decision Es-

timators (Precup, 2000 [58]) i.e. a common variance reduction approach.

The other one is Regression-based Control Variates. The control variates are

among the widely utilized variance reduction techniques for general Monte

Carlo estimators [28].

3.5.2 Trade-off between Information and Reward

The intention of this section is to discuss two recent works in 2020 con-

cerning the strategies for the trade-off between information and rewards for

identifying tasks.

Tirinzoni et. al in [78] proposed a novel phased confidence-based algorithm

for structured bandits problems in which the arms’ rewards are potentially

correlated. It exploits the provided structure, utilizes sets of confidence over

the target bandit problem’s parameters, and quickly dumps all sub-optimal

arms. It promptly dumps all the sub-optimal arms by exploiting the provided

structure and utilizing sets of confidence over the target bandit problem’s

parameters.

To do so, at the start of each phase, the algorithm builds a set of bandit mod-

els that are compatible with the already computed confidence intervals, and
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matching optimal arms are pulled in order till the end of the phase. Their

interesting finding is that to detect sub-optimality, unlike existing works,

which confide only in the obtained samples from arm i, the proposed method

exploits the information obtained during pulling other arms, which reduces

the number of pulls to the sub-optimal arm i. Moreover, as a result of

the algorithm’s requirements to know the horizon n, they designed a prac-

tical anytime extension (under the same assumptions in [41]) that derives a

constant-regret bound which scales better in the relevant structure-dependent

quantities; and, for specific structures which follow these assumptions, they

derive matching lower bound which confirms the optimality of the proposed

algorithm in the constant-regret regime.

At the start of each phase, the algorithm builds a set of bandit models that

are compatible with the already computed confidence intervals, and match-

ing optimal arms are pulled in order till the end of the phase. The interesting

finding on their work detecting sub-optimality. Unlike existing works, which

confide only in the obtained samples from arm i, the proposed method ex-

ploits the information obtained during pulling other arms which reduces the

number of pulls to the sub-optimal arm i.

The other work concerning the trade-off between information and reward

is the one conducted by Tirinzoni et. al in [79], which is about sequential

transfer in RL in the situations in which the agent has access to a genera-

tive model of the state-action pairs. The main objective of this work is to

investigate information to determine the optimal solution very fast, but sac-

rificing the good initial behaviour of the agent. At first, according to a given

set of solved tasks that encompass an approximation of the target task, the

proposed methodology through the so-called Policy Transfer from Uncertain

Models (PTUM) algorithm pursues the most informative state-action pairs

in order to instantly singles out a precise solution. To evidence the advan-

tages of utilizing the methodology with such a piece of prior knowledge, they

derived PAC bounds [67] on its sample complexity. Afterward, for the sake

of learning the approximate tasks, the proposed Sequential Transfer algo-

rithm reduces the transfer setting into a hidden Markov model and apply

spectral methods, i.e. the tensor decomposition approach introduced in [4]

for recovering the parameters.
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3.5.3 Transfer of Value Function

TL of value function reuse the knowledge learned in one task to improve

learning another related task.

In 2018, Tirinzoni et. al proposed a method [81], they addressed the prob-

lem of transferring value functions in RL. In this work, they proposed an

approach using Gaussian and Gaussian mixtures and analyzed them by de-

riving a finite-sample in different domains. This approach used source tasks

to learn from a prior distribution over all optimal value functions and em-

ployed variational approximation for estimating the corresponding posterior

in a new target task. As a result, both algorithms achieved excellent perfor-

mance in simple tasks, but mixtures of Gaussian deal better in a complex

environment.

Another method for transferring value function is [6], which introduces a

transfer framework that considers the reward function changes between tasks

in the same environment’s dynamics. The proposed approach is based on two

concepts: Firstly, Successor Features (SFs), which means a value function

design that separates the dynamics of the environment from the rewards.

Secondly, Generalised Policy Improvement (GPI) i.e. a generalization of

dynamic programming’s policy improvement operation by considering a set

of policies instead of a single one. In the end, the whole idea allows the

free exchange of information across tasks. Two theorems proposed in this

approach, show improvement in transferring the value function in practice.

According to [6], a framework [5] introduced based on two ideas SFs and

GPI which is a novel way to transfer skills. The method contribution is to

extend the SFs and GPI in two ways. Another method assumption is that the

rewards for all the tasks of interest can be calculated as linear combinations

of a particular set of features. At the same time, they relaxed this assumption

and theoretically proved that the framework could be extendable for any set

of tasks that are only different in the reward function. Besides, they show

that one can use the reward functions themselves as features for future tasks

hence removing the requirement to define a set of characteristics previously.

Now it make sense to combine SFs and GPI with deep learning. Afterward,

they empirically verified the method usefulness on a 3D environment where

observations are images from a first-person perspective. They show that

the transfer raised by SFs and GPI leads to very good policies on invisible
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tasks almost directly. Moreover, they discuss the way of learning policies

specialized to the new tasks such that it can be added to the agent’s set of

skills, and then be reused in the future.

Another related work is presented in [47], which uses structure mapping, i.e.

finding the mapping between the source and target tasks and thus building

the transfer automatically. It proposes an optimized version of the struc-

ture mapping engine and uses a heuristic search to find the most desirable

maximal mapping. The source and target task features are the input of

the algorithm, which are introduced as qualitative dynamic Bayes networks.

They apply this method to the Keepaway task from RoboCup, a simulated

soccer for comparing the result of the automated transfer to that from the

non-automated transfer.

3.5.4 Transfer of Policy

MAXQINIT [1] addresses the problem of which knowledge should be trans-

ferred in lifelong RL. They formalized the answer through two families of

results. First, they distinguish the initial policy that maximizes anticipated

performance over the distribution of tasks for more complex classes of policies

and task distributions. They then use these results to introduce MAXQINIT,

an algorithm for updating initialization in enduring learning that trades off

between tempered optimism and decreasing sample complexity. Running ex-

periments explores the performance of the jump start policies and showcase

the practicality of MAXQINIT for improvement of the algorithms in lifelong

RL in domains in terms of speed.

A probabilistic approach introduced by [47] tries to reuse policies that are

from past learned similar policies in order to improve RL. This method

employs past policies as a probabilistic bias, where the learning agent faces

three choices:

• The exploitation of the ongoing learned policy

• The exploration of random unexplored actions

• The exploitation of past policies

The new algorithm and its elements use an exploration strategy to incorpo-

rate the new reuse bias; also, they provide a similarity function for calculating
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the extent to which the past policies are similar to a new one. The empirical

results indicate that policy reuse improves learning performance over other

methods that do not re-use policies.

3.5.5 Modeling Global Task Dynamics

Hidden Parameter Markov Decision Process (HiP-MDP) [19] addresses the

domain in which we have similar but not identical tasks by making a model

with few numbers of latent parameters, which uses data and a semiparametric

regression approach to learn the structure of the new environment, such that

the agent can efficiently adapt to the variations in the new task. It builds

the model upon two assumptions.

1. there exists a finite number of latent parameters that, knowing such,

would allow fully understanding the dynamics of the tasks.

2. the parameter values of the task remain fixed in the experiment.

The agent can be adapted to the dynamics of the new task rapidly by keeping

and updating its distribution (or belief ) over the hidden model parameters.

The algorithm applies a point estimate for needed policy in the new environ-

ment based on the parameter values or does the planning in the belief space.

The model uses the structure of Indian Buffet Process [27] and Gaussian

processes [88]. They validated the method by an experiment on acrobat [70]

domain challenge.

According to the formulation of the HiP-MDP [19], the method proposed

in [32] try to model the joint uncertainty in the latent parameters and the

state space. So this approach leverages a latent embedding to approximate

the true dynamics of a task. They also replace the original Gaussian Process-

based model with a Bayesian Neural Network, and this adjustment provides

robust and efficient learning and also the scope of the is expended by higher

dimensions and more complex dynamics.
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Chapter 4

Active Transfer in

Reinforcement Learning

This chapter includes the discussion about the TL method that we propose

in this work. The algorithm transfers the samples from the source task to

the target task. To do so, an evaluation metric is needed to decide which

samples should be transferred. In Section 4.1, we explain the approach to find

the best criteria as a score for ranking samples in the source tasks. Then in

Section 4.2, we discuss how we employ such criteria in the algorithm. Finally

the AWFQI algorithm is explained in Section 4.3.

4.1 Score Function Criteria

Active transfer learning encompasses selecting a set of state-action pairs to

transfer to the target MDP, such that the policy performance would be

maximized. The number of state-action pairs is constrained by a user-defined

budget. At first, we need to decide which state-action candidates we should

select, such that querying them from target MDP results in optimizing policy

in target MDP. This criterion creates the motivation for the scoring function

for AWFQI algorithm in a sense that we score each state-action pair according

to this criterion so that we can use it in later stages. It should be noted that

the underlying assumption here is that we only have access to the samples

from source MDPs and not their generate models. On the other hand, we



have access to the generative model of the target MDP.

4.1.1 Problem Setting

To design score functions, we start from a simplified setting in which we

have access to a finite set of discreet MDPs, which we have access to their

generative models, and the target task is among them. Then we need to

identify which of the MDPs is the target one. Then, in Section 4.2, we

relax these assumptions and extend the score functions to the setting where

we only have samples from a finite set of continuous source MDPs without

necessarily having the target among them, and we have only access to the

generative model of the target MDP.

We suppose each MDP Mθ is parameterized by some parameter θ ∈ Θ

characterizing its transition probabilities and reward distribution (the other

components are fixed and shared among all MDPs). We assume we are given

a finite set of possible MDP parameters Θ = {θ1, θ2, . . . , θK}. Each MDP

Mθ, for θ ∈ Θ, is fully known. However, the identity of true MDP that

the agent is facing Mθ∗ , parameterized by θ∗ ∈ Θ, is unknown. We further

suppose that we have access to a generative model of the true environment

which takes as input any state-action pair (s, a) and returns a sample next

state S ′ ∼ pθ∗(·|s, a) and a sample reward R ∼ qθ∗(·|s, a). Then, for a

given budget n > 0, our goal is to choose n state-action pairs to query the

generative model, which allows us either to identify the true parameters θ∗

or to compute the optimal policy π∗.

4.1.2 Proposed Approach

A high-level procedure for solving our problem is outlined in Procedure 1,

which is composed of four main steps. We described these steps in the next

paragraphs.

41



Procedure 1
Input: Set of possible MDP parameters Θ, budget n, prior belief b0

θ

Output: Policy π∗

1: Choose n state-action pairs: Dsa = {(si, ai) | i = 1, . . . , n} ← Sample-
SA(Θ, n)

2: Obtain next states and rewards: D = {(si, ai, S ′i, Ri) | i = 1, . . . , n} ←
GenerativeModel(Dsa)

3: Update belief of each MDP: bθ ← UpdateBelief(Θ, D, b0
θ) ∀θ ∈ Θ

4: Compute optimal policy: π∗ ← ComputePolicy(Θ, bθ)

Choosing the state-action pairs

The function Sample-SA(Θ, n) takes as input the set of MDP parameters

Θ and the budget n and produces a dataset Dsa of state-action pairs at

which the agent should query the generative model. This is the key step

of the algorithm. Intuitively, state-action pairs should be chosen such that

the dataset obtained after querying the generative model is informative for

identifying or solving the unknown MDPMθ∗ . Different approaches to solve

this step are discussed in Section 4.1.3.

Querying the generative model

Once we have the set Dsa computed at the previous step, we call the gener-

ative model of the true environment (Mθ∗) to obtain a sample next state

and reward for each (s, a) ∈ Dsa. The output is another dataset D =

{(si, ai, S ′i, Ri) | i = 1, . . . , n} where S ′i ∼ pθ∗(·|si, ai) is a sample from the

transition probability at (si, ai), while Ri ∼ qθ∗(·|si, ai) is a sample from the

reward distribution at (si, ai). We notice that pθ∗(·|s, a) is a categorical dis-

tribution over the finite set S for each (s, a) ∈ S ×A and drawing a sample

from it is simple. On the other hand, we could model qθ∗(·|s, a) as a Gaussian

distribution with mean rθ∗(s, a) and variance vθ∗(s, a). Therefore, drawing a

sample from qθ∗ reduces to drawing a samples from N (rθ∗(s, a), vθ∗(s, a)).

Updating the belief over the true MDP

The algorithm keeps a probability distribution over Θ representing its belief

over which of the given MDPs is the true one. The initial belief b0
θ is provided

as input. In the simplest (non-informative) settings, such belief could be
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uniform over Θ, i.e., b0
θ = 1

K
∀θ ∈ Θ. Once we are given the set D computed

at the previous step, this belief can be updated as follow:

For each θ ∈ Θ, we want to compute the probability that the true parameter

θ∗ is θ. By applying Bayes’ rule we have:

P(θ∗ = θ|D) =
P(Dsr|θ∗ = θ,Dsa)P(θ∗ = θ)

P(Dsr|Dsa)

=
P(Dsr|θ∗ = θ,Dsa)P(θ∗ = θ)∑

θ′∈Θ P(Dsr|θ∗ = θ′,Dsa)P(θ∗ = θ′)
,

(4.1)

where the dataset D has been decomposed into the two parts Dsa and Dsr.
Let us forget the normalization term and focus on the numerator. The term

P(Dsr|θ∗ = θ,Dsa) can be further decomposed by exploiting the fact that

samples are i.i.d.,

P(Dsr|θ∗ = θ,Dsa) =
n∏
i=1

P(S ′i, Ri|θ∗ = θ, si, ai)

=
n∏
i=1

P(S ′i|θ∗ = θ, si, ai)P(Ri|θ∗ = θ, si, ai)

=
n∏
i=1

pθ(S
′
i|si, ai)qθ(Ri|si, ai).

(4.2)

On the other hand, the term P(θ∗ = θ) is simply the initial belief of the

parameter P(θ∗ = θ) = b0
θ. Putting all together, the updated (unnormalized)

belief can be computed as

b̃θ =
n∏
i=1

pθ(S
′
i|si, ai)qθ(Ri|si, ai)b0

θ ∀θ ∈ Θ. (4.3)

The corresponding final belief can be computed after normalizing,

bθ =
b̃θ∑

θ′∈Θ b̃θ′
∀θ ∈ Θ. (4.4)
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Computing the final policy

This is another key step in the algorithm. Now that we have an updated belief

over the identity of the true MDPMθ∗ , we must exploit this information to

return the best possible policy.

4.1.3 Active Learning over the State-Action Space

(Choosing the State-Action Pairs)

We propose different methodologies for sampling the state-action space. In

all cases, we first define a score function φ ∈ P(S × A) which is a valid

probability distribution over the state-action space. Then, we take n i.i.d.

samples (Si, Ai) ∼ φ.

Uniform baseline

The first very naive approach is to sample different states and actions with

equal probability. Thus, for i = 1, . . . , n, we sample si with probability 1
S

and ai with probability 1
A

. Equivalently, the score function for this approach

is φ(s, a) = 1
SA

for all s ∈ S, a ∈ A.

It should be noted that this approach works only for discrete MDPs since

the number of states actions must be finite. For continuous MDPs we need

to adapt to a continuous uniform distribution.

Variance-based sampling

Intuitively, the state-action pairs that are most informative for identifying θ∗

are those where the MDPs differ the most. Therefore, we consider a score

proportional to the variance of rewards and next states between models.

Consider the reward function at some state-action pair (s, a). Using the law

of total variance,

Var[R|s, a] = Eθ[Var[R|s, a, θ]] + Varθ[E[R|s, a, θ]]
= Eθ[vθ(s, a)]︸ ︷︷ ︸

Intra-MDP

+ Varθ[rθ(s, a)]︸ ︷︷ ︸
Inter-MDP

. (4.5)

Since our goal is to gather information about θ∗, we maximize the

inter-MDP variance. Thus, we set the score for the reward function as

44



φr(s, a) =
Varθ[rθ(s, a)]∑

s′∈S
∑

a′∈A Varθ[rθ(s′, a′)]
(4.6)

Let us now consider the transition probabilities. In this case we directly take

the variance of the probabilities rather than the random next states. The

score is

φp(s, a) =

∑
s′∈S Varθ[pθ(s

′|s, a)]∑
s′′∈S

∑
a′′∈A

∑
s′′′∈S Varθ[pθ(s′′′|s′′, a′′)]

. (4.7)

Then, our final score is simply the sum of two terms in Equations 4.6 and

4.7

φ(s, a) = φr(s, a) + φp(s, a) (4.8)

Information-based sampling

This approach uses the Mutual Information (MI) between the rewards/tran-

sition probabilities and the true parameter θ∗ to define a score function that

explicitly encodes the expected amount of knowledge gained when sampling

a specific state-action pair.

Let us start with the transition probabilities. The MI is defined as:

I(S ′; θ∗|s, a) =
∑
θ∈Θ

∑
s′∈S

P(s′, θ|s, a) log
P(s′, θ|s, a)

P(s′|s, a)P(θ|s, a)

=
∑
θ∈Θ

b0
θ

∑
s′∈S

pθ(s
′|s, a) log

pθ(s
′|s, a)

P(s′|s, a)

=
∑
θ∈Θ

b0
θ

∑
s′∈S

pθ(s
′|s, a) log

pθ(s
′|s, a)∑

θ′∈Θ pθ′(s
′|s, a)b0

θ′
,

(4.9)

which can be evaluated in closed-form. Similarly, the MI for the reward

function is
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I(R; θ∗|s, a) =
∑
θ∈Θ

∫
R

P(x, θ|s, a) log
P(x, θ|s, a)

P(x|s, a)P(θ|s, a)
dr

=
∑
θ∈Θ

b0
θ

∫
R
qθ(x|s, a) log

qθ(x|s, a)

P(x|s, a)
dr

=
∑
θ∈Θ

b0
θ

∫
R
qθ(x|s, a) log qθ(x|s, a)dr

−
∑
θ∈Θ

b0
θ

∫
R
qθ(x|s, a) log P(x|s, a)dr

= H(R|s, a)︸ ︷︷ ︸
(a)

−
∑
θ∈Θ

b0
θH(R|s, a, θ)︸ ︷︷ ︸

(b)

,

(4.10)

where H(X) := −
∑

x∈X p(x) log p(x) (or H(X) := −
∫
X p(x) log p(x)dx) is

the entropy of a random variable X. As it is well known, the MI can be

rewritten as the reduction in entropy before (term (a)) and after (term (b))

observing the value of θ∗. Since the entropy of a Gaussian distribution can

be expressed in closed-form, term (b) can be easily computed as:∑
θ∈Θ

b0
θH(R|s, a, θ) =

1

2

∑
θ∈Θ

b0
θ log(vθ(s, a)) +

1

2
log(2πe). (4.11)

On the other hand, term (a) cannot be in general computed in closed-form

since the distribution of R (conditioned on s, a) requires marginalizing over

Θ. Therefore, we consider an empirical approximation by drawing m i.i.d.

samples from P(R|s, a) as follows: for each j = 1, . . . ,m, first draw θj ∼ b0
θ,

then draw Rj ∼ qθj(·|s, a). Given these samples, we use a simple maximum-

likelihood estimator of the entropy. First, we divide the reward space in K

bins B1, . . . ,BK and compute the empirical distribution as:

p̂k :=
1

m

m∑
j=1

1{Rj ∈ Bk}. (4.12)

Then, our entropy estimator is:
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Ĥ(R|s, a) = −
K∑
k=1

p̂k log p̂k. (4.13)

Hence, the MI can be approximated as:

Î(R; θ∗|s, a) = Ĥ(R|s, a)− 1

2

∑
θ∈Θ

b0
θ log(vθ(s, a)), (4.14)

where we neglected the term −1
2

log(2πe) since it does not depend on (s, a).

Finally, since I(S ′, R; θ∗|s, a) = I(S ′; θ∗|s, a) + I(R; θ∗|s, a) due to the condi-

tional independence between S ′ and R given (s, a), we set our score to:

φ(s, a) =
I(S ′; θ∗|s, a) + I(R; θ∗|s, a)∑

s′∈S
∑

a′∈A I(S ′; θ∗|s′, a′) + I(R; θ∗|s′, a′)
. (4.15)

This step indeed requires the assumption that P(S ′, R|s, a) = P(S ′|s, a)P(R|s, a).

4.1.4 Near-Optimal Policies for Markov Decision Pro-

cesses with Discrete Uncertainty

Given the set of possible MDP parameters Θ and a distribution over Θ (our

belief bθ), we ideally would like to find a Markovian policy maximizing the

expected return, where the expectation accounts also for the uncertainty over

the true MDP:

argmax
π∈ΠSR

∑
θ∈Θ

bθESt+1∼pθ(·|St,At)
At∼π(·|St)

[
∞∑
t=0

γtr(St, At)

]
. (4.16)

Since the problem is very complicated, we employ an approximate solution.

Maximum-a-posteriori is the simplest solution to return the optimal policy

for the most likely MDP. That is, we first take θ̂ = argmaxθ∈Θ bθ and then

compute the optimal policy for Mθ̂. This last step can be done using stan-

dard algorithms such as value iteration. This approach is likely to work well
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when the true MDP has been identified with very high probability (i.e., there

exists some θ ∈ Θ with bθ ' 1). Unfortunately, it is likely to fail when this

does not happen, and the optimal policies for different MDPs significantly

differ. Solving the problem presented in Equation 4.16 remains an open

question to be worked on in future work.

4.1.5 Score Function Criteria Evaluation

We heuristically evaluate the effectiveness of approaches explained in Section

4.1 using Grid World environment and reporte the results in Figures 4.2 and

4.3.

The Grid World environment [72] is a two-dimensional discrete environment

and an instance of a deterministic distribution model. A scheme of a simple

Grid World is presented in Figure 4.1.

Figure 4.1: An example of a Grid World.

In this environment, the state and action spaces are both discrete. The size

of the Grid World corresponds to the number of states along each axis. For

example in figure 4.1 the size is four. Given a state s and an action a, we

can get an array of the probability of the reward to receive and the next

state. The goal of the agent is to reach it to one of the two gray corners.

To encourage agent, every move will have a reward of −1 [20]. In this work,

we employed a Grid World with only one goal state with reward = +1 and

reward = 0 for the rest of the states. The size of the Grid World is 10× 10.

Source MDPs have different goal states, and the reward is only positive in

that state. The agent start at state (0, 0).
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Figure 4.2: Percentage of the time sampling by different scoring criteria correctly
identify true MDP.

Figure 4.2 compares the percentage of the times different approaches identify

true MDP in 10 independent runs of the algorithm. The x-axis is the number

of samples we select as our budget in that run, and the bars associated with

that budget show the percentage of times different approaches select the true

MDP correctly constrained by that particular budget. As expected and is

clear in Figure 4.2, the random selection of the samples lead to different

accuracy percentage in different sample sizes. In other words, increasing the

budget does not necessarily increase the accuracy (certainty) of the selection.

This randomness is more obvious in smaller budget size since as the number

of samples increases, the algorithm selects almost all the source samples.

This happens because the environment is discrete, and the number of state-

action pairs is finite. Sampling, according to MI, also fluctuates occasionally

in different sample numbers. However, variance-based sampling showed the

best results through the runs, and even with few samples, this method can

correctly identify the true MDP.

49



0 50 100 150 200 250 300 350
Number of samples

0.2

0.0

0.2

0.4

0.6

0.8

1.0

Ex
pe

ct
ed

 R
ew

ar
d

Optimal Policies Performances

Uniform baseline
Variance-based
Information-based

Figure 4.3: Performance of the approach.

We provide another comparison in Figure 4.3, which illustrates the expected

reward in different approaches. This experiment is also done in the same

setting of Grid World as explained before.

In this figure, the x-axis is the number of samples that can be selected (bud-

get), and the y-axis shows the expected reward or policy performance using

different approaches. This figure suggests that the policy performance in

variance-based sampling has a distinguishable jumpstart compared to other

approaches. However, the asymptotic behavior is similar among different

sampling approaches.
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4.2 Score Function Construction

In Section 4.1, we presented and analyzed three score functions for a simpli-

fied setting (where there is only finite possible known MDPs containing the

unknown target) and assessed empirically that the variance-based sampling

outperforms the other approaches (according to the results in Section 4.1.5).

Hereof, we employ the variance-based approach to design a score function.

Now we move to a more general transfer setting where we consider a set of

tasks, i.e., MDPs, {Mj = 〈S,A,Pj,Rj〉, j = 0, ...,m}, where M0 stands

for the target MDP and M1, ...,Mm denote the source MDPs. We sup-

pose all MDPs share the same state-action space and but have potentially

different transition probabilities (dynamics) and rewards. Suppose that, for

j = 0, ...,m, we are given a dataset of Nj samples from the j-th MDP,

Dj = {〈si, ai, s
′
i, ri〉}

Nj
i=1, where state-action pairs are drawn from a common

distribution µ ∈ ∆(S × A). The goal of TL is to employ the samples in

D1, ...,Dm such that they boost the learning process in the target task M0.

Unlike the setting discussed in 4.1, we no longer assume that we have access

to the generative model of the source MDPs. Moreover, the target MDP is

no longer fully known but for which we can access a generative model for

at most n samples (i.e. budget). In addition, the current transfer setting

applies to both discrete and continuous environments.

It should be noted that, only for the sake of comparison, here we designed

two score functions: an ideal score function that has access to the source

generative models, and other score function which respects the mentioned

assumption as it is expected in real TL algorithms. Then we use both versions

of score functions in the proposed algorithm (AWFQI), and accordingly, We

call the algorithm which uses the ideal score function as AWFQI oracle and

the other version of the algorithm which uses the realistic score function

simply as AWFQI, since that is the real algorithm proposed here. With

these explanations, we discuss the design of the score functions as follow.

1. Ideal score function

2. Realistic score function

As mentioned before, our motivation for implementing both score functions

is being able to compare them and understand to what extent the errors of

predictions affect the results.
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The main goal is drawing samples from a score function score : S×A → R+,

in which S and A are state and action space respectively. So the score

function is a mapping from state-action space to a real value between 0 and

1. Practically, the output of both score functions is a table which potentially

can have enough number of rows to be considered as continuous when we

want to draw sample from. This table is the posterior of score functions.

For simplifying the exposition, we provide an example where the state space

is two dimensional, but the method directly extends to many dimensions.

In the case were the environment has two dimension, the table is composed

of eight columns idx, sx, sy, a, var(r|(s, a)), var(s′x|(s, a)), var(s′y|(s, a)) and

score i.e.
∑7

col=4.

score(s, a) ∝ V ar[R|(s, a)] + V ar[s′x|(s, a)] + V ar[s′y|(s, a)] (4.17)

We can consider only column 4 (variance of rewards) as the final score. In

fact, in all the experiences here, we considered only the variance of rewards

(column 4, not column 7). Eventually, we pass this table to the algorithm

(the step core function), where we draw samples according to these scores.

4.2.1 Ideal Score Function

Here we computed the variance of rewards and next states according to their

real values obtained from the source MDPs. This score function is imple-

mented only to compare with when we predict these values (Section 4.2.2).

Grid Mode

In this mode, we make a grid with a dx, dy as granularity in both dimensions.

Then we obtain the actual values of rewards and next states for all nodes of

the grid using source MDPs. Then we compute the variance of these values

and make the score table (Figure 4.4). Note that the grids dx and dy can be

very small to make the function/table continuous.
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Figure 4.4: Score table in AWFQI oracle, grid mode, generated using exact rewards
and next states for the grid nodes state-actions.

Source Data mode

In this mode, we obtain the actual values of rewards and next states for all

the source MDPs state-action pairs (available in the source dataset). Then

we compute the variance of these values and make the score table as Figure

4.5. This mode cannot be considered as continuous because it has only the

state-action pairs from the source files. Here we could fit a GPs on the score

to make the function continuous, but we wanted to avoid any prediction since

it is the oracle score function.

Figure 4.5: Score table in AWFQI oracle, source data mode, generated using exact
rewards and next states for the state-action pairs in all the source files.

Grid and Source Data Mode (Both)

This score function (table) is the concatenation of the two previous tables,

we collect the state-action pairs in a grid with a user-defined dx and dy and

also source dataset state-action pairs and obtain the real values of reward

and next states for all of them (Figure 4.6).

4.2.2 Realistic Score Function

In this mode, we use GPs to predict the rewards and next states of the

state-action pairs. To fit this model, we use source file data only, in all the

following modes.
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Figure 4.6: Score table in AWFQI oracle, grid and source data mode, generated using
exact rewards and next states for the state-actions in the grid and in all the source
files.

Grid Mode

We first create a grid according to dx and dy which can be small enough

for the continuity of the output (score function/table). Then for each state-

action pair node in that grid, we predict the values of rewards and next states

in all MDPs using their source data (source dataset). Then we compute the

variance of them and fill in the 8-column table (idx, sx, sy, a, var(r|(s, a)),

var(s′x|(s, a)), var(s′y|(s, a)), score(i.e.
∑7

col=4)) as showed in Figure 4.7.

Figure 4.7: Score table in AWFQI, grid mode, generated using predicted rewards and
next states for the state-action pairs in the grid.

Source Data Mode

In this mode, we predict the values of rewards and the next states of state-

action pairs that are in the source data. We do it by fitting GPs models on

reward and next states of available data for each MDP. Then we compute

the function/table as before (Figure 4.8).
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Figure 4.8: Score table in AWFQI, source data mode, generated using predicted
rewards and next states for the state-action pairs in source data.

Grid and Source data mode (Both)

This score function (table) in this mode is the concatenation of two previous

tables; we collect the state-action pairs in a grid with a user-defined dx and

dy and also the source dataset state-action pairs (Figure 4.9).

Figure 4.9: Score table in AWFQI, grid mode mix with source data, generated using
predicted rewards and next states for the state-action pairs in the grid and in source
data.

4.3 Active Weighted Fitted-Q Iteration

We investigated the state-of-the-art algorithms in the transfer of samples

discussed in Section 3.5.1 as the candidates for the foundation of our active

TL approach. For the variety of reasons we decided to utilize IWFQI [82] as

our main backbone in combination with variance-based sampling.

First of all, unlike TIMBREL [74], IWFQI selectively discards samples ac-

cording to the estimated difference between the MDPs. Contrary to RBT

[43], IWFQI does not expect any certain condition for deciding what to

transfer, nor does it require any assumption of similarity between the tasks.

Moreover, since RBT [43] computes the compliance and relevance criteria

such that they mutually account for both the reward and transition models,
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it ignores the samples in case one of the models is very different among the

tasks. However, IWFQI preserves the part of the sample that is similar, at

the cost of introducing a negligible bias. SDT [40] transfers the samples into

FQI with the assumption that tasks follow the same transition dynamics.

Although similar to IWFQI it learns the reward function at the first iter-

ation and substitutes the predicted values to the reward of samples in the

dataset; its assumption regarding the shared dynamics potentially hinders its

applicability as a transfer method in most of the real-world tasks. Another

advantage of IWFQI is that it handles the trade-off discussed in [17] since

it transfers all the samples while accounting for the differences between the

tasks. They reported a slight bias due to the errors in the estimation of the

task models, which can be reduced by increasing the sample size. Finally, as

opposed to the method by Garcke & Vanck [25], IWFQI estimates the densi-

ties involved and characterizes the weight distribution, taking its expectation

as the final estimation.

Due to the reasons as mentioned above, we base our work on IWFQI, and

by incorporating the sampling at each step, we call it AWFQI, which will be

described in the next section.

4.3.1 AWFQI Algorithm

The high-level representation of AWFQI algorithm is shown in Algorithm 2.

Given a set of samples from source tasks, according to the mode discussed

in Sections 4.2.1 and 4.2.2 the GenerateScoreFunction computes the

variance of the rewards and next states for the (s, a) pairs and after normal-

izing the variances build the ScoreFunction. After that, the DrawSA

function takes as input the ScoreFunction and, according to the provided

budget, draw candidate (s, a) pairs to be sampled from the target MDP.

In line 3, the CollectTargetSamples function employs the generative

model of the target MDP and collects the candidate (s, a) pairs list. In the

next step, the CalculateWeights function computes the weights of the

rewards and next states for the (s, a) pairs and provides the final dataset to

be used by FQI for solving the target task. Finally, in each iteration, FQI

updates the policy over the target task, and at the end of the iterations,

provides the optimal learned policy π∗.
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Algorithm 2 Active Importance Weighted Fitted Q-Iteration (AWFQI)

Input: Target MDPM0, Samples from Source MDPs D1, ...,Dm, budget n,
Number of iteration n iter, The score function mode sf mode
Output: Policy π∗

1: ScoreFunction(·) ← GenerateScoreFunction(D1, ...,Dm, sf mode)
2: SA ← DrawSA(ScoreFunction(·), n)
3: D0 ← CollectTargetSamples(M0, SA)
4: D̃+ ← CalculateWeights(D0, ...,Dm)
5: Set iter = 0
6: R̂ ← FitInitialModel(R0)
7: Q0 ← R̂
8: for iter in n iter do
9: FitModel(D̃+)

10: Qiter+1 ← ComputeValueFunction(Qiter)
11: end for
12: return Policy π∗
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Chapter 5

Empirical Evaluation

In this chapter, we present the experiments in order to evaluate and compare

the performance of AWFQI oracle and AWFQI (real setting with when we

do not have source MDPs).

Among the transfer of samples algorithms discussed in 3.5.1, we compare the

performance of our proposed AWFQI algorithm to RBT, SDT and IWFQI.

To be fair, in these algorithms, we set the policy that generates episodes

at the beginning of the algorithms to uniform policy, but we set ε−greedy

for the updates and evaluation of the policy in the iterations. Moreover, in

AWFQI, the budget = batch size × horizon in all the tests. As for the score,

we considered only the variance of the rewards (column 4).

5.1 Experimental Settings

According to the score functions used in oracle and real AWFQI (introduced

in Sections 4.2.1 and 4.2.2 respectively), three main settings seem logical to

be considered, which are presented in Sections 5.1.2, 5.1.3 and 5.1.4. We

tested the algorithms mentioned above with all these settings in the Puddle

World environment. The environment setting is provided in Section 5.1.1.

In the algorithm, max iteration for updating policy is 60 and for AWFQI

algorithm score function implementation we set (dx, dy) = (0.1, 0.1) when

applicable.



For each of these settings, we ran the algorithms using two sub-settings. The

first one is very similar to the setting provided in [82], in which the number

of steps is 6, and in each step, we have 10 episodes (batch-size). In AWFQI

the budget in each step is 500 (horizon × batch size = 500). We ran the

algorithms in this setting for 3 independent runs. In the second sub-setting,

the number of episodes (batch size) is 1 at each step and the budget for

AWFQI in each step is 50 (horizon × batch size = 50). Since for other

algorithms in each step, the policy is updated by adding 50 samples, which

is the number of horizon, AWFQI should transfer 50 samples at each step

too. We ran the algorithms in this setting for 10 independent runs.

We provided two plots1. The first one is the performance of the policy up-

dates in algorithms, through the steps. The next plot shows the collected

points on target MDP in all steps by algorithms along with the scatter of

source MDPs states on the environment.

5.1.1 Environment

As discussed, the experiments carried out in Section 4.1.5 to evaluate score

function criteria are based on Grid World environment. To test the perfor-

mance of the proposed algorithm we set up our experiment using the Puddle

World environment. In the following we detail the characteristics of this

environment.

Puddle World was proposed by Sutton et. al. [69]. It is a repeated rectangular

two-dimensional continuous grid with a goal area that is unknown to the

agent and some elliptical puddles. The agent’s goal is to reach the goal state

while avoiding the puddle areas.

In this work, we employed a modified version of the Puddle World as de-

scribed in [82]. Here, the Puddle World is a discrete-action, continuous-state

(stochastic) problem, with the state-space in the range [0, 10]2. The action-

space is discrete and allows the agent to move in the four cardinal directions.

At each time-step, the agent receives a reward of −1. A penalization pro-

portional to the distance from all puddles (presented in Equation 5.1) can

be added to the reward.

1IWFQI algorithm is denoted by WFQI in the legend of the plots.
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R(s, a) = −1− 100
∑
u∈U

Wu(s) (5.1)

Where U is the set of puddles and Wu(s) is the weight of puddle u for state

s, modeled as a bi-variate Gaussian. Each action moves the agent by α

(according to the formula presented in Equation 5.2) in the corresponding

direction [82].

α = (1 + 5
∑
u∈U

Wu(s
′))−1 (5.2)

The agent takes one of the four actions (i.e. Right, Left, Up, Down) at each

time step which changes its position by α according to the selected direction.

Tirinzoni et. al [82] designed two variations of the environment. In the

first version i.e. shared dynamics, α = 1 is fixed. In the other version i.e.

puddle-based dynamics, α slows down the agent according to the distance

from all puddles. In this work, we utilized the shared dynamics version of

the Puddle World. The sources and target Puddle Worlds utilized for this

work are rendered in Figures 5.1 and 5.2.

Figure 5.1: Source MDPs

Figure 5.2: Target MDP
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In the Puddle World setting, we set horizon = 50. Other general character-

istics of the MDPs are reported in Table 5.1.

Start Goal # Puddles Puddle Mean

Source MDP1 (0,0) (5,10) 4 (1.0,10.0)
(1.0,8.0)
(6.0,6.0)
(6.0,4.0)

Source MDP1 (0,0) (5,10) 6 (2.0,2.0)
(4.0,6.0)
(1.0,8.0)
(2.0,4.0)
(8.5,7.0)
(8.5,5.0)

Source MDP3 (0,0) (7,10) 5 (8.0,2.0)
(1.0,10.0)
(1.0,8.0)
(6.0,6.0)
(6.0,4.0)

Target MDP (0,0) (5,10) 5 (1.0,4.0)
(1.0,10.0)
(1.0,8.0)
(6.0,6.0)
(6.0,4.0)

Table 5.1: MDPs general characteristics.

5.1.2 Setting 1: Source Data Mode

In this setting, both AWFQI and AWFQI oracle can potentially transfer only

the (s, a) pairs presented in the source data files as described in Section 4.2.

In this sense, the score function here is not considered continuous. In other

words, the probability that the score function selects (s, a) pairs from the

source MDPs samples is proportional to the variance of the rewards of that

particular state-action among the source MDPs is the highest.
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5.1.3 Setting 2: Grid Mode

In this setting, both AWFQI and AWFQI oracle transfer samples from a set

of (s, a) pairs that are on a user-defined grid. The score function is continuous

as we are using grids, so we can make small enough dx and dy in the functions

such that we can draw samples from continuous function. These two modes

are explained in Section 4.2.

5.1.4 Setting 3: Source Data and Grid Mode (Both)

In this setting, the AWFQI and AWFQI oracle can potentially collect/trans-

fer (s, a) pairs which are either on a user-defined grid or from the data from

the source MDPs. So it is considered continuous 4.2.

5.2 Experimental Results

In this section, we provide the results that we obtained by running the men-

tioned algorithms and AWFQI-oracle and AWFQI with the settings we ex-

plained in the previous section. Note that we have two sub-settings for each

setting with minor changes in the number of episodes at each step (see Section

5.1 for detailed explanations).

Our motivation for designing these sub-settings is comparing the performance

of algorithms when the number of transferred samples are relatively few ver-

sus when this number is high. We can also obtain an insight into how AWFQI

is robust to the different numbers of budget, specifically we would like to ob-

serve the usefulness of the algorithm when the number of budget is low.

We can acknowledge the efficiency of using variance-based score function in

AWFQI to be consistent with Figure 4.2. Also, in that figure, we noticed that

variance-based performs better than the other algorithms when the number

of budget is low.
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5.2.1 Setting 1: Source Data Mode

Number of episodes (n episode = 10)

The following are the results of the experiment when n episode = 10.

10 20 30 40 50 60
n episodes
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WFQI
AWFQI_oracle
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Figure 5.3: The algorithms performance. In this setting, the score function restricts
both AWFQI oracle and AWFQI to collect only the samples that their (s, a) exist in
source data. Samples are collected using scores in Figure 4.5 in AWFQI oracle and
Figure 4.8 in normal AWFQI.

Neither of AWFQI oracle and AWFQI are efficient in this setting because we

have forced them to select among only the limited number of (s, a) i.e. the

state-action pairs of the source MDPs. This leads AWFQI to collect the same

points from target MDP in different steps. Particularly, since the source

MDP data points are limited, AWFQI tends to select redundant samples

when episodes are growing. So we are actually updating the policy using the

same samples we have already had in previous steps.
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Figure 5.4: All algorithms collected (s, a) on target MDP through steps. In this
setting, the score function restricts both AWFQI oracle and AWFQI to collect only the
samples that their state-action pair exist in source data files. Samples are collected
using score function in Figure 4.5 in AWFQI oracle and Figure 4.8 in AWFQI.

As depicted in Figure 5.4, we can see that both AWFQI and AWFQI oracle

are restricted to the samples to the regions which were part of the trajectories

collected from the source MDPs which resulted in a bias for those regions

and restrict these algorithms to collect samples from other regions which

could potentially resulted in better results. It could be a potential reason

why these algorithms perform worse than the others.
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Number of episodes (n episode = 1)

In this section in all the tests the number of episodes is 1.

1 2 3 4 5 6 7 8
n episodes
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Figure 5.5: The algorithms performance. In this setting, the score function restricts
both AWFQI oracle and AWFQI to collect only the samples that their (s, a) exist in
source data. Samples are collected using scores in Figure 4.5 in AWFQI oracle and
Figure 4.8 in normal AWFQI.

Both AWFQI oracle and AWFQI are not performing satisfactorily here as

well. In this setting, the other algorithms were, in general, worse than the

previous sub-setting because the number of samples is less here. Compared

to AWFQI algorithms, they outperform because they have the opportunity

to collect samples randomly (using u niform policy), and they are not re-

stricted to pre-defined (s, a). Besides, here we can see that AWFQI oracle

and IWFQI performance deteriorates compared to before, which could be

another consequence of few numbers of samples size (budget).
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Figure 5.6: All algorithms collected (s, a) on target MDP through steps. In this
setting, the score function restricts both AWFQI oracle and AWFQI to collect only the
samples that their state-action exist in source data files. Samples are collected using
score function in Figure 4.5 in AWFQI oracle and Figure 4.8 in AWFQI.

This figure shows the state-action pairs collected through the runs. Due to

the limitation of the number of samples in the source MDPs, we notice that

the data points collected in AWFQI oracle and AWFQI in Figure 5.4 and 5.6

are comparable.
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5.2.2 Setting 2: Grid Mode

Number of episodes (n episode = 10)

In this section, in all the tests, the number of episodes is 10.
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Figure 5.7: The algorithms performance. In this setting, the score function/table
contains only the (s, a) in grid, and both AWFQI oracle and AWFQI collect the samples
that their (s, a) exist in the grid. Samples are collected using scores in Figure 4.5 in
AWFQI oracle and Figure 4.8 in AWFQI.

In this setting, both AWFQI oracle and AWFQI perform better than other

algorithms. They have a good jumpstart compared to other algorithms,

which shows their satisfactory performance with even very few samples. Also,

the difference between AWFQI oracle and AWFQI seems very little, which

suggests the predicted scores were consistent with the true scores.
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Figure 5.8: All algorithms collected (s, a) on target MDP through steps. In this set-
ting, the score function/table contains only the (s, a) in grid, and both AWFQI oracle
and AWFQI collect the samples that their (s, a) exist in the grid. Samples are collected
using scores in Figure 4.5 in AWFQI oracle and Figure 4.8 in AWFQI.

The sampled state-action pairs in this figure show that both AWFQI oracle

and AWFQI transfer samples from the regions near the goal state. As de-

picted in Figure 5.8, AWFQI tends not to sample from the bottom-middle

part of the grid, where indeed the MDPs are the same. Also, the similar-

ity between the asymptotic behavior of performance of AWFQI oracle and

AWFQI algorithm and the samples they collected show that GPs is working

quite well in predicting the variance of rewards in the score function.

68



Number of episodes (n episode = 1)

In this section in all the tests the number of episodes is 1.
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Figure 5.9: The algorithms performance. In this setting, the score function/table
contains only the (s, a) in grid, and both AWFQI oracle and AWFQI collect the samples
that their (s, a) exist in the grid. Samples are collected using scores in Figure 4.4 in
AWFQI and Figure 4.7 in AWFQI. The sub-plot on the bottom provides a closer view
on the asymptotic behaviors of the algorithms.

In this setting, AWFQI’s starting point is not as good as the previous setting
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(especially we have ups and downs in the plots), but it converges to the

same point (as shown in the sub-plot on the bottom of Figure 5.9) with even

much less number of budget, since we have only one episode in each step

and algorithms add 50 samples for updating their policy. In general, they

outperform other algorithms which confirms that the active version with a

generative model is indeed more sample efficient.

Figure 5.10: All algorithms collected (s, a) on target MDP through steps. In this set-
ting, the score function/table contains only the (s, a) in grid, and both AWFQI oracle
and AWFQI collect the samples that their (s, a) exist in the grid. Samples are collected
using scores in Figure 4.4 in AWFQI oracle and Figure 4.7 in AWFQI oracle.
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This figure confirms the results we obtained in Figure 5.9, and we can see

that the points that are collected in steps in AWFQI oracle and AWFQI are

almost in the same regions.

5.2.3 Setting 3: Source Data and Grid Mode (Both)

Number of episodes (n episode = 10)

In this section, in all the tests, the number of episodes is 10.
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Figure 5.11: The algorithms performance. In this setting, the AWFQI oracle score
function/tables contains (s, a) from grid and source data. AWFQI contains grid state-
action pairs and the pairs from source data files. Both types of (s, a) are predicted
from source data files. Samples are collected using scores in figure 4.6 in AWFQI oracle
and figure 4.9 in AWFQI.

Here, the figures show good performance for both algorithms. The reason

could be we keep both state-action pairs from the source MDPs and the

ones from the grid; consequently, the score function can select each of those

samples and does not have the limitation as setting 1. Besides, the function

is continuous, as we can potentially select very small dx and dy. AWFQI
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performs slightly better than AWFQI oracle version. They have a very higher

jumpstart rather than other algorithms and converge to a higher value.

Figure 5.12: All algorithms collected (s, a) on target MDP through steps. In this
setting, the AWFQI oracle score function/tables contains state-action pairs from both
grid and source data. AWFQI contains grid state-action pairs and the ones from
source data files. Both types of (s, a) are predicted from source data files. Samples
are collected using scores in figure 4.6 in AWFQI oracle and figure 4.9 in AWFQI.

Although the spread of sampling in AWFQI oracle and AWFQI are different

suggested by this figure, the overall performances of these algorithms are

higher than the others. It could be because they have collected samples from

different regions of the environment.
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Number of episodes (n episode = 1)

In this section in all the tests the number of episodes is 1.
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Figure 5.13: The algorithms performance. In this setting, the AWFQI oracle score
function/tables contains (s, a) from grid and source data. AWFQI contains grid state-
action pairs and the pairs from source data files. Both types of (s, a) are predicted
from source data files. Samples are collected using scores in figure 4.6 in AWFQI oracle
and figure 4.9 in AWFQI. The sub-plot on the bottom provides a closer view on the
asymptotic behaviors of the algorithms.
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Figure 5.14: All algorithms collected (s, a) on target MDP through steps. In this
setting, the AWFQI oracle score function/tables contains state-action pairs from both
grid and source data. AWFQI contains grid state-action pairs and the ones from
source data files. Both types of (s, a) are predicted from source data files. Samples
are collected using scores in figure 4.6 in AWFQI oracle and figure 4.9 in AWFQI.

In this setting, even when the number of collected samples is very few, both

AWFQI oracle and AWFQI work well and converge to the same value as

before relatively fast. In terms of convergence point, AWFQI converges in

the third step, while AWFQI oracle version converges sooner in step two.

The algorithms have worse jumpstart than the previous setting due to fewer

budget for transferring the samples but as clearly can be seen in the sub-
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plot on the bottom of Figure 5.13 the asymptotic behaviors of the active

algorithm outperforms the non-active algorithms.

As presented in Figure 5.14, the collected points in AWFQI are in the optimal

trajectory, while AWFQI oracle does not collect samples from all the path

on the trajectory but still performs very well.

All in all, through out the experiments, we could show that the proposed

active transfer of samples with a generative model is indeed more sample

efficient.
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Chapter 6

Conclusions & Future Work

In this work, we proposed an active transfer learning algorithm as a con-

tinuation of previous research conducted by Tirinzoni et. al IWFQI in TL.

We designed a scoring function that scores the samples collected from the

source tasks by capturing the dissimilarities among them. In this regard,

we implemented several score functions based on Uniform distribution (ran-

dom), Mutual Information MI and variance among the source tasks and vali-

dated the usefulness of these approaches by an experiment which showed the

variance-based score function defeated other approaches in terms of accuracy

of predicting the target task.

Then, we predict the conditional variance among the source MDPs given the

already collected samples by applying GPs regression method. An advantage

of using GPs is its potential for estimating the variance in environments such

as Puddle World since the rewards surface follows Gaussian distribution.

After that, we actively used this function through the runs of the algorithm

(AWFQI) for updating the policy and solving the target MDP task. This

function can be applied in discrete and continuous domains and does not

consider any prior assumption about the distribution of the source or target

MDPs. We compared the performance of our method with other state-of-the-

art algorithms on transferring the samples such as RBT, SDT, IWFQI, and a

non-transfer algorithm (FQI). We showed that our method outperforms these

algorithms in many situations, especially when the budget for transferring is

limited. We further implemented an oracle version of the AWFQI algorithm



to show the extent to which our method is affected by estimating the source

environment in unknown regions. Moreover, we empirically examined the

proposed active transfer of samples with access to the generative model,

which shows the proposed algorithm’s sample efficiency. We noticed that

AWFQI performs almost the same as the oracle version.

Nevertheless, as future work, it would be interesting to utilize other regres-

sors or ML models for better estimation of the dissimilarity among the source

MDPs. Apart from that, one could investigate more forms of scoring criteria

in the score function construction as we tested only three approaches. Be-

sides, it might be interesting to combine multiple distinct measures instead

of utilizing only one criterion to devise an ensemble method for calculating

the state-action pair’s scores. In addition, in some of the observations in the

results, we noticed that sometimes the estimated scores work better than

the oracle version. It raises the thought to incorporate exploration factor

supplementary to the used score function.
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Schaul, Hado P van Hasselt, and David Silver. Successor features for

transfer in reinforcement learning. In Advances in neural information

processing systems, pages 4055–4065, 2017.

[7] Marc G Bellemare, Will Dabney, and Rémi Munos. A distributional
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