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Abstract

Due to its innovative design and the strong coupling among thermal hydraulics, neu-
tronics and fuel chemistry, the multiphysics approach has become a standard tool to
address the design and analysis of the Molten Salt Fast Reactor (MSFR). Despite recent
advancements, the integration of fission products (FPs) transport modelling has not
been addressed yet. Some FP species are not expected to form stable compounds with
the constituents of the liquid fuel salt and are likely to deposit on reactor surfaces in the
form of solid precipitates, giving rise to potential issues such as formation of localised
decay heat sources as well as deterioration of heat exchanger performance. The correct
evaluation of solid FPs distribution is also crucial for the estimation of the radiological
and decay heat inventory of the reactor, and to design effective FPs management and
reprocessing strategies.

The main goal of this work is therefore the extension of state-of-the-art MSFR mul-
tiphysics tools towards the modelling and simulation of solid FPs within the reactor.
Several aspects are covered, including (i) the treatment of deposition of precipitated so-
lid particles on reactor walls, both from the modelling and numerical viewpoint; (ii) the
modelling of precipitation/dissolution of FP particles to account for local temperature
variations; (iii) effects of turbulence closure modelling on the prediction of transpor-
ted species, especially for complex geometries. An advection-diffusion-decay model is
first integrated in an incompressible single-phase multiphysics MSFR solver based on
the open-source CFD library OpenFOAM. Then the developed models are tested on
two-dimensional MSFR cases, showing the role of RANS turbulence modelling on the
prediction of particle transport and deposition. The development of a three-dimensional
LES model for the MSFR is also addressed, suggesting the feasibility of more advanced
turbulence modelling approaches in the context of multiphysics analysis of the MSFR.
Preliminary results show interesting dynamic behaviour, with promising applications in
a wide range of MSFR studies.
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Estratto

Grazie a caratteristiche progettuali innovative e al forte accoppiamento tra termoidrau-
lica, neutronica e chimica del combustibile, l’approccio multifisico è divenuto uno stru-
mento standard nell’analisi e la progettazione del reattore veloce a sali fusi (MSFR).
Nonostante i recenti progressi, il trasporto dei prodotti di fissione (FP) è un aspetto non
ancora studiato nel dettaglio. Alcune specie di FP, che non formano composti stabili con
i costituenti della miscela del combustibile liquido, possono depositare sulle superfici del
reattore sotto forma di precipitati solidi, dando luogo a problematiche quali la formazio-
ne di sorgenti di calore di decadimento localizzate e il deterioramento delle prestazioni
degli scambiatori di calore. La corretta previsione della distribuzione dei FP solidi è
anche di rilievo per la stima dell’inventario radiologico e del calore di decadimento del
reattore, e per lo studio di strategie efficaci per la gestione e il riprocessamento degli
stessi FP.

L’obiettivo principale di questo lavoro è dunque l’estensione degli strumenti di analisi
multifisica per il MSFR allo stato dell’arte verso la modellazione del trasporto di FP solidi
all’interno del reattore. Tra i diversi aspetti presi in esame figurano (i) la deposizione di
particelle solide precipitate sulle pareti del reattore, da un punto di vista sia modellistico
che numerico; (ii) la modellazione della loro precipitazione/dissoluzione in funzione delle
variazioni locali di temperatura; (iii) gli effetti dovuti alla scelta dei modelli di turbolenza
sulla stima delle specie trasportate, in particolare per geometrie più complesse. Delle
equazioni di trasporto per i FP sono state dapprima integrate in un solutore multifisico
monofase incomprimibile basato sulla libreria CFD open-source OpenFOAM. I modelli
sviluppati sono stati poi testati su casi semplificati inerenti al MSFR, mostrando il ruolo
dei modelli di turbolenza RANS nella previsione del trasporto e della deposizione delle
particelle solide. Infine, è stato sviluppato un modello LES preliminare del reattore allo
scopo di mostrare la fattibilità dell’impiego di approcci più avanzati di modellazione
della turbolenza nel contesto dell’analisi multifisica del MSFR, con interessanti risvolti
nello studio della dinamica e del controllo del reattore.
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Ēf,g avg. g-th group fission energy

f channel aspect ratio

Politecnico di Milano 19 Andrea Di Ronco



LIST OF SYMBOLS

FD particle diffusivity correction factor

g gravitational acceleration

H channel half-width

Jd particle (surf.) deposition flux

kB Boltzmann constant

keff effective multiplication factor

L channel length

M confluent hypergeometric function

p fluid pressure

Pe Péclet number

Pr Prandtl number

Prt turbulent Prandtl number

q′′′ vol. energy source

Re Reynolds number

S̄ average particle (vol.) source
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Chapter 1

Introduction

Research on liquid-fuel reactor concepts has gained renewed interest over the last decade.
Among them, the Molten Salt Reactor (MSR) and, in particular, the fast spectrum
MSFR (Molten Salt Fast Reactor) has obtained a leading role as one of the selected
Generation IV reference technologies [46]. The adoption of a circulating liquid fuel, in
conjunction with the fast neutron spectrum, makes the MSFR system unique from the
design and modelling viewpoints. Internal heat generation, fuel thermal feedback and
transport of delayed neutron precursors and fission products lead altogether to a strong
intrinsic coupling between thermal hydraulics, neutronics and fuel chemistry. Reactor
modelling efforts have therefore shifted towards full-core and multiphysics analysis to
meet the requirements and complexity of physical and computational models for the
MSFR. A comprehensive account of state-of-the-art multiphysics modelling tools for
the MSFR can be found in [49]. Multiphysics simulation codes have been successfully
employed to investigate several MSFR features, such as for instance the adoption of a
bubbling system [13, 14], fuel compressibility effects [12], the analysis of freeze-valve
behaviour [48]. Multiphysics-based MSFR models have also been adopted to test the
application of advanced data analysis and model order reduction techniques [21, 17].

Fission products (FPs) represent a major challenge in the modelling and design of
the MSFR. They originate within the fuel and are not retained by solid structures, being
thus free to be carried by the liquid fuel along the primary circuit. Some FP species are
not expected to form stable compounds with the constituents of the fuel salt mixture [22,
3] and therefore may give rise to separate phases, either in the form of solid precipitates
or gas bubbles. Solid FPs are likely to deposit on reactor surfaces in the form of solid
precipitates [28, 15], giving rise to potential issues such as formation of localised decay
heat sources as well as deterioration of heat exchanger performance. Surface deposits
might also pose a serious radiological threat in inspection/maintenance operations. In a
similar way, the oxidation of fissile species in particular operating conditions might lead
to the formation of solid precipitates [6], with potential issues related to the transport
and local accumulation of fissile particles.
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1.1. OBJECTIVES, MOTIVATION AND OUTLINE

1.1 Objectives, motivation and outline

The analysis of FPs transport has found limited space in recent MSFR studies. In this
regard, there has been some effort on modelling the behaviour and effects of Xenon
transport in MSRs [43, 11], while the analysis of metallic FPs in the context of a mul-
tiphysics system code for the study of the Molten Salt Reactor Experiment has been
recently addressed by [51]. The analysis of the MSFR by means of a traditional system-
code approach is made difficult by its peculiar geometry and fuel circulation, making
the use of high-fidelity models a more appropriate choice. Local temperature effects
on precipitation of metallic species can also be directly taken into account, in view of
coupling with thermochemistry calculations [35].

The subject of this work is therefore the integration of transport models for solid
FPs in state-of-the-art MSFR multiphysics tools, and to perform a preliminary analysis
of FPs transport and deposition in relevant simplified MSFR cases. The development
platform is the C++ open-source finite-volume CFD library OpenFOAM [39]. Due
to their direct effect on species transport, different turbulence modelling approaches
are tested in a more realistic MSFR case. Such approach is intended to allow for the
analysis of inherently two- and three-dimensional effects, such as transport in complex
turbulent flows, the estimation of particle deposition fluxes directly from concentration
fields and the interaction with the gas bubbling system. Local temperature effects on
precipitation of metallic species can also be directly taken into account, in view of cou-
pling with thermochemistry calculations [35]. Turbulence modelling plays a significant
role in the prediction of transported quantities such as fission products, especially for
complex three-dimensional geometries. The employment of different turbulence mod-
elling approaches should be considered to assess their influence on FPs distribution
and deposition within the reactor. Therefore, different models based on the standard
Reynolds-averaging (RANS) approach are used to assess turbulent transport of FPs, and
more sophisticated techniques such as Large Eddy Simulation (LES) are also considered
for the future extension of predictive capabilities of MSFR multiphysics tools.

The remainder of this thesis is organised as follows. In Chapter 2 the developed
multiphysics approach is described. Then, its implementation in OpenFOAM is verified
against analytical solutions for simplified test cases. The analytical solutions are derived
from the well-known Graetz problem, which is here formulated for a general case with
distributed source terms, linear decay and mixed-type boundary conditions. To the
authors knowledge, such form of the Graetz problem has not been addressed in detail in
the literature, and therefore the complete derivation is reported. The influence of some
key model parameters is discussed, and corresponding solutions from the OpenFOAM
and analytical models are presented and compared.

Chapter 3 is devoted to the preliminary analysis of FPs transport and deposition
in relevant two-dimensional MSFR cases. Potential numerical issues arising from the
commonly adopted “perfect adsorption” wall boundary conditions are addressed. Ana-
lytical results from Chapter 2 are also used to illustrate such issues, and are compared
to numerical simulation in a lid-driven cavity. Then, due to their direct effect on species
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CHAPTER 1. INTRODUCTION

transport, different turbulence modelling approaches are tested in a more realistic two-
dimensional MSFR case.

In Chapter 4, a preliminary LES 3D model of the MSFR is presented. Different LES
turbulence closure models are tested in transient simulation to study the free dynamics
of the MSFR evolving from initial RANS steady-state conditions, and highlighting the
coupled effect of large-scale turbulence fluctuations on the different physics and relevant
integral properties of the reactor.

Finally, Chapter 5 reports some conclusive remarks and suggestions for possible
future extensions of the work.

1.2 The Molten Salt Fast Reactor

The Molten Salt Fast Reactor is conceived as a nuclear reactor for commercial power
production, with a thermal output of the order of 3000 MWth. Its major design feature
is the adoption of a liquid fuel, resulting in several potential advantages with respect to
more traditional reactor designs:

• compact design, with low fuel inventory

• homogeneous fuel, with no need of fuel loading plan

• direct production of heat within the coolant, with no heat transfer from solid fuel
elements

• possibility of online fuel reprocessing, with no need of reactor shutdown and more
optimised usage of fissile/fertile resources and higher burnup

• intrinsic safety thanks to large negative temperature feedback

• good breeding ratio and reduced initial fissile inventory

Among liquid fuel carriers, fluoride salts have been chosen as they fulfil all main
constraints and desiderata: they have relatively low melting temperatures and vapour
pressures, high boiling points, good thermal properties and stability under irradiation.
Furthermore, they are fairly transparent to neutrons and show good solubility of fis-
sile/fertile elements.

Nuclear reactors with circulating fuels also show rather unique neutronics features.
For instance, delayed neutrons are produced in a non negligible fraction outside the core
region as the fuel is continuously extracted for cooling. Therefore the core mass flow
rate has a strong impact on reactivity and reactor dynamics and control [1].

Conversely, liquid fuels present one of the most formidable challenges in terms of
reactor design, analysis and operation. The Oak Ridge National Laboratory (ORNL)
extensively focused on researching MSR technology for energy production during the
‘50s and ‘60s. The most remarkable outcome of these efforts was the successful oper-
ation of the Molten Salt Reactor Experiment (MSRE) and the design of the Molten
Salt Breeder Reactor (MSBR) [34]. Despite these positive experiences, the Molten Salt
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Reactor Project was discontinued in the ‘70s and, unfortunately, the MSBR was never
constructed.

The MSFR design is continuously evolving and research activities are ongoing in
the framework of the H2020-Euratom project SAMOSAFER (https://samosafer.eu).
Details about the MSFR concept can be found e.g. in [46] and the related bibliography.

Andrea Di Ronco 26 Politecnico di Milano

https://samosafer.eu


Chapter 2

The Multiphysics Model

The results presented in this Chapter have been published in:

Di Ronco, A., et al. “An Eulerian Single-Phase Transport Model for Solid Fission Products in
the Molten Salt Fast Reactor: Development of an Analytical Solution for Verification Purposes”.
Frontiers in Energy Research, vol. 9, 2021, https://doi.org/10.3389/fenrg.2021.692627.

In this Chapter, the multiphysics solver adopted for the analysis of solid FPs trans-
port is described. All the relevant equations are reported, with particular detail on the
implementation of the transport equations for solid FPs. Then, the model implementa-
tion is verified against a simplified analytical model derived ad-hoc.

2.1 The OpenFOAM library

The OpenFOAM framework [39, 53] is used as the development platform for the im-
plementation of the numerical solver. It consists of a set of C++ libraries that offer
automated matrix construction and solving capabilities for scalar and vector equations,
employing state-of-the-art Finite Volume Methods (FVM) with user-defined discretisa-
tion and interpolation schemes. Thanks to its flexibility and high-level programming
interface that make it suitable for modelling complex coupled problems, OpenFOAM
has seen widespread application in CFD analysis, both in academia and industry. A
remarkable aspect of the OpenFOAM framework is the close resemblance between its
high-level C++ representations of continuum mechanics equations and their correspond-
ing mathematical counterparts. All model equations are solved sequentially, following an
iterative segregated coupling approach. For instance, the OpenFOAM implementation
of the following vector equation,

∂(ρU)

∂t
+∇ · (ρUU)−∇ · (µ∇U) = −∇p, (2.1)

would be similar to the following code:
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solve

(

fvm::ddt(rho, U)

+ fvm::div(phi, U)

- fvm::laplacian(mu, U)

==

- fvc::grad(p)

);

where fvm and fvc respectively indicate separate C++ namespaces for implicit and
explicit finite-volume method calculations, while phi is an OpenFOAM device used to
describe the face flux field computed starting from the ρU product. Equations constitut-
ing numerical solvers can be easily modified or extended to include additional physical
terms, requiring only a relatively basic understanding of C++.

In addition to the simplicity with which the constitutive equations of various phys-
ical phenomena can be constructed, OpenFOAM is shipped with a variety of pre-built
models and solvers for the modelling of fluid flows. Pre-built validated solvers range
from single-phase incompressible/compressible thermal flows to reactive multiphase eu-
lerian/lagrangian transport problems. For instance, the backbone of a C++ application
for solving a basic incompressible transient flow would resemble the following code:

int main()

{

while (run())

{

time++;

// --- Pressure-velocity corrector loop

while (loop())

{

#include "UEqn.H"

// --- Pressure corrector loop

while (correct())

{

#include "pEqn.H"

}

}

}

return 0;

}

where it is evident that, at each time step, the code blocks which solve for the velocity
(UEqn.H) and pressure (pEqn.H) equations are invoked multiple times within nested
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iteration loops, based on the standard practice for coupled pressure-velocity solution in
CFD codes. The run(), loop() and correct() functions are indeed responsible for
checking exit conditions of iteration loops at different solution phases, based on user-
defined convergence/stopping criteria. Additional equations can be assembled, included
and solved according to different coupling strategies, offering a flexible environment for
the construction of multiphysics solvers.

Originally developed for the transient analysis of the MSFR [2], the adopted mul-
tiphysics solver was recently extended to allow for the study of compressibility effects
during super-prompt-critical transients [13] and of the bubbling system [12, 11]. The
version employed in this work features single-phase incompressible thermal hydraulics,
multi-group neutron diffusion and transport equations for delayed neutron and decay
heat precursors. Transport equations for fission products are solved alongside the other
physical modules, to provide a fully-coupled multiphysics simulation.

2.2 Thermal hydraulics model

Continuity, momentum and energy (in temperature form) conservation equations are
expressed in a single-phase incompressible formulation:

∇ · u = 0 (2.2)

∂u

∂t
+∇ · (uuT ) = −1

ρ
∇p+ [1− βT (T − T0)]g

+∇ ·
[
νeff

(
∇u+ (∇u)T

)] (2.3)

∂T

∂t
+∇ · (uT ) = ∇ · (αeff∇T ) +

q′′′

ρcp
(2.4)

where the quantities u, p and T , which correspond to velocity, pressure and temperature,
respectively, are intended as averaged in the sense of Reynolds-Averaged Navier-Stokes
modelling. It follows that turbulence modelling is performed by means of standard eddy-
viscosity based closure models, such as the well-known k-ε model [31], for which effective
momentum and thermal diffusivities can be expressed as the sum of a laminar and a
turbulent contribution:

νeff = ν + νt (2.5)

αeff = α+ αt =
ν

Pr
+

νt
Prt

(2.6)

where Pr and Prt are the Prandtl and turbulent Prandtl numbers, respectively. Mo-
mentum and energy equations are coupled thanks to the Boussinesq approximation, for
which the density value driving the buoyancy term in (2.3) is linearised around a refer-
ence temperature T0 and βT represents the volumetric thermal expansion coefficient of
the fluid. Except for what concerns density in the linearised buoyancy term, constant
average values are used for thermophysical properties to keep the numerics and the cou-
pling between different physics as simple as possible. Finally, q′′′ represents a volumetric
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energy source which includes internal heat generation (both prompt and delayed) and
optionally other energy sinks to model heat removal systems.

Pressure-velocity coupling is performed through the standard SIMPLE/PISO algo-
rithms [40, 25].

2.3 Neutronics model

The multi-group diffusion model is adopted for neutron flux calculations [24]. Despite
some limitations, it is widely employed in standard nuclear reactor analysis. Thanks to
its relative simplicity and limited computational effort, it has found several successful
applications especially for multiphysics analysis [2, 20]. More recent works have also
proposed the extension of OpenFOAM-based multiphysics codes to more advanced neu-
tron transport approaches, e.g. the SP3 model [19, 13]. The diffusion equation for the
g-th group-integrated neutron flux φg reads:

1

vg

∂φg

∂t
= ∇ · (Dn,g∇φg) +

(1− βd)χp,g
ν̄g
keff

Σf,g − Σa,g −
∑
h̸=g

Σs,g→h

φg + Sn,g (2.7)

where Sn,g is the explicit neutron source of the g-th group, constituted by prompt fission
and scattering neutrons from other groups and delayed neutron precursors decay:

Sn,g = (1− βd)
∑
h̸=g

χp,h
ν̄h
keff

Σf,h φh +
∑
h̸=g

Σs,h→g φh + χd,h

∑
k

λd,kck (2.8)

The presence of φh in the explicit source term Sn,g couples the transport equations
for different energy groups, which are therefore dealt with following a segregated it-
erative approach. Most symbols have straightforward meaning and are listed in the
Nomenclature section. It is worth mentioning that keff acts as a tunable multiplication
factor to model a prescribed reactivity insertion. A power-iteration routine based on the
k-eigenvalue method is also included for steady-state simulation, which allows for the
iterative adjustment of keff to attain criticality at a specified power level.

Albedo boundary conditions [24] have been applied to both the radial wall (blanket
salt) and the upper and lower limits of the core (axial reflectors) in order to further
decrease the computational cost of the simulations. This reduces the computational
effort needed by limiting the solution of the neutron diffusion equation to the fuel salt
circuit.

Due to the circulating nature of the fuel, transport equations are formulated also for
delayed neutron and decay heat precursors. The transport equation for the concentration
of delayed neutron precursors of the k-th family ck reads:

∂ck
∂t

+∇ · (u ck) = ∇ · (Deff ∇ck)− λd,k ck + βd,k
∑
g

ν̄g Σf,g φg (2.9)
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A discussion on the diffusion coefficient Deff is given in Section 2.4. An analogous
equation holds for the concentration of decay heat precursors of the l-th family dl:

∂dl
∂t

+∇ · (u dl) = ∇ · (Deff ∇dl)− λh,l dl + βh,l
∑
g

Ēf,g Σf,g φg (2.10)

In the above equation, the actual concentration of decay heat precursors is multiplied
by the average fission energy, such that dl represents a volumetric amount of “latent”
fission energy. Consistently, the volumetric heat source is given by:

q′′′ = (1− βh)
∑
g

Ēf,g Σf,g φg +
∑
l

λh,l dl (2.11)

.

2.3.1 Calculation of group constants

In order to account for thermal feedback on neutronics, the model includes a dependency
of the cross sections on fuel temperature and density. The Doppler effect, in particu-
lar, is given by a logarithmic dependence of the fuel capture and fission cross sections,
which was estimated by interpolating Monte Carlo runs at different fuel temperatures.
Even though the fluid fuel is considered incompressible as far as thermal hydraulics is
concerned (except for the linearised buoyancy term), a linear dependence on local tem-
perature is considered to capture the effects of thermal expansion on nuclear properties.

Group constants are therefore adjusted as functions of local temperature around
reference values to account for Doppler and fuel density effects. For a generic neutron
reaction r occurring in the g-th energy group:

Σr,g =

(
Σ0
r,g +ΣT

r,g log
T

TΣ
0

)
1− βT (T − T0)

1− βT (TΣ
0 − T0)

(2.12)

where Doppler effects are modelled by means of a logarithmic term where Σ0
r,g and ΣT

r,g

respectively represent the cross-section and a corresponding logarithmic coefficient at
a reference temperature TΣ

0 , whereas density effects are taken into account through a
linear correction consistently with the buoyancy term. The reference temperature for
cross-sections can be chosen independently from T0. An analogous approach is employed
for the correction of the intra-group neutron diffusion coefficient Dn,g.

The group constants Σ0
r,g and ΣT

r,g, as well as equivalent terms for diffusion coef-
ficients, have been derived using the Monte Carlo reactor physics and burnup code
SERPENT 2 [32] with the JEFF-3.1 evaluated nuclear data library [30]. Serpent is able
to perform steady-state neutronics calculations on arbitrarily complex models based on
constructive solid geometry (CSG). Group constant generation for reactor analysis codes
was one of the original purposes for SERPENT. It is able to generate all the input pa-
rameters required for reactor calculations, such as homogenised macroscopic reaction
cross sections, isotopic microscopic cross sections, diffusion coefficients and delayed neu-
tron parameters. Most parameters are calculated using conventional Monte Carlo tallies.
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Since the typical use case for SERPENT dictates the specification of a single tempera-
ture for each zone/material, the calculation must be repeated for different temperature
conditions. Then, the sets of group constants generated at different temperatures can be
post-processed to produce ad-hoc interpolation parameters. This simplified approach has
shown the capabilities to describe the spatial and time dependence of neutron fluxes in
the MSFR with a good degree of accuracy [2], making it a preferable tool for CFD-based
multiphysics calculations.

2.4 Fission products transport model

Similarly to other transported scalar quantities, each fission product specie is modelled
as a continuous scalar concentration field subject to advection, diffusion and decay mech-
anisms:

∂C

∂t
+∇ · (uC) = ∇ · (Deff∇C)− λC + yC

∑
g

Σf,g φg (2.13)

where C is the concentration of the species under consideration, expressed in number of
particles per unit volume. Deff is the total particle diffusivity, u is the carrier velocity
field and λ represent the decay constant of a fission product specie. Since chemical
interactions between species and formation of separate phases are neglected, the source
term can be simply related to the fission rate through a suitable yield coefficient yC .

As previously mentioned, this modelling choice is motivated by the need to limit the
overall complexity and computational requirements of the MSFR, and to easily integrate
such models in state-of-the-art MSFR codes. The single-phase Eulerian approach can
still represent a valid approximation, provided that some conditions are met. Theoreti-
cal and experimental analysis has suggested that Fick’s diffusion law only applies when
inertial effects are negligible, and that particles inertia plays an increasingly dominant
role in transport mechanisms as particles size increases [33, 23]. Little information is
known about the expected size of fission product particles in the MSFR, but previous
experience with MSRs suggests formation of colloidal suspensions (i.e. with particle
diameters approx. between 10−9m and 10−6m) should be expected [15] and that simple
diffusion laws may apply, at least as a first approximation. The other main condition
requires the particle concentration in the carrier fluid to be sufficiently low to make all in-
teractions between each particle and the fluid, or among particles themselves, negligible.
Provided that such conditions are met, the adoption of more sophisticated approaches,
e.g. Eulerian-Eulerian multiphase or Eulerian-Lagrangian, may prove little benefit at
the expense of a much more complex modelling framework.

As regards the particle diffusivity, it is commonly assumed that the diffusivity coef-
ficient Deff may be separated in a laminar and a turbulent contribution, analogously to
(2.6):

Deff = D +Dt =
ν

Sc
+

νt
Sct

(2.14)

where Sc and Sct are Schmidt and turbulent Schmidt numbers, respectively. The particle
size can be used to derive a common expression for the laminar diffusivity D, which is
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given by the so-called Stokes-Einstein equation:

D =
kBT

3πρνdp
(2.15)

where kB is the Boltzmann constant and dp is the particle diameter. The above equation
is derived under the assumption of large Schmidt number Sc [4] and can be used to
estimate Sc in such limit:

Sc =
3πρν2dp
kBT

(2.16)

It is worth mentioning that particle size plays a relevant role in determining particle
diffusivity, according to the Stokes-Einstein relation. Particles sizes are determined by
complex nucleation and growth mechanisms. Furthermore, size influences the relative
role of inertial effects on momentum transport, invalidating the assumption of gradient-
driven turbulent transport above certain diameter values. For the sake of simplicity,
these modelling aspects are here neglected.

2.4.1 Deposition modelling

Besides particle transport in the bulk flow, transport mechanisms which lead to deposi-
tion need to be addressed separately. First of all, when particle-wall interaction in the
boundary layer is considered, a variable diffusion coefficient can be introduced to model
hydrodynamic interactions between particles and solid walls [8]. In such case, Deff is
assumed as a function of the particle-wall distance:

Deff = Deff (y) (2.17)

where y denotes the wall-distance in the normal direction in a boundary layer flow.
Moreover, it is commonly accepted that Deff is mostly constant in the bulk of the flow
and abruptly decreases in a very small layer close to walls. For this reason it can be
assumed

Deff (y) = FD(y)D
∞
eff (2.18)

where D∞
eff is a constant bulk diffusivity and FD(y) a correction factor which is always

comprised within 0 and 1 [8].
Moreover, to model deposition mechanisms and formulate appropriate boundary con-

ditions for the particle concentration field, one possible approach is the inclusion in the
transport equation of a particle-wall interaction forcing term based on an interaction
potential energy ϕ [45, 7]. Since boundary layer flows are inherently two-dimensional,
close to a generic wall the steady-state transport equation reads

Deff (y)
∂2C

∂x2
+

∂

∂y

(
Deff (y)

∂C

∂y
+

Deff (y)

kT

dϕ

dy
C

)
− u(y)

∂C

∂x
− λC + S = 0 (2.19)

where x and y here denote the longitudinal and transversal directions. This approach
is general but introduces significant complication in the general problem. It is therefore
beneficial, when possible, to decouple the advection-diffusion and deposition problems.
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0

y
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δϕ

ϕ(y)ϕ(y)

wall region

bulk region

Cw(y)

Cb(y)

Figure 2.1: Decoupling of the transport and deposition problems: solutions for the wall
region (Cw) and the bulk region (Cb) are obtained separately and joined by imposing
interface continuity on particle concentration and particle flux at y = δϕ. The wall region
thickness δϕ ≪ H is defined as the distance at which ϕ(δϕ) becomes arbitrarily small.

When the energy potential ϕ and the hydrodynamic interaction effects are significant
only over distances of the order of the particle size, this can be effectively achieved by
dividing the boundary layer is divided in two regions (Figure 2.1): the bulk region,
where advection occurs and interactions are negligible, and a very thin wall region, where
advection is negligible and deposition processes take place. The two regions are subject
to an interface condition, which equates the particle concentration C(δϕ) and its flux at
a certain distance δϕ from the wall (with δϕ chosen such that ϕ(δϕ) is arbitrarily small).
It has been shown that, under fairly general hypotheses on ϕ, the coupled solution of
the two regions may be approximated such that the wall region influence is collapsed in
a first-order reaction boundary condition for the bulk region [45, 44]:

D∞
eff

∂C

∂y
= γ C, y = 0 (2.20)

where

γ = D∞
eff

[∫ δϕ

0

(
FD(y)

−1eϕ(y)/kT − 1
)
dy

]−1

(2.21)

The coefficient γ is therefore a constant depending on F and ϕ. In principle its value
might also depend on the integration limit δϕ, but it has been shown that in many
circumstances its influence on the value of the integral is relatively small over a relatively
broad range [44]. It should be noted that these results are derived under the assumption
of negligible axial diffusion (which is commonly the case) and in absence of source terms
and decay. They are, however, representative of a broad class of particle-wall interaction
problems and it is here assumed that internal sources or decay phenomena do not alter
significantly such behaviour.
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In the general three-dimensional case, the wall boundary condition can be written as

−D∞
eff∇C · n = γ C (2.22)

for any point on the wall boundary, where n denotes the outward pointing wall-normal
direction. In this model, wall adsorption of fission product particles is modelled through
a single deposition parameter γ, which has the physical dimensions of a velocity. The
assumption of “perfectly adsorbing” walls is adopted, i.e. γ is let to tend to infinite such
that the wall boundary condition simplifies to

C = 0 (2.23)

In this way, conservative estimates of deposition fluxes are obtained. This represents
indeed a major approximation, but it is widely adopted in the literature of CFD-based
particle transport problems. Moreover, system-code approaches which follow fluid dy-
namic analogy with momentum transport are in general not feasible due to non-standard
geometries found in MSFR cases.

Since particle-wall interactions are modelled by means of a simple first-order bound-
ary condition, the deposited quantities can easily tracked by solving

∂Cd

∂t
= −λCd + γC (2.24)

where Cd represents the surface concentration of deposited particles on the wall bound-
ary, expressed in number of particles per unit area. Desorption mechanisms can be
included as well by adding a corresponding term (2.24),

∂Cd

∂t
= −(λ+ δ)Cd + γC (2.25)

with δ being the desorption rate constant [55].

2.4.2 Distributed sources

Some peculiar aspects of problems involving the transport of quantities subject to de-
position boundary conditions and distributed internal generation need to be discussed.
Distributed internal generation represents a modelling condition which is hardly found
in common particle transport problems, and its effects on the concentration boundary
layer need to be carefully addressed in CFD-based calculations. In particular, it is found
that when deposition boundary conditions prescribe a vanishing species concentration
at wall boundaries, large concentration gradients are to be expected if non-negligible
generation of particles occurs in the boundary layer. This is naturally the case in MSFR
calculations, where the fission rate does not vanish at reactor boundaries.

To provide some insight, analytical solutions for the scalar transport problem defined
by Equation (2.13) are found for simplified test cases. Albeit simplified, these results are
useful to understand general features of expected solutions of more complex problems.
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y

−H

0

H

u(y)

Figure 2.2: Parallel plates channel geometry: with respect to the flow, the y coordinate
denotes the transversal direction. Wall boundaries are located at y = ±H.

The fully-developed parallel-plates transport problem Equation (2.13) reduces to the 1D
equation

Deff
d2C

dy2
− λCC + S(y) = 0 (2.26)

equipped with the boundary conditions

∓Deff
dC

dy
= γC, y = ±H (2.27)

Here, y denotes the coordinate in the direction transversal to the channel-flow, and H
is the half-width of the channel (Figure 2.2).

The solution for a cosine-shaped source of the form

S(y) = Smin + (Smax − Smin) cos(
π

2H
y) (2.28)

reads

C(y) =

(
Smax

λC

)
K
(
e

√
Da
H

y + e−
√
Da
H

y
)

+

(
Smax

λC

)[(
Smin

Smax

)
+

(
1− Smin

Smax

)
4Da

4Da+ π2
cos(

π

2H
y)

] (2.29)

where

K =
−
(

Smin
Smax

)
Sh+

(
1− Smin

Smax

) (
π
2

)
4Da

4Da+π2

Sh
(
e
√
Da + e−

√
Da
)
+
√
Da
(
e
√
Da − e−

√
Da
) (2.30)

Non-dimensional quantities have been defined as Sh = γH/Deff and Da = λCH
2/Deff .

Introducing some additional hypotheses, such as Sh ≫
√
Da ≫ 1, it is possible to further

simplify the solution:

λCC(y)

Smax
=

(
Smin

Smax

)[
1− e

√
Da
H

y + e−
√
Da
H

y

e
√
Da + e−

√
Da

]
+

(
1− Smin

Smax

)
cos(

π

2H
y) (2.31)

The role of the ratio Smin/Smax appears evident when considering the two extreme cases:
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Figure 2.3: Analytical solutions for the 1D parallel plates geometry. Different Smin to
Smax ratios produce similar behaviours: the concentration profiles follow a cosine-shaped
profile in the bulk flow, then drop to 0 in a thin region close to the wall boundary. The
thickness ∆y∗ shows little dependence on Smin/Smax. For these cases, Da = 80000.

(A) Smin/Smax → 0: the concentration profile tends to a simple cosine shape:

λCC(y)

Smax
→ cos

( π

2H
y
)

(2.32)

(B) Smin/Smax → 1: the concentration profile tends to a uniform shape, except for a
thin wall region where it quickly drops to 0:

λCC(y)

Smax
→ 1− e

√
Da
H

y + e−
√
Da
H

y

e
√
Da + e−

√
Da

(2.33)

Cases sufficiently far from (A) are significant for realistic reactor applications, where
the “perfectly absorbing walls” condition (Sh ≫ 1) is assumed to adequately approxi-
mate particle-wall interactions and the distributed source does not vanish close to walls.
It is easily demonstrated that, in such cases, the thickness of the wall layer where the
concentration drop occurs is of the order of few times the characteristic length ∆y∗,
defined as

∆y∗ =
H√
Da

=

√
Deff

λC
(2.34)

For intermediate cases, in the bulk flow the concentration profiles follow a cosine shape
whose extrapolated intersection at y = H depends on Smin/Smax, while they drop to 0
in the wall region much similarly to the limiting case (B) (Figure 2.3). The thickness
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∆y∗ shows little dependence on Smin/Smax (except for cases very close to (A)), while
mainly depends on physical parameters as described by Equation (2.34).

For realistic physical parameters values, Equation (2.34) predicts ∆y∗ values of the
order of 10−3m or even less. Despite being strictly valid for simplified problems, these
results offer a useful tool to understand the typical behaviour of local concentration
profiles close to walls also in more realistic cases. As anticipated, steep concentration
gradients are therefore expected whenever homogeneous-Dirichlet-like boundary condi-
tions are used in combination with distributed sources which do not vanish in the wall
region. Particle deposition calculations in liquid-fuel reactors such as the MSFR fall
under such conditions, and are therefore affected by relevant numerical consequences,
as described in Chapter 3, since a grid size of the order of ∆y∗ or less is needed to cor-
rectly resolve the wall layer. Wall gradients - and therefore the ability to resolve them
- play a crucial role in determining the flux of deposited particles towards walls. From
Equation (2.22), the local deposition flux is defined as

Jd = −Deff∇C · n (2.35)

and, from a simple steady-state balance, the corresponding surface concentration of
deposited particles reads

Cd = −
Deff

λC
∇C · n (2.36)

2.4.3 Precipitation chemistry

Solid FPs are constituted by “noble metal” species (Mo, Rh, Ru, Pd, Tc and possibly
others) which are expected to be normally found exclusively in solid precipitate phase
within the chemical environment of the MSFR [6]. Presence of solute should be negligible
in most cases, but temperature-dependent coexistence with precipitate might be relevant
in particular circumstances such as accidental scenarios. In this work, the implementa-
tion of a simplified equilibrium thermochemistry model is considered. Albeit simple, this
approach can mimic the effects due to local temperature. More advanced approaches
can be considered as well, such as the coupling with external thermochemistry codes
[35]. The local equilibrium hypothesis allows for the solution of algebraic constraint
equations instead of altering the differential transport equations with stiff non-linear
reaction terms. Following common practice in CFD-thermochemistry coupling for reac-
tive transport problems [10], a segregated approach using temperature-dependent linear
equilibrium constraints has been selected. A simple precipitation-dissolution reaction
involving single metallic species is considered

M + nUF4 ⇌ MFn + nUF3 (2.37)

[
Mn+

]
= K(T )

([
U4+

]
[U3+]

)n

(2.38)

where M denotes a generic metallic species and square brackets indicate concentrations
(it is assumed for simplicity that chemical activity coincides with concentration). The
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x
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−H
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u(y)

Figure 2.4: Parallel plates geometry: with respect to the flow, the x and y coordinates
denote the longitudinal and transversal directions. Inlet and outlet boundaries are lo-
cated at x = 0 and x = L respectively, while wall boundaries are located at y = ±H.

UF4-to-UF3 ratio can be considered as a design parameter, here assumed equal to 100 [6].
For simplicity, the stoichiometric coefficient n is set equal to 1. Following this approach,
the particle concentration C can be split into precipitated and dissolved contributions:

C = Cp + Cs (2.39)

where, in this context, Cs coincides with [Mn+] up to a multiplicative constant. The
temperature dependence of the equilibrium constant K(T ) is assumed exponential, fol-
lowing a standard Van ‘t Hoff equation:

log
K(T2)

K(T1)
=

∆H0

R

(
1

T1
− 1

T2

)
(2.40)

where ∆H0 denotes a standard reaction enthalpy and R is the universal gas constant.

2.5 Analytical verification

In this Section the implemented FP transport model are verified against the analytical
solution for a simplified case. A two-dimensional channel between parallel plates is
considered (Figure 2.4). The particle transport model is decoupled from neutronics and
heat transfer models. The source term S from (2.13) is therefore specified explicitly, and
a steady-state isothermal laminar flow is considered.

The problem here considered resembles the well-known Graetz problem, for which
different solutions are available in the literature. An exhaustive treatment of the Graetz
theory applied to particle transport problems is given by [7], although it doesn’t consider
linear decay or distributed source terms. It is indeed difficult to find, in the literature,
realistic applications which consider simultaneously, as in the case under consideration,
distributed internal sources, decay reactions and mixed type boundary conditions. Cor-
responding analytical solutions for this specific problem are not found in the literature,
and are therefore derived in the following.
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2.5.1 Momentum equation

Analytical solutions of the momentum equation can be found only for simple steady-
state fully-developed laminar flow problems. In such a case, the well known parabolic
solution reads

u =

[
u(y)
0

]
(2.41)

with

u(y) = um

(
1− y2

H2

)
(2.42)

where um is the maximum profile velocity and H is half the channel width as depicted
in Figure 2.4.

2.5.2 Particle concentration equation

The boundary value problem then becomes, in explicit cartesian coordinates,


D

(
∂2C

∂x2
+

∂2C

∂y2

)
− u(y)

∂C

∂x
− λC + S = 0

−(λ+ δ)Cd + γ C = 0, y = ±H

∓D
∂C

∂y
= γC − δCd, y = ±H

(2.43)

where D is used, from now on, to denote the constant bulk diffusivity. Boundary con-
ditions for the x-direction are discussed later. The problem is conveniently re-scaled by
defining appropriate non-dimensional quantities:

x̂ =
x

L

ŷ =
y

H

û(ŷ) =
u(Hŷ)

um
= 1− ŷ2

Ĉ(x̂, ŷ) =
C(Lx̂,Hŷ)

C0

Ĉd(x̂) =
Cd(Lx̂)

HC0

Ŝ(x̂, ŷ) =
H2

D

S(Lx̂,Hŷ)

C0
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where C0 is a concentration value typical of the problem. The equations are then rewrit-
ten as 

f2∂
2Ĉ

∂x̂2
+

∂2Ĉ

∂ŷ2
− f Pe û(ŷ)

∂Ĉ

∂x̂
−DaĈ + Ŝ = 0

Ĉd =
Sh

Da+∆
Ĉ, ŷ = ±1

∓∂Ĉ

∂ŷ
=

DaSh

Da+∆
Ĉ, ŷ = ±1

(2.44)

where non-dimensional groups are defined as

Re =
umH

ν
(Reynolds number)

Sc =
ν

D
(Schmidt number)

Pe = ReSc =
umH

D
(Péclet number)

Da =
λH2

D
(Damköhler number)

Sh =
γH

D
(Sherwood number)

∆ =
δH2

D
(desorption number)

f =
H

L
(aspect ratio)

Longitudinal diffusion is neglected to allow for separation of variables. This assump-
tion is reasonable in all cases where diffusion is negligible compared to advection, i.e.
if Pe ≫ f . Since the order of the equation with respect to x is now reduced, a single
(inlet) boundary condition for x is required. As a further simplification, full symmetry
of the problem with respect the x-axis is assumed. The full problem now reads

∂2Ĉ

∂ŷ2
− f Pe û(ŷ)

∂Ĉ

∂x̂
−Da Ĉ + Ŝ = 0

Ĉd =
Sh

Da+∆
Ĉ, ŷ = ±1

−∂Ĉ

∂ŷ
=

DaSh

Da+∆
Ĉ, ŷ = 1

∂Ĉ

∂ŷ
= 0, ŷ = 0

Ĉ = Ĉin =
Cin

C0
, x̂ = 0

(2.45)

where Cin specifies a uniform inlet condition for C(0, y).
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For the following discussion, it is convenient to assume that the distributed source
can be expressed as

S(x, y) = S̄S̃(x, y) (2.46)

where S̄ is a representative value of the source, e.g. its average value over the domain.
The choice of c0 is purely a matter of convenience. A meaningful definition, however, is
not trivial to find in the general case, given the interplay of several physical phenomena.
In the simplest case with no internal source, concentration profiles become self-similar far
from the inlet but no fully-developed solutions can be attained (in presence of removal
mechanisms such as deposition and decay). In such case, the definition is straightforward:

C0 = Cin (2.47)

On the other hand, when a distributed source is present, the inlet contribution is for-
gotten as the fully-developed concentration profile is attained and therefore a more
meaningful choice should be based on the relative intensity of generation and removal
mechanisms. When radioactive decay is dominant, a good definition reads

C0 =
S̄

λ
(2.48)

When decay is negligible, the reference concentration C0 can be chosen as

C0 =


H2S̄

D
, Sh ≫ 1

HS̄

γ
, Sh ≪ 1

(2.49)

These values are useful to identify correct scaling with respect to the dominant removal
mechanisms. Similar expressions are easily found when solving for the centerline con-
centration in fully-developed profiles with uniform source.

Solutions of the boundary value problem (2.45) can be found by separation of vari-
ables:

Ĉ(x̂, ŷ) =

∞∑
n=1

Xn(x̂)Yn(ŷ) (2.50)

2.5.3 Derivation of the analytical solution

According to the above definition, the functions Yn(ŷ) coincide with the eigenfunctions
of the associated Sturm-Liouville problem found by isolating the ŷ part of the equation.
This can be highlighted by inserting (2.50) in (2.45) and after some manipulation:

∞∑
n=1

[
f Pe Yn

dXn

dx̂
− 1

û(ŷ)

(
d2Yn
dŷ2

−DaYn

)
Xn

]
=

Ŝ(x̂, ŷ)

û(ŷ)
(2.51)

The eigenvalue problem is therefore stated as

LYn = β2
n Yn (2.52)
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where

L = − 1

û(ŷ)

(
d2

dŷ2
−Da

)
(2.53)

and β2
n being the eigenvalue associated to the eigenfunction Yn. The problem must be

equipped with the corresponding boundary conditions:

d2Yn
dŷ2

+
(
β2
n −Da− β2

n ŷ
2
)
Yn = 0

−dYn
dŷ

=
DaSh

Da+∆
Yn, ŷ = 1

dYn
dŷ

= 0, ŷ = 0

(2.54)

It is easily verified that βn = 0 is not an eigenvalue. Then, through the simple change of
variable η =

√
2βnŷ, (2.54) can be recast into one form of the parabolic cylinder equation

[18, Ch. 12]:
d2Yn
dη2

−
[
η2

4
− βn

2

(
1− Da

β2
n

)]
Yn = 0 (2.55)

whose general solution (back in terms of ŷ) can be expressed as

Yn(ŷ) = A1,nY1,n(ŷ) +A2,nY2,n(ŷ) (2.56)

where

Y1,n(ŷ) = e−βnŷ2/2M

(
1− βn

4
+

Da

4βn
,
1

2
;βn ŷ

2

)
(2.57)

Y2,n(ŷ) =
√
2βn ŷ e

−βnŷ2/2M

(
3− βn

4
+

Da

4βn
,
3

2
;βn ŷ

2

)
(2.58)

are two linearly independent solutions. M(·, ·; ·) is the confluent hypergeometric function
of the first kind [18, Ch. 13], which can be expressed as the following power series
expansion:

M(a, b; z) = 1 +
a

b
z +

a(a+ 1)

b(b+ 1)

z2

2!
+ · · · =

∞∑
k=0

(a)k
(b)k

zk

k!
(2.59)

where

(a)k = a(a+ 1) · · · (a+ k − 1) =

k∏
s=1

(a+ s− 1) (2.60)

denotes the so-called Pochhammer symbol, or rising factorial. The eigenvalue problem
must be solved by imposing the associated boundary conditions. By means of the fol-
lowing properties of M(a, b; z),

M(a, b; 0) = 1 (2.61)

d

dz
M(a, b; z) =

a

b
M(a+ 1, b+ 1; z), (2.62)
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it can be easily shown that the symmetry condition at ŷ = 0 implies A2,n = 0. The wall
boundary condition requires

DaSh

Da+∆
Y1,n(1) + Y ′

1,n(1) = 0 (2.63)

which gives the βn values that correspond to the non-trivial solutions of the eigenvalue
problem. Solutions of (2.63) have to be found numerically; more detailed numerical con-
siderations can be found in Appendix A.1. The eigenfunctions are therefore determined
(up to an arbitrary multiplicative constant) as

Yn(ŷ) = Y1,n(ŷ) (2.64)

The separated equation (2.51) now reads

∞∑
n=1

(
dXn

dx̂
+

β2
n

f Pe
Xn

)
Yn =

1

f Pe

Ŝ(x̂, ŷ)

û(ŷ)
(2.65)

The eigenfunctions Yn are orthogonal with respect to the scalar product defined as

⟨f, g⟩ =
∫ +1

−1
û(ŷ)fgdŷ (2.66)

with

⟨Ym, Yn⟩ =
∫ +1

−1
û(ŷ)YmYn dŷ = Cnδm,n (2.67)

Cn = ⟨Yn, Yn⟩ =
∫ +1

−1
û(ŷ)Y 2

n dŷ (2.68)

This is exploited to transform (2.65) into

dXn

dx̂
+

β2
n

f Pe
Xn =

1

f Pe
Sn(x̂) (2.69)

whose general solution is

Xn(x̂) = exp(− β2
n

f Pe
x̂)

[
Xn(0) +

1

f Pe

∫ x̂

0
exp(

β2
n

f Pe
ξ)Sn(ξ)dξ

]
(2.70)

To obtain this last form, Ŝ has been expanded as

Ŝ(x̂, ŷ) = û(ŷ)
∞∑
n=1

Sn(x̂)Yn (2.71)

Sn(x̂) =
1

Cn

∫ +1

−1
Ŝ(x̂, ŷ)Yn dŷ (2.72)
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Table 2.1: Values of Da e Sh selected for verification cases.

Case n° 1 2 3 4 5 6 7 8 9

Da 0.1 0.1 0.1 1.0 1.0 1.0 10 10 10
Sh 0.1 1.0 10 0.1 1.0 10 0.1 1.0 10

and the arbitrary constantsXn(0) have been determined from the remaining inlet bound-
ary condition (expanded as well):

Xn(0) =
1

Cn

∫ +1

−1
û(ŷ)ĉinYn dŷ =

Dn

Cn
ĉin (2.73)

where

Dn = ⟨1, Yn⟩ =
∫ +1

−1
û(ŷ)Yn dŷ (2.74)

The normalisation constants Cn and Dn can be found by numerical integration of
(2.68) and (2.74), respectively. More details on their computation are reported in Ap-
pendix A.1.

2.5.4 Results

Results of the verification of the implemented models against the analytical solutions are
here presented. In Section 2.5.3 it is shown that, if the effect of desorption is negligible
compared to decay, the βn are the roots of

ShYn(1) + Y ′
n(1) (2.75)

with

Yn(ŷ) = e−βnŷ2/2M

(
1− βn

4
+

Da

4βn
,
1

2
;βn ŷ

2

)
(2.76)

It is therefore evident that the inclusion of a linear decay term in the transport equa-
tion affects the concentration profiles shape by shifting the eigenvalues. As shown in
Figures 2.5 to 2.8, the influence of the decay parameter Da is significant. For dominant
modes, the increase ofDa tends to flatten the βn curves, resulting in a vanishing influence
of Sh in determining the shape of the concentration field. On the contrary, higher-order
modes are less affected, with the eigenvalue shift due to linear decay decreasing as n
increases.

In the following, results from the comparison between the OpenFOAM model de-
scribed in Section 2.4 and the corresponding analytical solutions are discussed. To
highlight the role of decay and deposition phenomena, the selected parameters are Da
and Sh, with values ranging in [0.1,1,10] for both. Case study parameter values are listed
in Table 2.1, while other relevant parameters of the problem are listed in Table 2.2.
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Figure 2.5: Dependence of the 1st eigenvalue β1 on model parameters Sh and Da.
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Figure 2.6: Dependence of the 2nd eigenvalue β5 on model parameters Sh and Da.

Table 2.2: Model parameters used in all verification cases.

Re Sc Pe ∆ f

500 1 500 0 0.025
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Figure 2.7: Dependence of the 5th eigenvalue β5 on model parameters Sh and Da.
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Figure 2.8: Dependence of the 10th eigenvalue β10 on model parameters Sh and Da.
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Table 2.3: Computational times for the verification cases. 5×104 iterations are performed
on 5× 104 volumes with 8 CPUs.

Case n° 1 2 3 4 5 6 7 8 9

time (s) 2037 2684 2102 2312 2003 2636 2000 2036 2119

To simplify the analysis, the inlet concentration is set to zero (cin = 0). Furthermore,
to allow for a direct comparison between different test cases, the reference concentration
value has been selected as

C0 =
H2S̄

D
(2.77)

It follows that

Ŝ(x̂, ŷ) =
S(Lx̂,Hŷ)

S̄
= S̃(Lx̂,Hŷ) (2.78)

Therefore in dimensionless form the solution does not depend on the source term average
value, but only on its shape. For the present analysis, a cosine-shaped source term has
been selected to resemble the typical shape of fission rate profiles in simplified reactor
geometries such as the one here considered:

S̃(Lx̂,Hŷ) =
π

2
cos(

π

2
ŷ) (2.79)

Concentration profiles obtained for the 9 test cases (Table 2.1) are shown in Figures 2.9
to 2.11.

Results show excellent agreement between the proposed transport model and the
analytical solutions, proving a successful verification of the the implemented transport
models in OpenFOAM. The influence of decay is evidenced from the decrease in con-
centration profiles from Da = 0.1 to Da = 10. Besides the average value, the effect
of decay is also evident on the shape itself as also pointed out by the analysis of the
eigenvalues. With increasing Da, particles can diffuse less before decaying, and therefore
the concentration profiles tend to resemble more the shape of the source term. The same
effect can be seen on the combined effect of deposition: as previously said, the effect of
Sh on the profiles is more evident for smaller values of Da, while profiles tend to become
more similar as Da increases.

Finally, in the following some information regarding computational costs is reported.
All simulations were performed on a structured orthogonal mesh, constituted by 5× 104

hexahedral volumes, with respectively 500 and 100 divisions on the longitudinal and
transversal directions. All 9 cases shown similar convergence behaviour, with approx-
imately 5 × 104 pseudo-transient iterations needed to ensure tight convergence for the
particle concentration field. Computational times are comparable among all cases, show-
ing no significant dependence on the physical parameters within the selected range (Ta-
ble 2.3).
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Figure 2.9: Comparison of concentration profiles obtained with the proposed transport
model implemented in OpenFOAM (◦) and the corresponding analytical solutions (−)
for cases 1, 2 and 3 (from top to bottom).
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Figure 2.10: Comparison of concentration profiles obtained with the proposed transport
model implemented in OpenFOAM (◦) and the corresponding analytical solutions (−)
for cases 4, 5 and 6 (from top to bottom).
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Figure 2.11: Comparison of concentration profiles obtained with the proposed transport
model implemented in OpenFOAM (◦) and the corresponding analytical solutions (−)
for cases 7, 8 and 9 (from top to bottom).
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Chapter 3

Fission Products Transport in the
MSFR

The results presented in this Chapter have been published in:

Di Ronco, A., et al. “Multiphysics Analysis of RANS-Based Turbulent Transport of Solid
Fission Products in the Molten Salt Fast Reactor”. Nuclear Engineering and Design, vol. 391,
2022, https://doi.org/10.1016/j.nucengdes.2022.111739.

In this Chapter, the developed multiphysics solver described in Chapter 2 is tested
on different multiphysics cases. In the first one, described in Section 3.1, a geometry
is selected based on the well-known lid-driven square laminar cavity. Even though still
fairly simplified, the case features full coupling between thermal hydraulics and neutron-
ics. Geometry and parameters were chosen for an international benchmark for MSR
codes [49], and this work may represent an extension of the MSFR benchmark towards
solid FP simulation. In the second one, described in Section 3.2, the 2D MSFR geom-
etry developed in the EVOL project is used. It features the loop structure typical of
the MSFR with fuel recirculation, allowing for the simulation of more realistic turbu-
lent cases. Both cases are selected for their simplified geometric features, which enable
the production of high-quality numerical grids even when wall refinement is crucial for
the resolution of particle transport in the wall regions, as seen in Section 2.4.2. Fur-
thermore, the adoption of 2D cases allows for a significant reduction of computational
requirements with respect to full 3D simulations. In the third and last one, described
in Section 3.3, the cavity case is used again for a preliminary test of the influence of
precipitation modelling on the distribution of FPs.

The physical properties needed for the simulation of FP particles are kept the same for
each case to provide comparable results. The decay constant λC has been set to 10−5 s−1,
which corresponds to a nuclide half-life of approximately one day. The equivalent fission
yield yC has been set to 10−2. Such values are not specific to a particular nuclide, but
have been chosen to mimic the behaviour of the entire class of noble metal particles.
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3.1. THE CNRS BENCHMARK CAVITY

3.1 The CNRS benchmark cavity

This lid-driven cavity was recently employed to develop a reference case for a numerical
benchmark of different multiphysics MSFR codes. A detailed description of the case
and of the benchmark procedure can be found in [49]. The domain is characterised
by a 2m by 2m cavity filled with molten salt (Figure 3.1). The domain is treated as
a homogeneous, bare reactor. Therefore, standard vacuum conditions are applied for
the neutron flux to each boundary, together with a (reflective) homogeneous Neumann
condition for the delayed neutron precursors. Decay heat precursors are not simulated
in this case, for better consistence with [49]. The driving force for the liquid fuel flow is
given by the upper lid, which moves at constant velocity of 0.5m s−1. All walls are treated
as adiabatic, while energy is removed from the system through a simple volumetric heat
sink:

q′′′r = −γr
Vr

(T − Tsink) (3.1)

where γr is a total heat removal coefficient and Vr is the volume of heat removal region,
which in this case coincides with the entire cavity domain. The main physical case
parameters are summarised in Table 3.1, while the neutronics data are reported in
Appendix B. Being the analysis conducted in steady-state conditions, simulations are
performed in criticality eigenvalue mode with the integrated power normalised to 1000
MW.

With respect to the classic lid-driven case, the coupling with the distributed energy
source through buoyancy significantly affects the flow pattern, producing more complex
recirculation structures and making this test case suitable for study with multiphysics
solvers, despite its overall simplicity.

The computational mesh is produced by specifying a small set of parameters: the
number of divisions (equal in both directions), the thickness of the cells in the first
boundary layer and the number of cells to be progressively refined. To correctly resolve
the concentration boundary layers, a thickness of 10−4m has been chosen according
to results of the analytical analysis conducted in Section 2.4.2. The resolution of the
boundary layer is particularly relevant for the correct prediction of the deposition rates.
The prescribed refinement is found to adequately cover the boundary layer with several
cell layers. The number of refined cells has been set to 40. For what concerns the number
of divisions, three different values have been considered: 100, 200 and 400. Considering
the two directions separately, the meshing routine computes a constant cell growth-rate
which produces a smooth transition between the refined region and the rest of the domain
(where the growth-rate is set to 1). Figure 3.1 shows the mesh for the coarsest case (100
divisions).

3.1.1 Results and discussion

Steady-state simulations have been performed with the three different mesh refinements
described earlier. These preliminary laminar simulations have been conducted to study
the effects of grid refinement, since an adequate refinement is crucial for the prediction
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Figure 3.1: Lid-driven cavity: geometry (from [49], left) and computational mesh (coars-
est case, right). The grid is refined by means of a constant growth-rate in the first 40
layers of cells, starting from a prescribed smallest layer size

Table 3.1: Main physical parameter values adopted for the lid-driven cavity case [49].

Parameter Symbol Units Value

Density ρ kgm−3 2000
Kinematic viscosity ν m2 s−1 2.50× 10−2

Specific heat capacity cp J kg−1K−1 3.075× 103

Thermal expansion coeff. βT K−1 2.00× 10−4

Ref. temperature T0 K 900
Prandtl number Pr − 3.075× 105

Schmidt number Sc − 2.0× 108

Heat removal coeff. γr WK−1 4.0× 106

Heat sink temperature Tsink K 900
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of deposition rates. For reference, velocity and temperature distributions are shown in
Figure 3.2. As anticipated, the interplay between the upper lid motion and the buoyancy
effects produces complex recirculation patterns with two separate large laminar eddies,
in contrast with the classical isothermal lid-driven cavity problem.

Concentration results for the different mesh refinements are reproduced in Figure 3.3
and in Figure 3.4 for what concerns distributions in the domain and profiles in the wall
layers close to left and right walls, respectively. While the wall refinement guarantees a
proper resolution of the wall layers in all cases, showing a suitable number of grid points
even in the coarsest case thanks to the specific meshing procedure adopted which specifies
the thickness of the first layer, only the most refined grid is able to capture all transport
patterns in the domain. One possible cause is due to the use of gradient-limited upwind-
biased 2nd-order divergence schemes. While 2nd-order schemes are often needed to
ensure proper accuracy, their use with low-quality meshes and/or complex flows might
produce unbounded or unstable results [52]. On the other hand, the nature of the
problem forces the use of upwind-biased schemes to provide a good balance between
stability and accuracy; gradient limiting is also needed to ensure boundedness in the
presence of steep gradients such as the ones which occur in the wall layers. Other
transported quantities, such as neutron precursors, do not need this kind of numerical
treatment due to the different reflective boundary conditions adopted.

Wall concentration profiles are characterised by different “asymptotic values” de-
pending on the grid refinement and the overall accuracy dictated by the quality of the
mesh. Nevertheless, within the wall layer, concentration profiles exhibit similar be-
haviour, somewhat confirming some of the results given by the analytical treatment of
Section 2.4.2. Using the values specified for λC , ν and Sc, Equation (2.34) predicts a
value for ∆y∗ of about 0.0035 m. Even though the mesh refinement has been selected to
ensure fairly thinner boundary elements, such value is not found to be sufficiently rep-
resentative of the results from Figure 3.4. Computed profiles show significantly thinner
wall layers, suggesting a strong influence of local velocity patterns and transport mech-
anism with respect to the simplified approach adopted in the analytical model. This
is particularly evident from the comparison between the left and right walls, where the
right wall layer is approximately 3-4 times larger than the left one. Nevertheless, the
analytical treatment proves a useful tool to predict estimates and to understand the role
of the main physical parameters.

3.2 The two-dimensional EVOL MSFR

A simplified 2D axisymmetric geometry is adopted following the work of the past EVOL
project [9]. Solid parts in the system are neglected as well. The full geometry is shown in
Figure 3.5, together with some information regarding the position of the heat exchanger
and pump sections. The heat exchanger is modelled similarly as in the cavity case,
through the use of a linear sink term analogous to Equation (3.1). The heat removal
coefficient γr is here assumed to be zero outside the heat exchanger region. For what
concerns the pump, a momentum source is imposed, along the vertical direction, which
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Figure 3.2: Velocity U (left) and temperature T (right) distributions in the lid-driven
cavity (most refined mesh, 400 divisions). Velocity streamlines are also added for more
clarity. The combined action of lid motion and buoyancy affects the flow pattern, pro-
ducing two separate recirculation zones.

matches the flow rate at the pump outlet section to the total one (1.9 × 104 kg s−1, for
the entire reactor). The main physical case parameters are summarised in Table 3.2,
while the neutronics data are reported in Appendix B.

The simplified geometry allows for the production of good-quality structured meshes
with little effort. In this case, a cell size of 0.01m is employed across all the domain for
the generation of the underlying mesh (Figure 3.5). Then, subsequent cell divisions are
applied to the first boundary layer of cells to provide a suitable mesh refinement in the
wall region. Boundary layer cells are roughly halved 6 times, to produce a first layer
with a thickness of approximately 10−4m. The total number of mesh elements is around
4.2× 104.

Three different steady-state cases are simulated to assess the effect of turbulence
modelling on the transport of FP particles. As described in Chapter 2, the solver makes
use of the standard linear eddy viscosity approach for the modelling of turbulent quan-
tities. The eddy viscosity νt affects the transport problem in a direct way, through the
definition of the total mass transfer coefficient Deff , and through the computation of
the velocity field. For this reason, three different turbulence models are used: standard
k-ε [31], the standard k-ω [54] and the k-ω-SST [36]. Gradient-based turbulent diffusion
constitutes a standard approach in CFD and multiphysics analysis, but relies heavily on
the turbulent Schmidt number Sct, with optimal values depending on fluid properties
and on flow configuration [50]. Given the lack of experimental data for MSFR appli-
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Figure 3.3: Particle concentration C distributions for three different mesh refinements:
from top to bottom, 100, 200, and 400 divisions in both directions.
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Figure 3.4: Particle concentration C wall profiles for three different mesh refinements.
Line plots correspond to a horizontal line at half the cavity height on the left (top plot)
and right (bottom plot) walls, corresponding to points A and A’ of Figure 3.1.
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Figure 3.5: EVOL case: an axisymmetric geometry (left) is chosen to reduce the compu-
tational requirements and the resulting mesh (right) is predominantly structured thanks
to the simple geometry employed. Wall mesh refinement is obtained by subsequent di-
visions of the wall layer.

cations, in this work three different values (0.50, 0.85 and 1.20) are selected to provide
insight on the influence of such parameter on simulations over a relatively broad range
of variation.

3.2.1 Results and discussion

Steady-state simulations have been conducted with the selected turbulence models and
values for Sct for a total of nine cases, as described earlier. As in the cavity cases,
2nd-order upwind-biased gradient-limited convergence schemes have been used for the
simulation of FPs. For reference, velocity and total kinetic viscosity distributions are
shown in Figure 3.6. As expected, the choice of turbulence model has an evident impact
on the prediction of U and νeff , in particular when comparing turbulence models from
the k − ε and k − ω families. Such differences have a direct influence on the combined
effect of advective and diffusive transport mechanisms for FPs, as better evidenced by
Figure 3.7, which shows the volume distributions of the particle concentration C for the
three simulated cases. Maximum and average particle concentrations are approximately
one order of magnitude lower in the k − ε case than in the other cases, qualitatively in
accordance with the higher k − ε diffusivity.

The same behaviour is observed, naturally, in the concentration profiles close to walls.
Figure 3.8 shows concentration profiles close to the bottom and top walls, in correspon-
dence of a vertical line placed at 0.8m from the reactor symmetry axis (Figure 3.5).
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Table 3.2: Main physical parameter values adopted for the EVOL case.

Parameter Symbol Units Value

Density ρ kgm−3 4.307× 103

Kinematic viscosity ν m2 s−1 5.89× 10−6

Specific heat capacity cp J kg−1K−1 1.594× 103

Thermal expansion coeff. βT K−1 1.912× 10−4

Ref. temperature T0 K 973
Prandtl number Pr − 23.78
Turb. Prandtl number Prt − 0.85
Schmidt number Sc − 20.0
Turb. Schmidt number Sct − 0.50/0.85/1.20
Heat removal coeff. γr Wm−2K−1 2.5× 106

Heat sink temperature Tsink K 900

Also in this case, gradient limiting allows for the computation of steep wall gradients
without the insurgence of instability issues, while the prescribed mesh refinement proves
adequate to resolve correctly the gradients. Once again, the thickness of the wall layers
shows values of the order of 10−3m, which clearly demonstrates the importance of local
velocity profiles and of turbulence in determining the steepness of the concentration gra-
dients and thus the required grid refinement in the wall regions. It appears evident that
also the choice of turbulence model itself affects to some degree the thickness of the wall
layers. Nevertheless, also in this case the thickness values predicted by the analytical
model have proven useful, at least as preliminary estimates.

The integrated deposited fraction, together with other integral information are re-
ported in Table 3.3. It appears from the results that, besides the differences in the total
number of precipitate particles between the three cases, the choice of the turbulence
model has a very limited influence on the number of deposited particles. This is a direct
consequence of the similar gradients computed by the three models. Furthermore, in the
diffusive wall layers the eddy diffusivity tends to zero and therefore the total value tends
to the laminar one (ν/Sc = 2.945× 10−7m2 s−1), which is the same for the three cases.

The choice of the turbulent Schmidt number appears to play a similar role: larger
values lead to lower diffusivities and increased precipitate concentrations, but deposition
rates are scarcely affected. This confirms the prevalence of laminar diffusion in transport
mechanisms close to walls, as shown by the similar wall concentration profiles shown in
Figure 3.8, and allows for a certain flexibility in the choice of Sct as far as deposition
figures are concerned. Lastly, the transport mechanisms towards the walls appear effi-
cient when compared to the intensity of radioactive decay (in our cases, λC = 10−5 s−1),
since more than 99.9% of particles end up depositing on walls. This effect is expected
to be even more significant for longer-lived metallic FPs.
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Figure 3.6: Magnitude of velocity u (left) and total kinetic viscosity νeff (right) distri-
butions in the EVOL reactor for the k − ε, k − ω and k − ω − SST turbulence models
(from top to bottom).
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Figure 3.7: Particle concentration C distributions for the k− ε, k− ω and k− ω− SST
turbulence models (from top to bottom). Plots on the left and right columns refer to
Sct equal to 0.50 and 1.20, respectively.
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Figure 3.8: Particle concentration C wall profiles for different values of the turbulent
Schmidt number Sct and turbulence models. Line plots refer to vertical lines of length
0.01m placed at 0.8m from the reactor symmetry axis on the bottom (top plot) and top
(bottom plot) walls (A-A’ in Figure 3.5).
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Table 3.3: EVOL case: main simulation results for the selected turbulence models and
values of Sct. The balance error is computed as the relative difference between the
integral source and the sum of the integral deposition and decay rates.

(a) Sct = 0.50

Quantity Units k − ε k − ω k − ω − SST

Tot. precipitate − 4.852× 1017 2.177× 1018 2.049× 1018

Tot. deposit − 1.263× 1021 1.261× 1021 1.261× 1021

Tot. source s−1 1.263× 1016 1.263× 1016 1.263× 1016

Tot. dep. rate s−1 1.263× 1016 1.261× 1016 1.261× 1016

Tot. decay rate s−1 4.852× 1012 2.177× 1013 2.049× 1013

Rel. balance err. − 1.524× 10−6 1.544× 10−6 1.546× 10−6

(b) Sct = 0.85

Quantity Units k − ε k − ω k − ω − SST

Tot. precipitate − 5.441× 1017 2.495× 1018 2.362× 1018

Tot. deposit − 1.263× 1021 1.261× 1021 1.261× 1021

Tot. source s−1 1.263× 1016 1.263× 1016 1.263× 1016

Tot. dep. rate s−1 1.263× 1016 1.261× 1016 1.261× 1016

Tot. decay rate s−1 5.441× 1012 2.495× 1013 2.362× 1013

Rel. balance err. − 1.559× 10−6 1.546× 10−6 1.545× 10−6

(c) Sct = 1.20

Quantity Units k − ε k − ω k − ω − SST

Tot. precipitate − 5.989× 1017 2.734× 1018 2.599× 1018

Tot. deposit − 1.263× 1021 1.261× 1021 1.261× 1021

Tot. source s−1 1.263× 1016 1.263× 1016 1.263× 1016

Tot. dep. rate s−1 1.263× 1016 1.261× 1016 1.261× 1016

Tot. decay rate s−1 5.989× 1012 2.734× 1013 2.599× 1013

Rel. balance err. − 1.526× 10−6 1.545× 10−6 1.556× 10−6
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Figure 3.9: FP precipitate concentration Cp for the cavity benchmark case. On the left,
base case with direct formation of the solid precipitate phase; on the right, simplified
equilibrium precipitation model.

3.3 Simplified precipitation

Previous analyses have been conducted following the hypothesis of direct formation of
FPs particles in the precipitated solid phase, by neglecting the potential existence of a
dissolved phase and local temperature effects on precipitation. In this last case, a simple
precipitation/dissolution reaction involving a single metallic species is considered, with
common exponential dependence of the equilibrium constant on local temperature, as
detailed in Section 2.4.3. The geometry, the case setup and the main physical parameters
are the same of Section 3.1, with the addition of the following guess values for the
equilibrium constants:

K1 = K(T1) = 10−6

K2 = K(T2) = 10−5

with T1 and T2 equal respectively to 1000K and 1200K.
Fig. 3.9 shows the comparison between the base case where no equilibrium precipita-

tion/dissolution reaction is considered (all FP atoms are born directly as precipitate) and
the case with chemical model with parameter values as described earlier. Non-negligible
discrepancies are observed, suggesting that even in a simplified test case temperature-
dependent effects on precipitation may sensibly affect precipitate distributions within
the reactor.
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Chapter 4

Large Eddy Simulation of the
MSFR

This Chapter deals with a preliminary assessment of the feasibility of Large Eddy Sim-
ulation (LES) modelling for multiphysics MSFR applications. As shown in Chapter 3,
standard CFD models based on the RANS approach can be a useful tool in the anal-
ysis of complex systems such as the MSFR. However, accurate modelling of turbulent
phenomena is often crucial due to the wide range of flow characteristics which might be
found in different operating conditions or physical regions of the system. This is espe-
cially true when turbulent diffusion plays a dominant role in the transport of simulated
quantities, as in the case of FPs in the MSFR. More sophisticated approaches such as
LES offer the potential for more detailed predictions of three-dimensional flows, at the
cost of increased computational requirements.

LES is a numerical technique that, in contrast to more traditional approaches like
RANS, resolves the largest turbulent eddies in the flow while modelling the smaller ones.
This method provides a more accurate description of turbulence and enables for the in-
vestigation of complex flows over a wide variety of spatial and temporal scales. LES
originated in the early 1970s [47, 16] from the study of turbulent flows in atmospheric
and oceanic settings. The technique was first applied to engineering problems in the
late 1980s, and it has since been employed in a wide range of applications, including
aerodynamics, combustion, and multiphase flows. The filtering of the flow equations to
remove small-scale turbulent fluctuations is the main feature of LES. This filtering is of-
ten achieved with a low-pass filter, which removes high-frequency flow field components.
The filtered equations are then solved, with just the largest turbulent scales included,
while the smallest scales are accounted for by means of appropriate sub-grid scale (SGS)
models. LES provides various advantages over other approaches to turbulence modelling.
One of its primary advantages is its ability to capture unstable and nonlinear effects,
which can be useful in a variety of engineering applications. Furthermore, as compared
to RANS models, LES delivers more accurate predictions of mean flow volumes and
turbulence statistics.

In nuclear engineering, LES is becoming an increasingly important tool for simulating
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the behaviour of reactor systems [37]. Nuclear reactors operate in highly complex and
dynamic environments, with fluid flows, heat and mass transfer, and radiation transport
all playing relevant roles at different space and time scales. LES can provide a detailed
description of these phenomena, allowing a better understanding of reactor behaviour
and improve safety. LES can be used to predict coolant turbulent mixing and to study
the effects of turbulence on heat transfer. LES modelling has been recently employed
for the analysis of natural circulation in molten salt loops with distributed heating [5],
but multiphysics studies of the MSFR based on LES have not been performed yet due to
the intrinsic complexity of coupled neutronics/thermal hydraulics simulation and to the
increased computational cost. In multiphysics analysis, LES can also be used to simulate
coupled phenomena such as fluid-structure interaction, or fluid-particle interaction. This
can be important in nuclear reactor design, where the behaviour of coolant flow around
fuel assemblies, or the transport of fission products in the coolant, can have significant
effects on reactor performance. Besides the increased accuracy, LES allows for the pre-
diction of turbulent fluctuations of reactor quantities in steady-state operation, which
might be significant in strongly coupled non-linear systems such as the MSFR.

In the following, three different meshes characterised by same meshing approach
but different cell counts are first tested. Then, the intermediate mesh is selected to
benchmark four different SGS models. Results are compared in terms of transient profiles
of integral properties of the reactor.

4.1 Case setup

4.1.1 Geometry and mesh

A three-dimensional model of the MSFR has been developed, describing 1/16 of the
complete cyclic geometry (Figure 4.1a). The symmetry of the problem has been exploited
to reduce the total cell count. The model features a toroidal core region whose shape
has been selected to prevent disturbances in the fuel flow and excessive recirculation, as
opposed to the cases from Section 3.2. The lateral surfaces of the core are symmetry
ones - since are internal to the fluid domain - while all the other surfaces are treated as
walls. The shape of the out-of-core region is not optimised and serves the purpose to
conserve the total volume of salt (18 m3 for the whole reactor) and apply a simplified
momentum source and energy sink, to mimic the effect of the pump and the primary
heat exchanger in analogy to Section 3.2.

The meshes have been produced by first subdividing the domain in blocks and then
employing a dominant hexahedral algorithm. Following this approach, the resulting
meshes for the most part are divided into structured blocks with limited aspect ratio
and non-orthogonality. Good quality cells are therefore produced consistently and with
similar size across the entire domain. The target cell size for each of the 3 meshes has
been chosen to roughly double the total cell count between each mesh iteration, such that
the most refined mesh is roughly 4 times larger than the least refined one (Table 4.1).
No mesh refinement has been considered due to issues in the production of good quality

Andrea Di Ronco 68 Politecnico di Milano



CHAPTER 4. LARGE EDDY SIMULATION OF THE MSFR

Table 4.1: Main 3D MSFR mesh information.

Name Cell count Cell size (cm)

300k 3.21× 105 1.25
700k 7.33× 105 1.00

1200k 1.21× 106 0.75

meshes for this complex 3D geometry. The obtained mesh is therefore not suited for
the resolution of the boundary layers and, unfortunately for the moment being, for FP
transport calculations.

4.1.2 Initialisation

To provide meaningful initial condition for transient LES simulations, the system has
been initialised in critical steady-state conditions, at 3000 MW of reactor power, using
a standard k-ε model. The pump section has been calibrated to match a total reactor
flow rate of 1.9 × 104 kg s−1, through a custom momentum source developed ad-hoc
which adjusts the linear source coefficients along solver iterations based on an action
proportional to the mismatch between the current and desired volumetric flow rate
measured at the hot leg inlet. The main physical case parameters are summarised in
Table 4.2.

The selection of the turbulence model naturally affects the beginning of transients,
but no particular care is devoted to this aspects since initialisation only serves the
purpose to define reasonable and consistent initial conditions. Other methods might
have been used as well, e.g. by targeting directly both total LES reactor power and
mass flow rate; in the cases here described, initial reactor power and mass flow rate are
consistent with the RANS model adopted for initialisation, so that both of them are free
to adjust after transient LES simulation starts.

4.1.3 LES turbulence modelling

There are several SGS models available for LES, each with its own set of assumptions
and features. The choice of SGS model can affect the accuracy and computational cost
of the LES simulation. Four different SGS models are here employed, among the ones
offered by the OpenFOAM library:

1. Smagorinsky [47]

2. k Equation [56]

3. Dynamic k Equation [29]

4. Wall Adapting Local Eddy-viscosity (WALE) [38]
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(a) Geometry. (b) Mesh.

(c) Mesh details.

Figure 4.1: MSFR 3D case: a 1/16 cyclic domain is chosen to reduce the computational
requirements and the resulting hexahedral mesh is predominantly structured.
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Table 4.2: Main physical parameter values adopted for the 3D MSFR case.

Parameter Symbol Units Value

Density ρ kgm−3 4.307× 103

Kinematic viscosity ν m2 s−1 5.89× 10−6

Specific heat capacity cp J kg−1K−1 1.594× 103

Thermal expansion coeff. βT K−1 1.912× 10−4

Ref. temperature T0 K 973
Prandtl number Pr − 23.78
Turb. Prandtl number Prt − 0.85
Schmidt number Sc − 20.0
Turb. Schmidt number Sct − 0.85
Heat removal coeff. γr Wm−2K−1 2.5× 106

Heat sink temperature Tsink K 900

The Smagorinsky model is one of the most commonly used SGS models for LES. It
is a linear model that assumes that the SGS turbulence is isotropic and homogeneous.
It models the sub-grid scale viscosity using a constant value that is proportional to the
square of the grid spacing. The Smagorinsky model is computationally efficient but
can lead to over-dissipation of energy in high Reynolds number flows. It is based on the
eddy viscosity assumption, which postulates a linear relationship between the SGS shear
stress and the resolved rate of strain tensor. This model serves as a base for other SGS
models.

As in the case of the Smagorinsky SGS model, the one equation eddy viscosity SGS
model (k Equation) uses the eddy viscosity approximation. The two models differentiate
with respect to how they compute the sub-grid scale kinetic energy: the Smagorinsky
model assumes the local equilibrium while the one equation eddy viscosity model solves
a transport equation.

The WALE model is a wall-adapting sub-grid scale model that takes into account
the effects of near-wall turbulence. It is an algebraic eddy viscosity model (0-equation
model) as with the Smagorinsky SGS model, but it uses a length scale that adapts to
the local flow conditions and is based on the distance to the nearest wall. The WALE
model is computationally efficient and accurate for near-wall flows.

The purpose of this study is to compare different SGS-LES models with no accurate
prior analysis on flow characteristics. The scarce level of geometrical detail on most parts
of reactor internals (especially in the out-of-core region) and the lack of experimental
data do not allow, both a priori and a posteriori, to prefer one model over the others.
It is nevertheless useful to provide a rough comparison of different models for future
reference, and to draw some preliminary observation of dynamical behaviour related to
reactor turbulence.
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4.2 Results and discussion

Free-dynamics transients of 25 s have been first simulated for the three different adopted
meshes, with a fixed time step of 10−3 s. Figures 4.2a, 4.3a, 4.4a, 4.5a, 4.6a and 4.7a show
the results respectively for the normalised total power, average temperature, normalised
total mass flow rate, normalised total fission rate, normalised integrated concentration
of 1st family delayed neutron precursors and normalised integrated concentration of 8th
family delayed neutron precursors.

In general it is observed that after an initial transient, all reactor quantities which
follow faster dynamics than the simulation time window settle around a new operating
state. This is not surprising due to the mismatch between the turbulence modelling
approach followed for the initialisation (RANS standard k-ε) and for the transient (LES
Smagorinsky SGS). It is the case e.g. of reactor power, average temperature, mass flow
rate, fission rate and the population of shortest-lived (8th) delayed neutron precursors.
Longest-lived delayed neutron precursors, on the opposite, follow a much slower and
smoother dynamics, which is dominated by their slow decay. Significant fluctuations are
observed, suggesting that turbulence plays a substantial role in reactor dynamics which
is entirely neglected by time-averaged RANS approaches. It is the case, for instance,
of reactor power which is affected by quite fast oscillations with average amplitudes
around few percents. The three meshes present overall similar results, showing that
the dominant underlying physics is correctly resolved without the need for excessive
refinement. This applies to the shape of the initial part of the transient, and to the
fluctuations in the remainder in terms of average values, amplitudes and frequencies.
For this reason, the intermediate “700k” mesh is selected for the successive analysis.

Instantaneous solution fields for this mesh, on a vertical midplane section, are shown
for completeness in Figure 4.8 (initial) and Figure 4.9 (after 20 s). From comparison with
the initial RANS fields, no particular differences in the localisation and size of turbulent
structures are observed. For instance, stagnation zones close to top/bottom walls in the
core region, close to toroidal walls and in the heat exchange regions are roughly of the
same size and shape. Neutron flux fields, on the other side, are practically not affected.

Again, free-dynamics transients of 25 s have been simulated for the four selected SGS
models, with a fixed time step of 10−3 s. Also in this case, Figures 4.2b, 4.3b, 4.4b, 4.5b,
4.6b and 4.7b show the results respectively for the normalised total power, average tem-
perature, normalised total mass flow rate, normalised total fission rate, normalised inte-
grated concentration of 1st family delayed neutron precursors and normalised integrated
concentration of 8th family delayed neutron precursors. The same general considerations
apply also for these cases, with the addition of the discrepancies between different SGS
models. The overall dynamics show no significant differences, with oscillations qualita-
tively of similar frequency and amplitude. This shows that all the considered SGS models
introduce approximately the same dynamics in the reactor simulation and their choice
is somewhat equivalent as far as integral dynamics are considered. Average steady-state
values differ, with each model predicting a different increase in reactor power except for
the Dynamic k Equation, which remarkably predicts an almost unvaried or even slightly
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(a) Comparison among different mesh refinements.

(b) Comparison among different SGS models.

Figure 4.2: Normalised total reactor power during LES transients for different mesh
refinements and SGS models.
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(a) Comparison among different mesh refinements.

(b) Comparison among different SGS models.

Figure 4.3: Average reactor temperature during LES transients for different mesh re-
finements and SGS models.
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(a) Comparison among different mesh refinements.

(b) Comparison among different SGS models.

Figure 4.4: Normalised total reactor mass flow rate during LES transients for different
mesh refinements and SGS models.
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(a) Comparison among different mesh refinements.

(b) Comparison among different SGS models.

Figure 4.5: Normalised total reactor fission rate during LES transients for different mesh
refinements and SGS models.
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(a) Comparison among different mesh refinements.

(b) Comparison among different SGS models.

Figure 4.6: Normalised integrated concentration of 1st family of delayed neutron pre-
cursors during LES transients for different mesh refinements and SGS models.
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(a) Comparison among different mesh refinements.

(b) Comparison among different SGS models.

Figure 4.7: Normalised integrated concentration of 8th family of delayed neutron pre-
cursors during LES transients for different mesh refinements and SGS models.
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(a) Velocity (magnitude). (b) Pressure.

(c) Temperature. (d) Total neutron flux.

Figure 4.8: Initial fields from standard k-ε RANS for LES simulation of “700k” mesh on
a vertical midplane section.
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(a) Velocity (magnitude). (b) Pressure.

(c) Temperature. (d) Total neutron flux.

Figure 4.9: Solution fields after 20 s of Smagorinsky LES simulation of “700k” mesh on
a vertical midplane section.
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decreased steady-state condition. Longer transients, however, should be simulated to
allow for the acquisition of proper statistics and to draw more quantitative conclusions.

Despite preliminary, the outcomes of the study demonstrate the potential of LES
modelling for the dynamic analysis of the MSFR and for a more detailed prediction of
turbulent transport of quantities of interest. Power oscillations are estimated to be sig-
nificant, if not addressed properly both at the reactor design and operation stages, and
consistently across different SGS models. Upon further confirmation of the results from
this preliminary analysis, it appears evident that correct estimation of turbulent fluctu-
ation is crucial to the development of appropriate reactor designs and control strategies.
Moreover, turbulent fluctuations in liquid fuel reactors are expected to interact with
other reactor analysis aspects which are here neglected and will need to be addressed,
e.g. the formation and movement of voids and bubbles, cyclic thermo-mechanical loads
and potential resonance with the natural frequencies of structural elements.

Politecnico di Milano 81 Andrea Di Ronco





Chapter 5

Conclusion

In this work, the development of transport models for the solid fission products in the
Molten Salt Fast Reactor was addressed. Transport models based on a Eulerian single-
phase framework were implemented in a consolidated MSFR multiphysics simulation
framework based on the open-source finite-volume library OpenFOAM.

The resulting models have been verified against analytical solutions for simplified
test cases, based on an extended version of the Graetz problem. Results show the good
agreement, proving the correct implementation of the transport and deposition mecha-
nisms considered and the capability of OpenFOAM in treating coupled deposition and
decay phenomena of different relative intensities. The proposed approach constitutes
a computationally efficient framework to extend the capabilities of CFD-based multi-
physics MSFR calculations towards the simulation of solid fission products transport.
The analytical model used for verification has been developed specifically for this study,
since the simultaneous presence of distributed internal generation, radioactive decay
and mixed deposition boundary condition in a Graetz-like problem represents an orig-
inal contribution. The resulting analytical model could therefore constitute a useful
benchmark for future developments of the FPs migration model and for other similar
MSFR applications.

The developed transport models have then been tested on two separate MSFR cases,
namely the CNRS benchmark lid-driven cavity problem and the axisymmetric EVOL
geometry. The main subjects of the investigation were the prediction of particle de-
position fluxes and the analysis of related numerical issues arising from the commonly
adopted assumption of “perfectly adsorbing” walls in combination with distributed par-
ticles source. The influence of different turbulence modelling approaches and turbulent
diffusion parameters on particle distributions and deposition fluxes was also tested in
the EVOL case. Analytical results based on a simplified laminar parallel-plates geome-
try have been used to determine the expected particle concentration gradients close to
solid walls. It was observed that the interplay between homogeneous Dirichlet boundary
conditions and the presence of a non-negligible particle source in the wall layers pro-
duces steep gradients, and therefore poses the need for significant mesh refinement in
the wall regions. Furthermore, the presence of steep gradients and the need to correctly
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resolve the boundary layers require, besides an adequate mesh refinement, the adoption
of second order discretization schemes combined with gradient limiting to avoid numeri-
cal instability. Wall layer thicknesses in both the cavity and EVOL cases have not been
found in complete agreement with the analytical estimate, suggesting a relevant role of
geometry, local velocity profiles and of turbulence. However, prescribed mesh refinement
based on the analytical model proved sufficient to adequately resolve wall concentration
gradients in all simulated cases. The comparison of three different common turbulence
models, namely the standard k − ε, the standard k − ω and the k − ω − SST models,
with different turbulent Schmidt number values has shown a significant influence on
the particle concentration distributions, given the discrepancies in the predicted velocity
and eddy diffusivity fields. However, the deposition rates, which are one of the main
subjects of the analysis, were much less affected, suggesting a certain flexibility in the
choice of turbulence models and parameters as far as deposition is concerned. This ef-
fect is probably due to the fact that, in the concentration boundary layer, transport is
dominated by diffusion and turbulent diffusivity vanishes at walls. In connection with
this aspect, it was found that, in steady-state conditions, a large fraction (more than
99.9%) of particles borne in the fuel are found on walls, demonstrating the efficiency
of transport mechanisms within the reactor. This aspect might prove even more rele-
vant when long-lived metallic species are considered, given the competition between the
deposition and decay mechanisms in determining the fate of produced particles. Fur-
thermore, results from a preliminary simplified test case have shown a non-negligible role
of precipitation modelling on the distribution of solid precipitate particles, suggesting
the need for further developments.

Finally, a preliminary Large Eddy Simulation multiphysics model of the MSFR was
developed, relying on the multiphysics incompressible single-phase solver developed and
described in this work. The use of LES as a dynamic analysis tool for the MSFR is es-
sentially a new and exciting research topic, with a wide range of potential applications.
In this work, a 3D MSFR geometry was developed and used to test different LES SGS
models available as part of the OpenFOAM library. Transient simulation evolving in
free dynamics from steady-state conditions has shown, qualitatively, no significant dis-
crepancies among different models in terms of frequency and amplitude of the turbulent
oscillations introduced by LES modelling, suggesting their substantial equivalence for
the dynamic analysis of the MSFR. On the other hand, predicted transients have shown
non-negligible effects due to turbulence on main reactor integral parameters, with am-
plitudes e.g. of few percents for the total reactor power. These preliminary results will
need to be confirmed with further studies, but might suggest the insurgence of interesting
dynamic phenomena and new challenges for dynamics and control of the MSFR.

5.1 Further work

Despite relevant for the analysis of MSFR behaviour, test cases were selected to simplify
the numerical analysis and to reduce the computational requirements. Future work will
include the analysis of FPs transport in more realistic 3D reactor simulations. The
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study of the 2D EVOL case has shown that the effect of turbulent transport in relatively
complex geometries should not affect dramatically concentration gradients close to walls,
giving reasonable estimates of the required mesh refinement. Arbitrary and flexible mesh
refinement in more complex 3D geometries, however, may prove a challenging task. In
this perspective, it is worth noting that 3D models, especially following a LES approach,
require a significant increase in the cell count (above 106), with a computational cost in
the range of several thousands CPU-hours for transients of a few tens of seconds. This is
worsened by the need to fully resolve boundary layers in generic geometries, increasing
further the cell count and the numerical complexity.

Regarding other limitations of the multiphysics transport model, the integration
with a full-featured chemistry model to distinguish between the solid and the dissolved
species might further improve the descriptive capabilities of the multiphysics framework.
To this aim, direct coupling of OpenFOAM MSFR solvers with an external equilibrium
thermochemistry code, such as Thermochimica [42], might be an interesting option.

Other possible limitations of the adopted approach include the adoption of pure
concentration-driven diffusive transport, which is strictly valid only in the approxima-
tion of particles of very small size. Further study will be needed to assess the range of
validity of such assumption for MSFR applications and to possibly extend the method-
ology to more advanced particle transport models. This might however add excessive
numerical/computational complexity, making the application of the multiphysics ap-
proach to real-scale MSFR simulations troublesome.
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Appendix A

Supplement to the Analytical
Model

A.1 Computation of M(a,b;z)

The computation of the obtained analytical results is conditioned, above all, on the
reliable evaluation of M(a, b; z). This task is far from trivial and is still widely addressed
in the literature [41, 27]. Different techniques have been proposed for different ranges of
the parameters a, b and of the argument z, but reliable and numerically efficient methods
for the application in a wide range of cases are not available.

The most straightforward methods make use of the definition (2.59) in a more efficient
recursive fashion:

M(a, b; z) =
∞∑
k=0

Tk(a, b; z) (A.1)

where

Tk(a, b; z) =
(a)k
(b)k

zk

k!
=

(
a+ k − 1

b+ k − 1

z

k

)
Tk−1(a, b; z) (A.2)

for k > 0 and with T0(a, b; z) = 1. Such series is convergent for all finite z and provided
that b is not a non-positive integer. Therefore, the series can be truncated as

M(a, b; z) ≈ MN (a, b; z) =

N∑
k=0

Tk(a, b; z) (A.3)

for a certain N . The value N(a, b, z) can be simply selected case by case as the smallest
k for which holds

|Tk+1(a, b; z)|
|Mk(a, b; z)|

< ε (A.4)

for a suitable ε. Since it can be observed in some cases that a convergence criterion
based on a single-term evaluation is not sufficient to ensure convergence, a more robust
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criterion can be used which is based on two successive terms. Hence the additional
condition

|Tk+2(a, b; z)|
|Mk+1(a, b; z)|

< ε (A.5)

This approach proves to be accurate up to machine precision in a relatively broad range
of cases, provided that |z| and |a| are not “too large”. In the present work, expressions
like

z = βn ŷ
2 (A.6)

a =
1− βn

4
+

Da

4βn
(A.7)

need to be evaluated, with both |z| and |a| monotonically increasing functions of βn, and
the approach based on a simple power series truncation may lead to inaccuracies for large
n. Experience has shown that the computation of βn by means of (2.63) in MATLAB
fails for n ≳ 50 (βn ≳ 200). Further values can be easily obtained by observing that
βn+1 − βn becomes approximately constant for sufficiently large n. However, since the
computation of Yn becomes unreliable regardless of the correctness of βn, care must be
paid if more than ≈25 eigenfunctions are needed.

Most difficulties with large parameters and argument arise from numerical cancella-
tion occurring in subsequent large terms. This can be avoided in an arbitrary-precision
arithmetic framework, as is done in the Arb library [26]. The Arb library implements
arbitrary-precision interval arithmetic and allows for the rigorous evaluation of several
special functions including M(a, b; z). In the present work, Arb functionalities have been
employed to ensure accurate evaluation of M(a, b; z) up to the number of significant dig-
its corresponding to machine precision.

A.2 Evaluation of normalization integrals

Given the numerical issues discussed earlier, the evaluation of the constants Cn and Dn

needs to be addressed carefully. By direct manipulation of the eigenvalue problem (2.54)
it is easily shown that

Dn = 2

∫ 1

0
(1− ŷ2)Yn dŷ =

2

β2
n

(
Da

∫ 1

0
Yn dŷ −

[
dYn
dŷ

]1
0

)

=
2

β2
n

(
Da

2
En +

DaSh

Da+∆
Yn(1)

) (A.8)

where

En =

∫ 1

−1
Yn dŷ = 2

∫ 1

0
Yn dŷ (A.9)

In a similar fashion it is possible to express also Cn in simpler terms. Since the βn are
simply the β values for which the eigenfunctions Yn satisfy both the differential equation
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and the boundary conditions, Y can denote a generic solution which doesn’t necessarily
satisfy the boundary conditions. Then, by multiplying the equation for Yn by Y and the
equation for Y by Yn, and by subtracting the two resulting equations:

d2Y

dŷ2
Yn − d2Yn

dŷ2
Y + (β2 − β2

n)(1− ŷ2)Y Yn = 0 (A.10)

Then, through manipulation and integration:∫ 1

0
(1− ŷ2)Y Yn dŷ =

1

β2 − β2
n

∫ 1

0

(
d2Yn
dŷ2

Y − d2Y

dŷ2
Yn

)
dŷ

=
1

β2 − β2
n

[
dYn
dŷ

Y − dY

dŷ
Yn

]1
0

=
1

β2 − β2
n

[
dYn
dŷ

(Y − Yn)− Yn

(
dY

dŷ
− dYn

dŷ

)]1
0

(A.11)

From this, it directly follows

Cn = 2

∫ 1

0
(1− ŷ2)Y 2

n dŷ

= lim
β→βn

2

β2 − β2
n

[
dYn
dŷ

(Y − Yn)− Yn

(
dY

dŷ
− dYn

dŷ

)]1
0

=
1

βn

[
dYn
dŷ

dYn
dβn

− Yn
d

dβn

(
dYn
dŷ

)]1
0

= − 1

βn

[
Yn

d

dβn

(
DaSh

Da+∆
Yn +

dYn
dŷ

)]
ŷ=1

(A.12)

The above expressions can be used to evaluate Cn and Dn without computing cumber-
some numeric integrals, in the cases with Da = 0. In the general case, (A.9) must still be
computed numerically, for which the methods described in this Section for the accurate
and robust evaluation of M(a, b; z) are essential. Derivatives with respect to βn can also
be approximated numerically with finite differences.
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Appendix B

Neutronics and precursors data

This Appendix contains the numerical input parameters needed by the neutronics model
calculations for the CNRS cavity benchmark (Section 3.1), the two-dimensional EVOL
MSFR (Section 3.2) and the three-dimensional 1/16 cyclic MSFR (Section 4.1) cases.
Neutronics data are condensed in 6 groups for neutron constants and 8 families for
delayed neutron precursors constants. Data for decay heat precursor families are not
reported since their presence has been neglected in the simulated cases.

For more details on the definitions and symbols used, the reader can refer to Sec-
tion 2.3 and to the Nomenclature.

B.1 CNRS benchmark cavity

Neutronics data are summarised in Tables B.1 to B.4. The reference temperature selected
for group constants adjustment is TΣ

0 = 900 K.

Table B.1: CNRS benchmark cavity neutron group constants: diffusion coefficient, ab-
sorption cross-section, fission cross-section.

g D0
n,g (m) DT

n,g (m) Σ0
a,g (m−1) ΣT

a,g (m−1) Σ0
f,g (m−1) ΣT

f,g (m−1)

1 +2.8006e−2 0 +5.4737e−2 0 +1.1131e−1 0
2 +1.8402e−2 0 +1.6473e−1 0 +1.0868e−1 0
3 +1.1311e−2 0 +3.3507e−1 0 +1.5222e−1 0
4 +1.4479e−2 0 +5.5967e−1 0 +2.5819e−1 0
5 +1.3975e−2 0 +1.2590e0 0 +5.3633e−1 0
6 +1.2825e−2 0 +3.4333e0 0 +1.4492e0 0
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Table B.2: CNRS benchmark cavity neutron group constants: scattering cross-section.

(a) Σ0
s,g→h (m−1)

h
g 1 2 3 4 5 6

1 +1.0848e+1 +5.2332e0 +4.0181e−1 +1.0987e−2 +2.5329e−3 +3.7833e−4
2 0 +1.8367e+1 +3.1914e0 +2.3422e−3 +2.2526e−4 +2.0041e−5
3 0 0 +2.9829e+1 +1.6347e0 +1.7058e−3 +1.2463e−4
4 0 0 0 +2.1747e+1 +1.9024e0 +1.3686e−6
5 0 0 0 0 +2.2717e+1 +1.0589e0
6 0 0 0 0 0 +2.3783e+1

(b) ΣT
s,g→h (m−1)

h
g 1 2 3 4 5 6

1 0 0 0 0 0 0
2 0 0 0 0 0 0
3 0 0 0 0 0 0
4 0 0 0 0 0 0
5 0 0 0 0 0 0
6 0 0 0 0 0 0

Table B.3: CNRS benchmark cavity neutron group constants: average neutron yield per
fission, average energy yield per fission, inverse neutron velocity, prompt fission yield
spectrum, decay energy yield spectrum.

g ν̄g (-) Ēf,g (J) 1/vg (m−1s) χp,g (-) χd,g (-)

1 +2.8552e0 +3.2407e−11 +4.0037e−8 +3.5381e−1 +4.3033e−3
2 +2.5453e0 +3.2407e−11 +7.3985e−8 +5.2364e−1 +3.8773e−1
3 +2.4333e0 +3.2407e−11 +2.6175e−7 +1.2103e−1 +5.8185e−1
4 +2.4313e0 +3.2407e−11 +6.6927e−7 +1.3546e−3 +2.2795e−2
5 +2.4333e0 +3.2407e−11 +1.5585e−6 +1.5123e−4 +2.8913e−3
6 +2.4333e0 +3.2407e−11 +4.2446e−6 +7.3724e−6 +4.2894e−4
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Table B.4: CNRS benchmark cavity precursor family constants: delayed neutron pre-
cursors fraction, delayed neutron precursors decay constant.

k βd,k (-) λd,k (s−1)

1 +2.3310e−4 +1.2467e−2
2 +1.6602e−4 +2.8292e−2
3 +6.0581e−4 +4.2524e−2
4 +6.4092e−4 +1.3304e−1
5 +2.1449e−3 +2.9247e−1
6 +1.3773e−3 +6.6649e−1
7 +6.8188e−4 +1.6348e0
8 +1.0326e−3 +3.5546e0

B.2 Two-dimensional EVOL MSFR

Neutronics data are summarised in Tables B.5 to B.8. The reference temperature selected
for group constants adjustment is TΣ

0 = 900 K.

Table B.5: Two-dimensional EVOLMSFR neutron group constants: diffusion coefficient,
absorption cross-section, fission cross-section.

g D0
n,g (m) DT

n,g (m) Σ0
a,g (m−1) ΣT

a,g (m−1) Σ0
f,g (m−1) ΣT

f,g (m−1)

1 +2.3146e−2 −1.1819e−5 +6.2107e−1 −7.7864e−4 +4.4465e−1 −8.3425e−5
2 +1.5399e−2 +3.8237e−6 +3.2585e−1 −2.0856e−5 +2.5169e−1 −2.7809e−5
3 +9.7600e−3 −3.4761e−6 +3.9518e−1 +2.7809e−4 +1.8046e−1 +6.9521e−6
4 +1.1800e−2 −3.9280e−5 +7.7236e−1 +4.6649e−3 +2.6185e−1 +8.3425e−5
5 +1.1026e−2 −1.3904e−4 +1.5474e0 +4.3833e−2 +5.2003e−1 −7.4388e−4
6 +1.0263e−2 −2.3463e−4 +3.8791e0 +2.3648e−1 +1.3947e0 −1.0463e−2

B.3 Three-dimensional 1/16 cyclic MSFR

Neutronics data are summarised in Tables B.9 to B.12. The reference temperature
selected for group constants adjustment is TΣ

0 = 900 K.
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Table B.6: Two-dimensional EVOL MSFR neutron group constants: scattering cross-
section.

(a) Σ0
s,g→h (m−1)

h
g 1 2 3 4 5 6

1 +1.3555e+1 +5.8054e0 +6.1574e−1 +4.1729e−3 +4.2940e−4 +3.6180e−5
2 0 +2.2042e+1 +3.7656e0 +6.4301e−3 +5.3583e−4 +2.3849e−5
3 0 0 +3.5039e+1 +1.4118e0 +2.3659e−3 +1.4904e−4
4 0 0 0 +2.7189e+1 +1.2754e0 +2.4034e−4
5 0 0 0 0 +2.9019e+1 +5.6930e−1
6 0 0 0 0 0 +2.9551e+1

(b) ΣT
s,g→h (m−1)

h
g 1 2 3 4 5 6

1 −1.0081e−2 +1.0463e−2 +2.7357e−3 −9.6113e−5 +3.7006e−5 −1.4165e−5
2 0 −2.0856e−3 +1.5295e−3 −1.3171e−4 +2.3411e−5 −3.1726e−6
3 0 0 +9.7330e−3 +2.7809e−4 −3.1632e−6 +1.3539e−5
4 0 0 0 +8.8640e−2 −1.8423e−3 −3.2300e−5
5 0 0 0 0 +3.5595e−1 −1.5854e−2
6 0 0 0 0 0 +5.2419e−1

Table B.7: Two-dimensional EVOL MSFR neutron group constants: average neutron
yield per fission, average energy yield per fission, inverse neutron velocity, prompt fission
yield spectrum, decay energy yield spectrum.

g ν̄g (-) Ēf,g (J) 1/vg (m−1s) χp,g (-) χd,g (-)

1 +3.0761e0 +3.3044e−11 +3.9811e−8 +3.6067e−1 +4.6450e−3
2 +2.8632e0 +3.3145e−11 +7.5204e−8 +5.1716e−1 +3.9391e−1
3 +2.7075e0 +3.2993e−11 +2.6880e−7 +1.2064e−1 +5.7539e−1
4 +2.6718e0 +3.2940e−11 +6.6204e−7 +1.3687e−3 +2.3069e−2
5 +2.6672e0 +3.2932e−11 +1.4947e−6 +1.5149e−4 +2.6741e−3
6 +2.6716e0 +3.2949e−11 +3.6576e−6 +7.4572e−6 +3.1626e−4
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Table B.8: Two-dimensional EVOL MSFR precursor family constants: delayed neutron
precursors fraction, delayed neutron precursors decay constant.

k βd,k (-) λd,k (s−1)

1 +1.2243e−4 +1.2467e−2
2 +7.5701e−4 +2.8292e−2
3 +3.7605e−4 +4.2524e−2
4 +8.1366e−4 +1.3304e−1
5 +1.4791e−3 +2.9247e−1
6 +5.1985e−4 +6.6649e−1
7 +4.6285e−4 +1.6348e0
8 +1.5745e−4 +3.5546e0

Table B.9: Three-dimensional 1/16 cyclic MSFR neutron group constants: diffusion
coefficient, absorption cross-section, fission cross-section.

g D0
n,g (m) DT

n,g (m) Σ0
a,g (m−1) ΣT

a,g (m−1) Σ0
f,g (m−1) ΣT

f,g (m−1)

1 +2.3146e−2 −1.1819e−5 +6.2107e−1 −7.7864e−4 +4.4465e−1 −8.3425e−5
2 +1.5399e−2 +3.8237e−6 +3.2585e−1 −2.0856e−5 +2.5169e−1 −2.7809e−5
3 +9.7600e−3 −3.4761e−6 +3.9518e−1 +2.7809e−4 +1.8046e−1 +6.9521e−6
4 +1.1800e−2 −3.9280e−5 +7.7236e−1 +4.6649e−3 +2.6185e−1 +8.3425e−5
5 +1.1026e−2 −1.3904e−4 +1.5474e0 +4.3833e−2 +5.2003e−1 −7.4388e−4
6 +1.0263e−2 −2.3463e−4 +3.8791e0 +2.3648e−1 +1.3947e0 −1.0463e−2
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Table B.10: Three-dimensional 1/16 cyclic MSFR neutron group constants: scattering
cross-section.

(a) Σ0
s,g→h (m−1)

h
g 1 2 3 4 5 6

1 +1.3555e+1 +5.8054e0 +6.1574e−1 +4.1729e−3 +4.2940e−4 +3.6180e−5
2 0 +2.2042e+1 +3.7656e0 +6.4301e−3 +5.3583e−4 +2.3849e−5
3 0 0 +3.5039e+1 +1.4118e0 +2.3659e−3 +1.4904e−4
4 0 0 0 +2.7189e+1 +1.2754e0 +2.4034e−4
5 0 0 0 0 +2.9019e+1 +5.6930e−1
6 0 0 0 0 0 +2.9551e+1

(b) ΣT
s,g→h (m−1)

h
g 1 2 3 4 5 6

1 −1.0081e−2 +1.0463e−2 +2.7357e−3 −9.6113e−5 +3.7006e−5 −1.4165e−5
2 0 −2.0856e−3 +1.5295e−3 −1.3171e−4 +2.3411e−5 −3.1726e−6
3 0 0 +9.7330e−3 +2.7809e−4 −3.1632e−6 +1.3539e−5
4 0 0 0 +8.8640e−2 −1.8423e−3 −3.2300e−5
5 0 0 0 0 +3.5595e−1 −1.5854e−2
6 0 0 0 0 0 +5.2419e−1

Table B.11: Three-dimensional 1/16 cyclic MSFR neutron group constants: average neu-
tron yield per fission, average energy yield per fission, inverse neutron velocity, prompt
fission yield spectrum, decay energy yield spectrum.

g ν̄g (-) Ēf,g (J) 1/vg (m−1s) χp,g (-) χd,g (-)

1 +3.0761e0 +3.3044e−11 +3.9811e−8 +3.6067e−1 +4.6450e−3
2 +2.8632e0 +3.3145e−11 +7.5204e−8 +5.1716e−1 +3.9391e−1
3 +2.7075e0 +3.2993e−11 +2.6880e−7 +1.2064e−1 +5.7539e−1
4 +2.6718e0 +3.2940e−11 +6.6204e−7 +1.3687e−3 +2.3069e−2
5 +2.6672e0 +3.2932e−11 +1.4947e−6 +1.5149e−4 +2.6741e−3
6 +2.6716e0 +3.2949e−11 +3.6576e−6 +7.4572e−6 +3.1626e−4
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Table B.12: Three-dimensional 1/16 cyclic MSFR precursor family constants: delayed
neutron precursors fraction, delayed neutron precursors decay constant.

k βd,k (-) λd,k (s−1)

1 +1.2243e−4 +1.2467e−2
2 +7.5701e−4 +2.8292e−2
3 +3.7605e−4 +4.2524e−2
4 +8.1366e−4 +1.3304e−1
5 +1.4791e−3 +2.9247e−1
6 +5.1985e−4 +6.6649e−1
7 +4.6285e−4 +1.6348e0
8 +1.5745e−4 +3.5546e0
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