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1. Introduction
The development of lasers providing high-
intensity (≳ 1018 W/cm2) electromagnetic fields
in controlled shapes in time and space has
opened new branches of investigation in the in-
teraction of light with matter. The irradiation
of materials with such light sources causes, in
fact, plasma formation and particle accelera-
tion. The use of simple analytical models to
explore this physical scenario is hindered by its
complexity. Therefore, numerical simulations in
which the particles composing the plasma move
self-consistently with the electromagnetic fields
are necessary. The particle in-cell (PIC)
method[1] is one of the most common ap-
proaches thanks to its capability of unveiling the
complexity of the physics of the process with a
relatively limited computational cost. The inter-
action of lasers with solid targets is one of the
most studied processes. It can give birth to Tar-
get Normal Sheath Acceleration (TNSA),
a demonstrated mechanism to accelerate low-
mass ions which are naturally present on the
surface of the targets as hydro-carbon contam-
inants. Many strategies have been developed
over the years to make this process more effi-
cient. Among all, the use of advanced nanos-

tructured targets such as double-layer tar-
gets (DLTs) is very promising. DLTs exploit a
nanostructured low-density (few mg/cm3) layer
deposited on a metallic film to increase laser en-
ergy absorption and can be produced at Nanolab
(Politecnico di Milano) laboratories. Despite
needing more elaborate modelling, such nanos-
tructured targets could be useful in developing
compact radiation sources exploiting TW-class
lasers. Nevertheless, the modelling of such a
regime is not straightforward due to the rela-
tively low laser intensity. Target ionisation and
morphology can greatly influence the process.
The aim of this thesis work is to analyse and op-
timise the TNSA process in this context, with a
focus on the modelling of the nanostructure.

2. Fundamentals
The majority of the analytical models proposed
for TNSA neglect the interaction between the
laser and the target: the contaminant ion ac-
celeration is described after the laser has in-
teracted with the material and heated up the
electrons. The electron heating and consequent
expansion are the drivers of the acceleration of
the contaminant ions. The hypothesis is justifi-
able by observing that the inertia of the ions is

1



Executive summary Kevin Ambrogioni

at least three orders of magnitude higher than
the electron one. Thus, the ion motion just af-
ter the interaction is negligible [1]. One of the
most used models is the so-called sheath model.
It is a quasistatic model assuming fixed elec-
trons during the acceleration of ions, an ap-
proximation valid for the highest energy ions
which are the first to move. The model pro-
vides a scaling for the maximum energy of the
contaminant protons in the sheath field which is
proportional to the electron mean energy usu-
ally estimated, in first approximation, by the
so-called corrected ponderomotive scaling
[1]. Such a model estimates the mean electron
energy as Te ≃ mec

2(
√

1 + a20/2 − 1), where
a0 = e

√
2I/(meωc

3
2 ) is the normalised vector

potential, e is the electron charge, c is the light
velocity in vacuum and I is the laser peak inten-
sity.
However, the scaling does not apply in the con-
text of DLTs: a specific one is necessary. A
proposal to describe the interaction between the
laser pulse and the double-layer target can be
given under some simplifications [2]. The heat-
ing process of the electrons in the metallic layer
is still modelled with the corrected pondero-
motive scaling. The low-density layer, instead,
is modelled as a totally ionised plasma which
responds as a thin lens to laser propagation.
Low-density plasmas, in fact, allow the prop-
agation of electromagnetic waves, while high-
density ones reflect them. The different be-
haviour is mainly caused by the electrons. The
electron density which defines the border be-
tween the two regimes is defined as critical
density nc = meω/(4πe

2). This threshold de-
pends on the frequency of oscillation ω of the
electromagnetic wave and broadens when elec-
tron motion is relativistic (i.e. a0 > 1) due
to the increase in their inertia. In this sense a
plasma which has an electron density in the or-
der of 0.1nc < ne < γ0nc is called near-critical.
γ0 =

√
1 + a20/2 is the relativistic parameter. In

the low-density layer of a DLT, during the prop-
agation of a laser pulse electrons absorb part of
its energy and if their motion becomes relativis-
tic the laser pulse gets focused due to non-linear
effects. The position at which the pulse is most
focused is called self-focusing length lf . The
model for the DLTs predicts the values for the
thickness dncopt and electron density nnc

opt which

optimise the laser energy absorption:
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where ne is the electron density of the nearcriti-
cal layer, w0 is the initial laser spot at the start
of the near-critical layer and τ is the laser pulse
duration at its intensity full width at half max-
imum (FWHM).
Near-critical layers are usually not homoge-
neous. Indeed, the density of gases is orders
of magnitude lower than the critical density for
commonly used lasers, while the opposite hap-
pens with solids. The right density can be
achieved in nanofoams produced with Pulsed
Laser Deposition (PLD) at Nanoloab (Po-
litecnico di Milano). Nanofoams are aggregates
of particles with a radius of in the order of
tens of nanometers. The intrinsic disorder of
the nanofoam structure is related to the non-
equilibrium nature of its growth process which
determines, also, the final nanofoam morphol-
ogy. PLD foam growth can be modelled with
Diffusion-Limited processes. i.e. the formation
of clusters in the PLD chamber is characterised
by diffusive processes which make the nanoparti-
cles stick together. Two assessed models can be
used in describing the formation of such clusters:
the Diffusion-Limited Aggregation (DLA)
model and the Diffusion-Limited Cluster-
Cluster Aggregation (DLCCA) model. The
first supposes that diffusing nanoparticles stick
irreversibly to form clusters one at a time. No
interaction among the diffusing particles is con-
sidered. The second, instead, makes the hypoth-
esis that the diffusing nanoparticles can interact
among themselves forming intermediate clusters
which eventually aggregate in forming a unique
cluster. Different conditions in the deposition
of the foam can make one model more effective
than the other in describing the PLD foam struc-
ture. The foam structure shows properties typ-
ical of fractals. The foam mass distribution M
is described by a power law with the fractal di-
mension Df as exponent (M ∼ R

Df
g with Rg

as a characteristic length). Df is related to the
physics of aggregation of the clusters. The char-
acteristic length related to such scaling laws is
the so-called gyration radius Rg. It is defined
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as the radial distance from the centre at which
the total mass of an aggregate should be con-
centrated to have the same moment of inertia as
the real aggregate. The gyration radius is pro-
portional to the number of nanoparticles in the
aggregate N and to the radius of the nanopar-
ticles rnp. Under the hypothesis that the de-
scription of the foam can be performed using its
mean gyration radius, the following relation for
its density ρf can be obtained:

ρf = kρnp

(rnp
Rg

)3−Df

, (3)

where Rg = rnpN
1

Df , ρnp is the density of a
single nanoparticle and k is a prefactor contain-
ing all the physics behind the aggregation and
which is usually below the unitary value. The
nanostructure of the near-critical layer, partic-
ularly when the laser intensity is relatively low,
can greatly affect the interaction between the
laser and the target. The effects of the nanos-
tructure can be partially explained in terms of
the Coulomb explosion[1] of the nanoparticles
composing the foam.
To capture all the physics put in by the nanos-
tructure and the relativistic effects induced by
high-intensity lasers, kinetic models [3] are nec-
essary. The analytical solution of such models
is not feasible in general cases. The numerical
approach is then necessary and the PIC [1] is
one of the most assessed ones. The PIC is a
particle method which approximately solves the
collisionless kinetic relativistic model. The par-
ticles contained in a plasma are sampled with a
lower number of numerical particles having an
arbitrarily chosen space extension and a unique
velocity. The numerical particles move across
a space grid under the effects of the electro-
magnetic field following the solution of Newton-
like relativistic equations. The particles deposit
charge and current densities, which are then
used to solve the Maxwell system of equations.
Also, the ionisation effects can be accounted for
by inserting a Monte Carlo module in be-
tween the calculation of the electromagnetic field
and the particle motion. Ionisation can happen
due to multiple effects. The tunnel ionisation,
i.e. the ionisation happening in the presence of
a strong electric field which distorts the atomic
potential, is one of the most probable and its
ionisation rate can be described by means of the

ADK theory [4].

3. Objectives and Methods
The goal of the thesis work can be artic-
ulated into two main points. First of all, as-
sessing a method which allows for the construc-
tion of numerical foams having desired density
and thickness. Secondly, determining the best
set-up characteristics for simulations on the in-
teraction of a class-TW laser with solid tar-
gets and demonstrating the feasibility of laser-
driven proton sources with such lasers by opti-
mising the coupling between the laser and the
target. The first goal was pursued by using a
proprietary C++ code which is able to simu-
late both DLA and DLCCA foams and which is
independent on the nanoparticle diameter and
density. The other goals were pursued by us-
ing two different highly parallelised PIC codes:
WarpX, which runs also on GPU-accelerated
systems, and Smilei, which allows for the ini-
tialisation of whatever complex shape for the
plasma. The simulations related to the propri-
etary code were performed on a personal com-
puter, the ones related to the PIC codes were
performed on two different clusters belonging
to CINECA (Bologna): the Marconi100 GPU-
accelerated cluster to perform simulations in
WarpX and the Galileo100 cluster to perform
simulations in Smilei.

4. Analysis of the results
Numerical foams having different characteris-
tics were simulated. The main parameter influ-
encing the foam density is N , thus foams hav-
ing 1, 2, 5, 10, 20, 50, 100, 200, 500, 1000 and
2000 particles per cluster were produced. The
formed DLCCA clusters then were deposited on
a plane substrate in two different ways: a bal-
listic deposition and a downward diffusive depo-
sition. The substrate transversal dimension D
was set to 500 diameters of nanoparticle. The
simulation was performed in a box having the
substrate as a base, and a height-to-substrate
dimension ratio Dz/D of 2. The clusters were
initialised in the deposition randomly on the top
of the foam and led to falling. Periodic boundary
conditions were applied in the transversal direc-
tions. A high number of clusters was deposited
and various shots of the deposition process were
saved as output files. In figure (1) two shots of
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the performed cases are presented.

Figure 1: In (a)-(d) the 3D representation of
numerical foams (N = 1 and N = 10), in (b)-
(e) the 2D front section of the respective foams,
in (c)-(f) a scanning electron microscope (SEM)
front section of a DLA and a DLCCA foam
(source [5]). Lighter colours are associated with
a higher distance from the substrate. In (g) the
plot of the estimated density with respect to the
theoretical one (equation (3) with Df = 1.8,
ρnp = 25 nc, dnp = 25.0 nm). The dotted line
represents the saturated values from the simula-
tions, the continuous line the performed fitting.

In figure (1)-(a) and (b) the representations per-
formed with Ovito of a foam produced with
N = 1 are shown and compared with a real
DLA foam in figure (1)-(c). In figure (1)-(d)
and (e) representations of a foam produced with
N = 100 are shown and compared with a real
DLCCA foam in figure (1)-(f). A good accor-
dance between the simulated and real images is
observed. Ad-hoc Python tools have been de-
veloped to estimate foam density and thickness
mimicking experimental methods. Performing
a fitting between the theoretical density (for-
mula(3) with Df = 1.8) and the estimated val-
ues, two k are retrieved: 0.613 for the ballistic
deposition and 0.493 for the diffusive deposition.
Then a PIC investigation of the interaction of a
20 TW laser having a wavelength of 0.8 µm an
intensity FWHM of 30 fs and a laser spot of 2.4
µm with a DLT composed of a carbon foam and

an aluminium substrate was performed. A first
investigation on the effects of the tunnel ionisa-
tion process in such a condition was performed
with 2D WarpX simulations of a plain substrate,
i.e. the worst condition. The results showed that
the process could be neglected without losing
generality. A parametric scan with 2D simula-
tions was then performed with WarpX analysing
different target conditions. The foam density
was computed using the relation (2). The sub-
strate density was the realistic aluminium den-
sity. Three different substrate (200 nm, 600
nm and 2000 nm) and foam (2 µm, 4 µm, re-
trieved by the formula (1), and 8 µm) thick-
nesses were analysed. A hydrogen contaminant
layer was positioned on the rear face of the sub-
strate. The results showed that the optimal case
(i.e. the case that maximises the proton mean
energy and the laser energy conversion into their
kinetic energy) in accelerating protons was the
4-µm-thick foam and 200 nm-thick-substrate, in
accordance with the analytical model [2]. These
results were simulated in two 3D simulations to
analyse the effects of the nanostructure. A ho-
mogeneous case was simulated with WarpX and
a nanostructured case with Smilei. The nanos-
tructure was composed of nanoparticles with a
diameter of 80.0 nm and a density of 20.80 nc.
The substrate in both cases was simulated with
a reduced electron density of 80 nc to avoid pro-
hibitive computational costs. The result showed
a decrease of the maximum proton energy in the
nanostructured case accompanied, however, by
an increase in the efficiency in converting laser
energy into proton energy (ηp). In figure (2)
two shots of the simulation of the nanostruc-
tured case are shown (a-b) together with the
proton spectrum retrieved at the end of the sim-
ulation(c).
Lastly, a PIC investigation of the interaction
between a sub-TW laser and DLTs was per-
formed. The simulated laser had a pulse energy
of 4.5 mJ and a wavelength of 0.8 um. It was
modelled in two different conditions: intensity
FWHM of 40 fs and laser spot of 3.0 µm and in-
tensity FWHM of 40 fs and laser spot of 2.5 µm.
The first part of the investigation was performed
by means of 2D simulations. An analysis of the
field ionisation process and of the optimal con-
ditions for TNSA were performed in both laser
configurations using WarpX. The substrate was
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modelled as a 1 µm-thick-aluminium foil with a
contaminant layer on the rear surface.

Figure 2: In (a) and (b) the electron density
ne and some electron trajectories in green at
two time-steps in the nanostructured 3D 20 TW
case. In (a) also the Bz contour and in (b) also
the positions of the protons, coloured according
to their energy E. In (c) the plot of the proton
spectrum at the last time-step, together with the
exponential fitting in dotted line. In (d), (e) and
(f) the respective for the sub-TW 10 fs FWHM
case with a nanostructured foam.

Three different foam conditions were simulated
for both the laser configurations with thicknesses
retrieved by equation (1). For the 40 fs FWHM
case, a 0.3 nc, calculated from equation (2), a
0.95 nc, the minimum experimentally achievable
density in PLD foams, and a 3 nc were simu-
lated, while for the 10 fs FWHM case, a 0.2 nc,

calculated from equation (2), a 0.95 nc and a 3.0
nc. The results show that ionisation had a great
influence on the interaction. The optimal condi-
tion for proton acceleration (optimal case) was
observed for the 10 fs FWHM laser with the 0.95
nc foam. Also, simulations neglecting the ioni-
sation process with nanostructured foams were
performed with WarpX in both laser conditions
and in Smilei for the optimal case analysing the
ionisation. The foams in WarpX were modelled
taking a slice of a 4 µm DLCCA foam with
nanoparticles diameter of 80.0 nm and average
densities of 0.95 nc and 3.0 nc, the one in Smilei
as a slice of a foam obtained from the DLCCA
code with clusters having 50 nanoparticles each,
with diameter of 50.0 nm. The nanostructure
was detrimental both in ηp and in maximum pro-
ton energy in the 0.95 nc cases. The opposite
happens in the 3.0 nc ones. In all cases, an en-
hanced conversion efficiency of laser energy into
foam ion energy (ηf ) was observed. An increased
mean level of ionisation is also shown with re-
spect to the corresponding homogeneous case
in Smilei. Lastly, a 3D nanostructured simula-
tion of the optimal case was performed in Smilei.
The foam was modelled as a neutral carbon DL-
CCA nanostructure with nanoparticles diameter
of 50.0 nm and ion density of 4.17 nc. The sub-
strate was modelled as a three-times-ionised alu-
minium substrate with a reduced ion density of
6.15 nc. The result showed a reduced maximum
proton energy and ηp. A confirmation of the en-
hanced ηf was observed. In figure (2) two shots
of the simulation of the nanostructured case are
shown (d-e) together with the proton spectrum
retrieved at the end of the simulation (f).

5. Discussion on the Results
Concerning the characterisation of the
foams retrieved from the DLCCA code, it is
possible to make two main important observa-
tions. Firstly, the fitting in figure (1)-(g) was
generated by accounting for foams with N up
to 10 only. When N is lower than 10 the fit-
ting does not work anymore. The retrieved val-
ues for k are in agreement with the experimen-
tal ones [5] and with considerations which can
be done on the deposition process: k is higher
in the ballistic deposition which creates denser
aggregates than the diffusion processes. Con-
cerning the 20 TW laser-driven proton ac-

5



Executive summary Kevin Ambrogioni

celeration, a great influence of the substrate
thickness in enhancing the TNSA process has
been shown. Its influence seems more promi-
nent in the single-layer target where other mech-
anisms (such as Coulomb explosion of the thin
substrate) can play a role in the acceleration in
thin targets. The validity of equations (2) and
(1) has been demonstrated for this case. The
nanostructure presence greatly influences the re-
sults: the rising part of the laser pulse does not
homogenise the target. A decrease in resonance
effects typical of homogeneous near-critical lay-
ers can explicate the decrease of proton maxi-
mum energy. In the meantime, the Coulomb ex-
plosion of foam nanoparticles can be the cause
of the increase in ηp. Concerning the sub-TW
laser-driven proton acceleration, firstly, it
was possible to observe that the 10 fs FWHM
configuration shows higher proton energy than
the 40 fs one. This effect is mainly caused by
the overcoming of the relativistic limit for elec-
tron motion in such configuration. Secondly, the
effect of the foam nanostructure is beneficial in
slightly overdense cases because of the propa-
gation of the laser pulse across its void spaces.
Moreover, the Coulomb expansion of the foam
nanoparticles is at the base, also, of a high ηf .
Lastly, the field ionisation effect is fundamen-
tal in the PIC modelling of TNSA with sub-TW
lasers since the rising part of the pulse is not
able to ionise completely the target. The simple
model for DLTs[2] fails in estimating the optimal
condition in this case, probably as a consequence
of neglecting the ionisation process.

6. Conclusions and future de-
velopments

This thesis work was carried out with the pur-
pose of modelling numerically the interaction
of class-TW lasers with DLTs to demonstrate
the feasibility of proton radiation sources using
TNSA process. During the thesis work, it was
possible to assess the production of numerical
DLCCA nanostructures emulating the realistic
foams obtained via PLD. This opened the pos-
sibility to model numerically the foams which
are experimentally produced at Nanolab (Po-
litecnico di Milano). A vast 2D and 3D PIC
simulation campaign was then performed to in-
vestigate the interaction of a 20 TW and a sub-
TW laser with DLTs. In both cases, the defini-

tion of optimal set-up conditions for PIC sim-
ulations was investigated. The 20 TW laser is
not greatly affected by the ionisation process,
which can be neglected. On the contrary, such a
process must be considered in the sub-TW laser
case. Both cases show great dependence on the
inclusion of the nanostructure in the numerical
modelling. The 20 TW laser, with a maximum
proton energy of around 15 MeV and a mean one
of around 3 MeV, could be exploited in applica-
tions which involve laser-driven PIXE. On the
contrary, the low proton mean energy (around
tens of keV) makes the sub-TW lasers unapt
to perform such analysis. In conclusion, both
the laser configuration showed interesting fea-
tures which must be further investigated. The
characterisation of the foams having a number
of particles per cluster lower than 10 should be
performed and the investigation of other effects
in PIC, such as collisions, is necessary. To pos-
sibly use TW-class lasers as radiation sources,
an improvement of the sub-TW configuration
should be investigated and experimental cam-
paigns should be performed, also to confirm the
simulation results.
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