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Abstract

Nowadays, energy efficiency has become a critical issue in industry, with
rising energy costs, environmental concerns, and stricter regulations. In par-
ticular, manufacturing accounts for a considerable portion of global energy
consumption, and reducing energy usage in this sector can improve produc-
tion systems sustainability. In this context, energy-efficient control (EEC) of
manufacturing equipment has emerged as a promising solution. EEC aims to
minimize the energy consumption while maintaining production targets. How-
ever, traditional EEC methods face several barriers and limitations, including
the stochasticity of manufacturing systems, the limited control actions avail-
able, and the unknown system dynamics.

Recent research has demonstrated the applicability and potential of Re-
inforcement Learning (RL) to successfully control production systems. RL is
a type of Machine Learning that enables agents to learn from their environ-
ment by interacting with it, providing an alternative method to handle incom-
plete or uncertain information. RL algorithms are indeed adaptive, designed to
deal with the system dynamics during the learning process and to adjust their
strategies accordingly over time. RL adaptability and effectiveness in address-
ing control problems that entail high levels of stochasticity make it a suitable
candidate for effectively applying EEC policies to manufacturing equipment.

The research goal of this thesis is to develop novel RL-based models that
overcome the actual EEC barriers and are capable of dealing with the EEC
task for one, more or all the machines in a manufacturing line. The system of
interest are workstations composed of several machines in parallel, a widely
used layout to obtain a balanced production system in terms of workstations
workload. Despite their widespread use and high energy consumption, there
is a lack of research that focuses on the potential for energy savings for this
system type. Additionally, there has been no exploration in literature of the
potential for RL to apply EEC in manufacturing.

The proposed and innovative RL-based models apply EEC to single par-
allel machine workstations and multi-stage production lines with parallel ma-
chine workstations. These models are adaptive and general, enabling them to
identify suitable EEC policies for various performance indicators while main-
taining production constraints. Numerical results confirm model benefits when
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applied to a real line from the automotive sector. Further experiments con-
firm effectiveness and generality of the approach. The results of this research
will contribute to the development of more efficient and sustainable produc-
tion systems, enabling manufacturers to reduce their energy consumption and
increase their competitiveness.

Keywords: Artificial Intelligence; Reinforcement Learning; Sustainability;
Energy-Efficient Control; Manufacturing Systems; Energy Efficiency.
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Chapter 1

Introduction

Over the past decade, energy-efficiency has emerged as a critical area
of research within the field of production systems, alongside traditional ar-
eas of focus such as productivity improvement and quality enhancement. The
increasing demand for "eco-green" tools is driven by several factors as finan-
cial gains, improved reputation, compliance with regulations, and addressing
global challenges, which can lead to long-term viability. From a financial point
of view, indeed, sustainability initiatives can lead to cost savings, improved
efficiency, and reduced risk for companies; for example, implementing energy-
efficient practices can reduce energy costs and investing in renewable energy
can hedge against future fuel price increases. Furthermore, companies that
prioritize sustainability often see an improvement in their brand and customer
loyalty. Compliance and legal requirements are also a concern, as many gov-
ernments and industry groups have implemented regulations and standards
for sustainability, and companies that do not comply may face penalties or
fines. Lastly, companies that prioritize sustainability are better equipped to
navigate the challenges of the future and to adapt to an ever-changing busi-
ness environment, enhancing their long-term viability.

The goal of this thesis is to contribute to the research area of industrial
systems planning, control and optimization by developing new models and
methods for the effective energy-efficient control of production systems.

1.1 Background
In recent years, energy-efficiency topic is drastically increasing its relevance
in manufacturing industries management. The industrial sector is indeed re-
sponsible for almost the 40% of global energy consumption, and this is mostly
due to manufacturing (Figure 1.1-a). Among the industrial sector, indeed,
energy-intensive manufacturing, which includes fields such as food, chemi-
cals, refining, iron and steel, is the largest contributor, accounting for almost
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Chapter 1. Introduction

the 52% of total industrial energy consumption. This is followed by not energy-
intensive manufacturing (metal-based durables, and other manufacturing) and
not-manufacturing activities (e.g. agriculture and mining), with a share of
around 35% and 13% respectively (Figure 1.1-b). As a result, the industrial
sector also contributes significantly to global CO2 emissions related to energy
consumption, and this impact is expected to further rise in the upcoming years
(Figure 1.2).

Figure 1.1: Percentage of global energy consumption by sector (a) and detail of how
the share of the industrial field is composed (b) [1].

Figure 1.2: CO2 energy-related emissions by sector [1].

Given this scenario, companies have been increasingly implementing energy-
efficient measures to reduce their energy costs, improve their reputation, com-
ply with regulations and increase their long-term viability, also considering the
recent major trend of rising electricity prices [1]. However, they face several
challenges when implementing these practices. One of these is the high initial
investment required for energy-efficient equipment and technologies. Addi-
tionally, industrial corporations may face resistance from employees or other
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1.2 Energy-Efficiency Measures in Manufacturing

stakeholders who are not familiar with or do not support the changes. Further-
more, many companies lack the necessary knowledge and expertise to im-
plement and maintain energy-efficient measures. Lastly, there is a scarcity of
standardization and compatibility among energy-efficient technologies which
can make it difficult to integrate them into existing systems. Despite these
challenges, enterprises are recognizing the importance of sustainability and
are taking steps to overcome these obstacles in order to reduce their energy
consumption and emissions.

1.2 Energy-Efficiency Measures in Manufacturing
In a manufacturing system, energy-efficiency can be addressed at different
hierarchical levels of the automation pyramid [2] (Figure 1.3): (i) global supply
chain, (ii) facility, (iii) production line, and (iv) machine tool (“machine" from
now on). This work places its focus on the machine and production line levels.

Figure 1.3: Different hierarchical levels of the automation pyramid.

Machines are responsible for approximately 50% of the total electricity con-
sumed in an average factory [3]. Their energy consumption can be seen as
the sum of a Base Load and a Load Dependent portions [4]. The former
is independent from the process and is required to maintain the machine in
ready-for-process conditions; the latter is requested to operate on parts and to
execute the main machine process.
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Chapter 1. Introduction

Before a machine is integrated and operating into the production line, two
main strategies can be implemented to reduce its environmental impact: the
focus on the machine design and the proper calibration of the process pa-
rameters. The goal of the first approach is to minimize the power demands
of machine components and this can be accomplished by utilizing more effi-
cient technologies such as latest-generation motor drives, advanced material
handling methods, precision clamping systems, and optimized hydraulic and
pneumatic systems. On the other hand, the second approach is based on
identifying proper process parameters (e.g. spindle rotating or cutting speed)
allowing to minimize the Load Dependent energy; however, this strategy also
requires carefully balancing between machine cycle time and power consump-
tion.

Nevertheless, both of the above methods are well-suited for designing new
machines for a production line or re-calibrating a production process, but are
not as effective for applying on already existing and operational machines.
Indeed, when companies have already made significant investments in their
existing and in-use machines in the respective production lines, it is impor-
tant to investigate alternative strategies for reducing the environmental impact
of these, while still preserving the investment made for buying and installing
them. In this situation, two main approaches can be identified: energy-efficient
scheduling (EES) and energy-efficient control (EEC) that deal with the same
problem but from distinct levels. EES is based on the production scheduling,
i.e. defining a detailed plan to assign “jobs" (production activities) to machines
in the shop floor. Most of the time, the production scheduling is defined be-
forehand, assuming certain knowledge about all production data and dynam-
ics [5]. EES aims at reducing the energy consumption through the production
plan: the goal is the minimization of machine non-productive periods by effec-
tively allocating different jobs to machines. Furthermore, job-allocation is also
aimed at reducing the shop floor power peak consumption according to elec-
tricity prices: working loads are shifted from higher price periods to cheaper
ones [5]. A complete EES literature review can be found in [6].

On the other hand, EEC is based on implementing real-time actions during
the production process, without prior knowledge of the upcoming jobs to be
processed by the machine to reach production targets. EEC, based on the
uselessness of machine idle periods, is the focus of this research work. A ma-
chine is idle when simultaneously switched on but not operating on parts, i.e.
it provokes a significant energy consumption to maintain the ready-for-process
conditions (Base Load energy) but is not productive. Hence, the goal of EEC
is to provide policies for switching off machines as well as its components
when idle and switching them on again only when production must resume.
A proper EEC policy controls machine states towards the optimum trade-off
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1.3 Barriers for EEC Implementation

between system production rate and energy demand.

1.3 Barriers for EEC Implementation
Energy efficiency is a key factor in achieving sustainability, particularly in the
manufacturing industry, where the control of production systems is a complex
task that involves the coordination of multiple processes and resources. One
of the main challenges in production systems control is to enhance energy
efficiency while maintaining high throughput and quality. To this end, the EEC
approach represents a potential solution but its implementation is not without
barriers and limitations:

1. One of the primary challenges in applying EEC regards the high stochas-
ticity inherent to manufacturing systems, which can result in unpredictable
outcomes. Manufacturing lines indeed frequently undergo operational
changes such as redesigning part of the entire system, recalibrating
production parameters and processes, or experiencing degradation pro-
cesses that result in non-stationary system parameters.

2. The limited set of possible control measures further complicates the ap-
plication of the EEC approach: with only on/off switching of idle ma-
chines as control actions, it becomes challenging to reach high and sig-
nificant savings.

3. The production system dynamics are often unknown: this requires learn-
ing it before being able to optimize the EEC solution. Indeed, the existing
EEC methods often assume complete knowledge of system dynamics
and parameters, such as machine processing times and failure data. In
reality, such assumptions are commonly unrealistic, resulting in limita-
tions in the accuracy, effectiveness, and generality of the related EEC
models and results.

To overcome these limitations, alternative methods that can handle incom-
plete or uncertain information are required. The incorporation of machine
learning algorithms and data-driven models for optimizing the EEC is a promis-
ing avenue for future research, enabling more accurate, effective, and gener-
alizable EEC models to be developed.

1.4 Research Goal
This thesis investigates the application of Reinforcement Learning (RL) algo-
rithms to overcome the limitations of the existing EEC methods. RL is a type of
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Machine Learning that enables agents to learn from their environment by inter-
acting with it, providing an alternative method to handle incomplete or uncer-
tain information. Recent research demonstrated the applicability and potential
of RL to perform optimal control actions for complex systems. RL algorithms
are indeed adaptive: they are designed to adapt to the system dynamics dur-
ing the learning process and adjust their strategies accordingly over time. Its
adaptability and effectiveness in addressing control problems that entail high
levels of stochasticity make RL a suitable candidate for effectively applying
EEC policies to manufacturing equipment.

The research goal is to develop novel RL-based models that are capable of
dealing with the EEC task for one, more or all the machines in a manufacturing
line. These models overcome the EEC barriers related to the stochasticity of
manufacturing systems, the limited control actions available, and the unknown
system dynamics. RL-based models indeed do not rely on complete knowl-
edge of system dynamics and, therefore, are not limited by the assumption of
having full knowledge about system dynamics and parameters. RL also en-
sures high flexibility and ease of use of models and control policies. This leads
to great accuracy, effectiveness, and generality of the proposed models.

The results of this research will contribute to the development of more ef-
ficient and sustainable production systems, enabling manufacturers to reduce
their energy consumption and increase their competitiveness. The focus is
placed on the EEC of workstations composed by several machines in parallel;
this is a widely used layout to obtain a balanced production system in terms
of workstations workload. An example of single parallel machine workstation
layout is visible in Figure 1.4 while Figure 1.5 shows a multi-stage production
line with parallel machine workstations.

Figure 1.4: Layout of a single parallel machine workstation.

After conducting a thorough literature analysis in Chapter 2, it has become
evident that there is a significant gap in the exploration of the EEC approach
for parallel machine layouts, both for individual workstations and for the overall
production line. Despite their widespread use and high energy consumption,
there is a lack of research that focuses on the potential for energy savings for
this system type. Additionally, there has been no exploration of the potential
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Figure 1.5: Layout of a multi-stage production line with parallel machine workstations.

for RL to apply EEC in manufacturing. Therefore, the primary focus of this
thesis is to address these research gaps and investigate the potential for RL
to improve energy efficieny of manufacturing equipment.

The proposed and innovative RL-based models are able to apply the switch
off/on control simultaneously to one or more machines in parallel in order to
reduce the overall energy consumption while not jeopardizing the system pro-
ductivity. It must be also noted that: if the environment to be controlled (i)
satisfies the Markov property, i.e. the probability distribution of future states
and the reward function depend only on the present state and not on the past,
and (ii) is fully observable, i.e. system dynamics is fully known with steady and
defined transition probabilities, the RL task is called a Markov Decision Pro-
cess (MDP). In other words, MDPs are a mathematical form of the RL problem
for which precise theoretical statements can be made [7].

The following sub-sequential objectives to be achieved are identified for
this thesis:

1. The formulation of an MDP-based model leading to EEC policies for a
single parallel machine workstation.

2. The creation of an MDP-based model for the EEC of multi-stage produc-
tion lines with parallel machine workstations.

3. The development of an adaptive and general RL framework-based novel
model for the EEC of a single parallel machine workstation.

4. The formulation of an adaptive and general RL framework-based novel
model to identify suitable EEC policies for multi-stage production lines
with parallel machine workstations.

It is worth noting that all models are also applicable when workstations consist-
ing of a single machine are present, as it is a specific sub-case of the parallel-
machines category. Furthermore, the models consider production constraints
by reducing energy consumption while maintaining target levels for various
performance indicators such as system throughput or machine availability.
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In summary, the proposed models provide new methods and tools using
Reinforcement Learning methodology for reducing the environmental impact of
manufacturing processes without compromising production and without relying
on complete knowledge of system dynamics.

1.5 Thesis Structure
The thesis is organized in seven chapters as follows:

• Chapter 2 provides an overview on the state of the research related
to EEC and RL for production control applications. The chapter also
highlights the main contributions of this work.

• Chapter 3 offers a detailed explanation on the MDP-based model for the
EEC of a single parallel-machines manufacturing workstation. Further-
more, most of the proposed models have been tested in a real industrial
case from the automotive sector. The industrial case is presented in
Chapter 3 but it has been used as real-world use-case in Chapters 3 , 5,
and 6.

• In Chapter 4 the second novel model introduced by this work is pre-
sented: the MDP-based model for the EEC of the entire production line.

• Chapter 5 details the development of the first adaptive and general RL
framework-based model for the EEC of a single workstation made of
parallel machines.

• Chapter 6 outlines a complete description of the last and most advanced
novel model presented by this research, i.e. the adaptive and general RL
framework-based for the EEC of the overall production system.

• Lastly, Chapter 7 closes this work with the respective conclusion and
further developments given the results illustrated in Chapters 3, 4, 5,
and 6.

Chapters 3, 4, 5, and 6 address the EEC problem with increasing com-
plexity of the system to control and/or overcoming the assumption of having
complete knowledge of system dynamics. In this sense, Chapter 3 is the start-
ing point: a simple system is controlled (single workstation) while relying on
the assumption of fully observable system. In Chapter 4, the assumption on
known system dynamics is maintained, but the system under control increases
in size (whole production line). Chapter 5, instead, prevails the system observ-
ability limitation and provides a model able to control the single workstation

8



1.5 Thesis Structure

Figure 1.6: Thesis work framework and proposed models characteristics.

but without relying on complete knowledge of system dynamics. Lastly, Chap-
ter 6 closes the circle: a complex system (production line) is controlled even
when there is no information on system dynamics and parameters. Complete
overview on the presented work framework is in Figure 1.6.
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Chapter 2

Literature Review

In recent years, there has been a growing interest in academia and in-
dustry for developing energy-efficient control (EEC) strategies for production
systems. On the other hand, Reinforcement learning (RL) has emerged as a
promising technique for solving complex control problems in various domains,
including production control. The scope of this Chapter is to present a com-
prehensive literature review on EEC and RL for production control, focusing
on their applications, challenges, and potential benefits. The review also high-
lights the main issues and limitations of existing EEC, such as high compu-
tational complexity, the need for large amounts of data, and the absence of
models for the control of relevant manufacturing system layouts. Lastly, the
Chapter discusses the contribution of this thesis to the field of EEC by inte-
grating the RL framework in the control tasks.

The Chapter structure is: Section 2.1 provides an overview of existing liter-
ature regarding the EEC approach while Section 2.2 presents the key features
of RL along the recent literature for its use in production control. Lastly, Sec-
tion 2.3 closes the literature review illustrating how the thesis contribution fits
in the current state of the art.

2.1 Energy-Efficient Control in Production Sys-
tems

Currently, the worldwide energy consumption is greatly affected by manufac-
turing systems. One of the main issues is the idle time of machines. A ma-
chine is said to be idle when it is simultaneously switched on but not operating
on parts, i.e. it provokes a significant energy consumption to maintain the
ready-for-process conditions but is not productive. Therefore, reducing idle
time is important. In managing one or more manufacturing workstations, con-
trol policies are used to dictate actions under specific system conditions to
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achieve target goals related to system performance indicators, such as sys-
tem throughput and system availability level. The goal of EEC is to provide
policies for switching off machines when idle and switching them on again only
when production must resume. A proper EEC policy controls machine states
towards the optimum trade-off between system production rate and energy
demand. The EEC takes advantage of the switch on/off approach and is in
contrast to the so-called Always-On (AOn) policy, where the machine is always
switched on during idle periods, consuming unnecessary energy while not pro-
ducing parts. However, the AOn policy is the most optimal policy in terms of
production readiness, as it avoids the switching-off of resources and results in
the highest production rate but leads to a high level of energy consumption.
Despite its drawbacks, AOn remains a common practice in manufacturing.

Research in the field of EEC for manufacturing systems is expanding in
recent years: a complete and recent literature review on this topic can be
found in [8]. The issue of EEC is approached from two separate perspectives
in research: (i) controlling a single workstation (see Section 2.1.1), and (ii)
controlling the overall production system (see Section 2.1.2). The total number
of publications in the EEC field along the years is visible in Figure 2.1, with a
detail overview of the controlled system layout in Figure 2.2 ([8, 9]). The main
works in this field are explained with more detail in Sections 2.1.1 and 2.1.2.

Figure 2.1: Number of EEC papers published for each year.

The existing EEC literature always focuses on production systems modeled
as a series of single workstations [10], where each of them is composed of
a single buffer followed by a single machine (Figure 2.3). EEC complexity
increases when policies are applied at multiple workstations simultaneously.
As a result, the literature on the EEC of the overall production line is more
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2.1 Energy-Efficient Control in Production Systems

Figure 2.2: Detail of the EEC papers published for each year.

recent and builds upon the research on single workstations EEC.

Figure 2.3: Production Line Layout.

2.1.1 Energy-Efficient Control of Single Workstations

The first level of analysis considers EEC for the simplest possible manufac-
turing system configuration, i.e. the single-buffer-single-machine layout. The
first work on this theme can be found in [11], with several switch off dispatch-
ing policies to reduce the energy consumption of manufacturing equipment
that is not fully utilized, i.e. non-bottleneck machines, in a production system.
The authors utilized optimization techniques to forecast the upcoming arrival
of parts, taking into account the non-stationary nature of the process. Subse-
quently, in [12], the authors modeled the single machine as an M/G/1 queue
and studied the optimal switch on policy when: (a) the machine is switched
off, (b) upstream buffer is initially empty, and (c) the service must be resumed
when a certain number of parts enters in the buffer; however, this policy is
valid only as far as the M/G/1 model stands. Similarly, in [13], it is possible
to find an analysis on the trade-off between energy consumption and waiting
time of parts in the buffer when the machine is again modeled as an M/G/1
queue. The machine is shutting down when the queue becomes empty and
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it is switched on again only when a certain number of parts N is in the buffer.
Several closed-form formulas are derived to demonstrate the trade-offs be-
tween energy consumption and mean productivity by changing the switch-on
threshold. It is shown that larger N reduces the energy consumption, but there
may exist N > 1 that minimizes the mean productivity drop. Again, all their
results are valid exclusively for the M/G/1 model.

A more general approach has been proposed in [14], where the authors
developed an MDP model for a single machine and single product-type man-
ufacturing system, with the objective of minimizing the sum of production cost
and energy consumption cost. Specific cases have been employed to analyze
the structural characters of the optimal control policy, and its general struc-
ture and main parameters are obtained. However, this work was limited by
the assumption of having only two possible states for the machine (switched
on and switched off) and without taking into account the start-up time of the
resource. The absence of startup time is not aligned with most manufactur-
ing equipment where a startup transitory is needed to resume the service and
therefore causing a production loss. This limitation has been overcame in [15],
where an MDP model for the EEC of a single machine was developed, includ-
ing startup state of the machine and considering a transitory time to resume
the machine service. This model also considered part admission control to the
buffer to avoid part discard due to full queue. However, the results were limited
to the consideration of only exponentially distributed processing, startup, and
interarrival times.

Regarding analytical approaches, Frigerio and Matta studied analytically
an EEC policy for a single machine under the assumption of stochastic ar-
rivals, constant startup time and no information from the buffer in front of the
machine [16]. Subsequently, they extended their analysis modelling explic-
itly the start-up time as dependent on the time period the machine stays in a
standby state [17, 18] and adding buffer level information in their model [19].
Moreover, the same authors developed a model to provide EEC policies con-
sidering the switch on/off of only some components inside the machine, to
have multiple sleeping states of the single machine [18]. Later, they also de-
veloped an adaptive EEC policy for the single machine based on machine
learning techniques to predict idle periods [20] and that is able to adapt the
control for varying system parameters eventually self-calibrating in real-time
the control policy [21].

Also, the authors of [22] contributed with the implementation of a fuzzy
controller used to switch on/off the single machine with stochastic arrivals but
this method has been successfully tested only on specific real systems and
not validated for general cases.

All the cited works, except for [21], were limited by the use of models re-
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quiring full information about system dynamics. This assumption is often un-
realistic in real-world applications and can result in limitations in the accuracy,
effectiveness, and generality of the related EEC models and results. Another
strong limitation of existing EEC literature for the single workstation is that,
despite the different approaches, the positive outcomes, and substantial ef-
forts, there are no models taking into account the EEC of a single workstation
composed of a single buffer followed by multiple parallel machines. This con-
figuration is widely used in industry to have balanced manufacturing systems
in terms of workstations workload. Also, this workstation architecture oper-
ates differently, as parts are stored in a common upstream buffer and can be
processed by any of the parallel machines. Therefore, the system behavior is
not as straightforward as that of a single machine case, and the EEC perspec-
tive differs significantly. During periods of low production with few parts in the
buffer, more machines in the workstation may be switched off off to conserve
energy. Consequently, the EEC focuses on determining the optimal number of
machines to switch on or off at any given time to improve energy efficiency in
such scenarios.

Using queueing theory, the parallel machine system under investigation
can be modeled as a multi-server queue with a common upstream buffer of
finite capacity, for instance as an M/M/c/K queue where the parallel machines
are represented by the multiple servers. Queueing theory literature for con-
trolling this type of system is wide, even though the none of them is related to
manufacturing field. Control policies for M/M/c systems are indeed widely de-
veloped for server farms and data-centers. Gandhi et al. [23], [24] introduced
a staggered-setup policy for an M/M/c queue with exponential startup time.
This policy imposes a number of switched on servers equal to the number of
items waiting to be processed and servers to be switched off as soon as they
become idle. The same model was analyzed by Mitrani [25], where a certain
number of servers are switched on when the number of elements in the system
exceeds a certain threshold; then, they are switched off when the number of
parts becomes lower than another threshold. Another approach was used by
Xu and Tian [26] with (e, d)-control policies for M/M/c systems: when d servers
are idle, e servers are switched off. Lastly, an extensive analysis for M/M/c
queues in server farms and data-centers was performed by Maccio and Down
[27], [28], [29], [30]. In [27] and [29] the authors extracted structural proper-
ties pertaining to the optimal policy to be applied for controlling M/M/c queues.
Then, in [28] and [29], they analyzed system performances when applying
two specific policies satisfying those structural properties. In their most recent
work on this topic [30], policies for an M/M/c configuration are studied under
the asymptotic regime where the number of servers approaches infinity while
the load per server remains constant. However, all the mentioned works on
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server farms and data-centers are characterized by assumptions not properly
aligned with manufacturing field, as part processing and startup procedure
that can be interrupted and finite buffer capacities. Thus, all the extracted
properties and policies might be not suitable for manufacturing systems.

2.1.2 Energy-Efficient Control of Production Lines

The second level of analysis considers the EEC for the entire production line.
The system under control is herein modeled as a series of single workstations
with a single-buffer-single-machine architecture. An important milestone in
this field was reported in [31], where the performance of the overall production
system when single workstations are subject to local EEC is analyzed, and it
has been proved that the local control of machines without taking into account
interactions among workstations is a sub-optimal control. This has been con-
firmed by several numerical cases in [32]. This paved the way for achieving
optimal solution with the joint control of more (or all) workstations in a system.

A first work in this field was developed in [33], investigating energy con-
sumption reduction in Bernoulli serial lines with buffer stripping, i.e., with the
buffers that must be depleted at the end of each shift. This buffer depletion
activity is widely used in production systems with perishable products to avoid
quality deterioration. Their results were promising but limited to the Bernoulli
reliability model and to having machines not requiring a startup time: these
assumptions are not aligned with most manufacturing equipment.

Another approach in this research stream relates to the concept of tempo-
ral opportunity window (OW): this is defined as the longest possible downtime
of a station that does not result in permanent production loss at the end-of-line
station [34]. During these OWs it is possible to implement EEC on the ma-
chine, reduce energy consumption and not jeopardize the production rate. In
[35, 36] a method is presented to estimate the temporal opportunity windows
and assess when to implement EEC actions on machines in a line. The OW
method was also used in [34], indicating different real-time switching on/off
policies for machines to be applied during OW caused by random failures in
a production system. The OW approach was also applied by Brundage et al.
in an integrated production line with HVAC system [37]. The same authors
also developed the concept of energy profit bottleneck, i.e. a machine that,
when its switched off time is reduced, leads to the highest overall profit in-
crease [38]. An energy OW control methodology to identify when to switch
on the energy profit bottleneck is used in order to reduce the overall energy
consumption while maintaining throughput. In [39], a method to predict OW
based on both energy saving and preventive maintenance requirements was
developed. The same authors also developed a data-driven model to predict
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energy saving opportunities and their impact on production [40]. However, in
all the works dealing with the OW concept, the startup time for machines is
never considered. An exception in this sense can be found in [41], where the
OW concept has been applied to sensible manufacturing systems, i.e. where
resources are connected and equipped with diverse sensors in physical space
and also interconnected in cyberspace where they can sense the information
of each other and actively decide themselves operation modes considering
some specified objectives. However, despite considering machines startup
time, this work was limited by the requirement of having cyber and physical
interconnection among all the line machines and absence of human operators
in the line, that is rare in nowadays manufacturing systems.

Outside of the OW-field, a significant contribution was provided by [42]:
the authors developed a novel model leading to EEC policies for the entire
production line using work-in-process information; however, their model was
limited by the assumption of machines following the Bernoulli reliability model,
machines with constant and identical cycle time, and the possibility to control
only some machines. Most recently, in [43], the authors developed a Gaussian
mixture model to predict machines idle periods duration and, consequently, to
be able to implement EEC actions during the predicted idle periods. Finally,
a recent work [44] proposed an optimal EEC method for the whole production
line using buffer level information to reduce energy consumption while only
slightly decreasing productivity. However, the authors only consider machines
that are characterized by fixed and identical processing time.

Different methodologies to achieve the EEC of a production line can be
found in: (i) [45] with the use of a dynamic adaptive fuzzy reasoning petri
net, (ii) [46] using an event-based analysis of production dynamics and an
analytical approach to quantitatively predict the system level production loss
resulted from an energy saving control event, and (iii) [47] with an adaptive
control strategy to switch off/on the machines of a production line under pull
control policy.

A detailed classification of all the EEC cited references for single worksta-
tions and production lines can be found in Table 2.1. Nevertheless, two main
limitations arise for the existing EEC works for the overall production system,
and they have been already outlined also for the EEC of single workstations.

The first limitation is that, in all the mentioned works, a production line
where one or more parallel machine workstations are present is never con-
sidered as the system where to apply EEC. This is considered a main limita-
tion since multi-stage production lines with parallel machine workstations are
very common in manufacturing. As particular example, machining is one of
the key processes in the automotive industry but not one of the fastest [48]
and therefore machining operations are often performed with parallel machine
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workstations managed with AOn policy. As a consequence, the machining
production stages might not be always used at maximum capacity, and some
resources could be switched off for energy saving without undermining the
overall system production rate. Hence, the extensive use of multi-stage pro-
duction lines made of workstations with parallel identical machines that are
commonly managed with the AOn policy leads to great potential for increas-
ing the energy-efficiency of these systems. This can be achieved with EEC.
Therefore, being able to reduce the environmental impact of systems with this
layout can strongly improve industrial processes’ sustainability.

The second main limitation of the existing literature for the EEC of produc-
tion lines is that all models rely on complete knowledge of system dynamics
and parameters, such as machine processing times and failure data and they
struggle to offer effective solutions with incomplete information.

2.2 Reinforcement Learning and its Use for Pro-
duction Control

Recent research in the area of Machine Learning demonstrated the applicabil-
ity and potential of RL to perform optimal control actions for complex systems,
as in the EEC task for one or more machines in a manufacturing line. RL is one
of the three categories of machine learning algorithms along with supervised
and unsupervised learning [49]. It is a powerful tool for solving complex and
dynamic decision-making and optimal control problems [50] in a wide range
of complex and dynamic systems, from robotics and control systems to game
playing and decision-making under uncertainty. Furthermore, RL is seen as
a valuable tool in the development of self-optimizing key techniques for many
aspects of Industry 4.0, e.g., predictive maintenance, real-time diagnostics,
management and control of manufacturing activities and processes [51, 52].

An overview on the key features of RL is presented in Section 2.2.1 while
the main literature related to RL applications for production control is in Section
2.2.2.

2.2.1 Overview of Reinforcement Learning Framework

RL algorithms are characterized by two main elements: agent and environ-
ment, where the agent is the active component and is subject to a learning
process through direct interaction with the environment. RL, indeed, enables
the agent to learn how to behave in an environment by performing certain ac-
tions and observing the rewards or penalties associated with those actions.
The agent continuously interacts with its environment to optimize its behavior
and achieve a specific goal, making RL a useful technique for solving control
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optimization problems. This involves recognizing the best action in each state
to optimize an objective function, such as the total discounted reward over a
given time horizon. A basic overview of the RL framework is explained in the
following and is extracted from [7]. Everything begins with the agent observing
the environment state st ∈ S, and selecting an action at ∈ A. S represents
the state space, i.e. the set of possible agent observations of the environment:
it must provide information on the current production state so that the agent
may choose actions optimally solving the control problem; on the other hand,
A is the action space: the set of possible actions the agent can implement.
After at is performed, the environment responds with the resulting state st+1

while the agent is rewarded with a reward rt+1. Afterwards, the next iteration
can start (complete overview in Figure 2.4). The agent’s goal is to maximize
the long-term, cumulative reward by optimizing the action-selection policy, i.e.
by learning an optimal control policy to apply to the environment (in the EEC
framework, this indicates the learning of an optimal EEC policy).

Figure 2.4: Overview of RL-Framework [7].

Two main classes of RL algorithms can be identified: based on Policy Gra-
dient [53] methods and on Q-Learning [54] approach.

In policy gradient methods, the goal is directly to learn a policy that maps
states to actions. This approach directly updates the policy to implement in or-
der to maximize the expected reward. On the other hand, Q-learning learns the
policy indirectly. The goal is indeed to learn the optimal action-value function
(so-called Q-function): it estimates the expected cumulative reward of taking
a specific action in a specific state and following an optimal policy thereafter.
The optimal policy is then derived from the learned Q-function by selecting
the action that maximizes the expected cumulative reward in each state. In
this sense, the optimal policy is derived indirectly from the Q-function, rather
than being learned directly as in policy gradient methods. Both policy gradient
methods and Q-learning use a Neural Network (NN) as a function approxi-
mator to manage the agent learning procedure but with significant differences
explained thereafter.
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It is also recalled that a Markov Decision Process (MDP) is a mathematical
form of the RL problem for which precise theoretical statements can be made
[7]. With an MDP, the associated control policy remains steady over time: it
is assumed that the agent has a complete knowledge of the environment’s
dynamics, leading to a high confidence level in the learning process and con-
sequent control policy identification. On the other hand, when the Markov
property is not satisfied and the environment is not fully observable since sys-
tem dynamics varies over time, the RL associated control policy is said to be
adaptive: it self-adjusts over time according to the varying system dynamics
to be understood during the learning process.

Policy Gradient Methods

With policy gradient methods, the NN is used to directly optimize the action-
selection, i.e. the policy to be applied. The NN can learn to predict how
valuable are the possible future actions for the RL target via reward estimation
(complete overview in Figure 2.5). The agent observes the current state of the
environment st and this is the NN input. The output of the NN is a probability
distribution over the possible actions that the agent can take from that state.
Each action is associated with a probability value: actions with higher proba-
bility are more likely to lead to a higher expected reward and the sum of the
probabilities is 1. The agent selects the action at that, starting from st, has the
highest probability to lead to the highest estimated associated reward. Once
at is executed, the agent is rewarded with the real reward rt+1 associated to at.
Also, after at is executed, the environment provides the new state st+1 and the
next iteration can start. The NN utilizes a function consisting of coefficients, or
weights to approximate the mathematical relationship between inputs (states)
and output (the probability for each possible action to maximize the reward).
The NN learning procedure exploits the real reward received to improve the
network weights, by iteratively adjusting them along gradients that reduce the
error between the estimated and the real reward [55]. The feedback provided
to the agent is used to improve its estimation of the probability distribution. In
each interaction the agent updates the optimal action-selection, i.e. the opti-
mal policy to implement, based on the computed gradient values: this leads to
the “policy gradient" name of the method [53]. After multiple interactions with
the environment and consequent multiple policy updates, the agent’s estima-
tion of the future rewards slowly improves, which enables the selection of more
optimal actions in future interactions, i.e. the selection of the optimal policy to
apply.

One of the main challenges in policy gradient methods is the choice of
step size or learning rate, which determines how much the policy is updated
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at each iteration. Policy updates indeed depend on the estimated gradients
of the expected rewards. If the step size is too large, the estimated gradients
may be noisy, and the updates may overshoot the optimal policy parameters.
Conversely, if the step size is too small, the updates may not be significant
enough to improve the policy effectively. To overcome these issues, two com-
mon types of effective RL agents are used: the TRPO agent [56] and the PPO
agent [57].

Figure 2.5: Detailed scheme of the RL-Framework for Policy gradient methods.

The TRPO agent is based on the Trust Region Policy Optimization algo-
rithm. It addresses the sensitivity of policy gradient methods to the choice of
step size by constraining the policy updates to a trust region, which ensures
that the policy changes are not too large and that the performance of the new
policy is not significantly worse than the old policy [56]. The trust region is
a region around the current policy that contains policies that are sufficiently
close in terms of expected rewards. The policy updates are then performed
by finding the policy that maximizes the expected rewards within the trust re-
gion. TRPO can prevent the policy updates from being too large and unstable
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but has some limitations, such as computational complexity and difficulty in
handling high-dimensional action space [56].

The PPO agent exploits the Proximal Policy Optimization method and has
some of the TRPO-benefits, but it is much simpler to implement and more gen-
eral [57]. With PPO, the policy updates are made by computing the gradients
of a surrogate objective function, which approximates the expected rewards.
The surrogate objective function is constructed to ensure that the policy up-
dates are not too large, which makes the learning more stable and efficient
[57]. While TRPO is still a powerful algorithm, PPO has been shown to achieve
better performance and sample efficiency in many benchmark tasks. However,
the choice between TRPO and PPO ultimately depends on the specific prob-
lem and requirements of the application [57].

Q-Learning Methods

Figure 2.6: Detailed scheme of the RL-Framework for Q-learning (DQN) methods.

The most used agent from Q-learning methods is the DQN [58] that ex-
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ploits a Deep Q-network approach. In a DQN agent, the role of the NN is to
approximate the optimal Q-function that maps states and actions to expected
cumulative rewards (complete overview in Figure 2.6). The NN input is again
the current state of the environment st observed by the agent. The NN output
is, instead, a Q-value for each possible action that can be taken in that state.
The Q-values represent a collection of estimates of the Q-function. The agent
selects the action at that, starting from st, has the highest associated Q-value.
Then, at is executed, the agent is rewarded with the real reward rt+1, and the
new state st+1 is observed. The NN is used to estimate the Q-function, there-
fore its weights approximate the mathematical relationship between states (in-
put) and Q-values (output). Being based on a value-function, Q-learning meth-
ods and therefore also DQN are also called “value-based" methods [7].

The NN learning procedure exploits the real reward received to improve
the network weights and the Q-function estimates. After multiple interactions
with the environment, the agent’s estimation of Q-values slowly improves, until
the agent learns the optimal Q-function. Subsequently, the learned Q-function
can be utilized to select the action that maximizes the expected cumulative
reward in each state, ultimately obtaining the optimal policy. DQN is effective
because it combines the power of RL with the ability of deep neural networks to
approximate complex functions. It can handle high-dimensional input spaces
and can generalize well to unseen states.

Overview on the Methods

The main characteristics of Q-learning and Policy Gradient methods are re-
ported in Tables 2.3 and 2.4. The choice between the two ultimately depends
on the specific task and the trade-offs between convergence speed, stabil-
ity, and performance [7]. Q-Learning is generally considered more suitable
for problems with discrete action spaces and a small number of states, while
Policy Gradient methods are better suited for continuous action spaces and
problems with large state spaces. Q-Learning is also generally more sample-
efficient, meaning it requires fewer samples to converge to an optimal policy,
while Policy Gradient methods are generally more computationally efficient, as
they do not require the computation of a value function. However, it is impor-
tant to note that both methods have their own advantages and disadvantages,
and the choice between them depends on the specific problem and the desired
performance criteria. Ultimately, it is recommended to try out both methods on
a given problem and compare their performance to determine which one is
more suitable for the specific application [7].
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Table 2.3: Main characteristics of Policy Gradient methods.

Method Policy Gradient

Goal Maximize the expected reward
What it learns The policy to implement

How to extract the Policy It is directly learned
NN input Current environment state

NN output
A probability for each action:

actions with higher probabilities are more
likely to result in a higher expected reward

NN update method Gradient-based

NN update rule
Follows the gradient

of the expected reward
Action Space Can handle continuous action spaces

Sample Efficiency
Less sample efficient:

it requires more observations

Convergence properties
(1) Lower probability to reach global optimum

(2) It can converge to a suboptimum (might be faster)

Table 2.4: Main characteristics of Q-learning methods.

Method Q-learning

Goal Maximize the expected reward
What it learns The optimal Q-function

How to extract the Policy
From the Q-function:

selecting the action that maximizes it.
NN input Current environment state

NN output
A Q-value for each action:

actions with higher Q-values are more
likely to result in a higher expected reward

NN update method Value-based

NN update rule
Follows the difference

between real and expected Q-values
that are extracted from real reward

Action Space Can handle only discrete action spaces

Sample Efficiency
More sample efficient:

it requires less observations

Convergence properties
Higher probability to reach

global optimum (might be slower)
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2.2.2 Reinforcement Learning for Production Control

Literature offers plenty of successful RL applications in the most varied fields.
Examples can be found in the optimal allocation of computer resources [59],
techniques for collision-avoidance in dense airspace [60], and, in great num-
ber, in robotics (a literature survey for RL in robotics is provided by [61]). How-
ever, RL still remains under-exploited in the industrial area, especially with
respect to other machine learning techniques [62].

Recently, [63] developed an extensive literature review of RL applied in
production systems. In [63], the authors identified seven main categories of
production disciplines where RL has been applied. In particular, three of these
categories are related to production planning and control models [64] for oper-
ational decision-making: production scheduling, production dispatching, and
plant-internal logistic. Production control is the application of production plan-
ning and control techniques [65] in the domain of operational decisions.

Production scheduling refers to the detailed planning of the production pro-
cess in order to optimize system performance over time [66]. This concerns
the management of workstations usage and products allocation, with a fo-
cus on long-term planning rather than individual product path control. The
overarching goal is to schedule the production of parts over time, taking into
account a range of production system factors such as dynamics, material
flow, and supply chain considerations. Optimal scheduling requires a com-
prehensive understanding of these factors. The scheduling of production pro-
cesses can be highly complex due to uncertainties surrounding customized
products, shut-downs, and other factors. However, 89% of RL implementa-
tions in benchmarked studies were found to improve scheduling performance,
resulting in lower total tardiness, higher profits, and other problem-specific ob-
jectives [63]. For instance, in [67] it was proposed a DQN approach that uti-
lized local information to schedule job shops in semiconductor manufacturing,
resulting in superior performance and reduced makespans and flow times.
Similarly, [68] and [69] adopted self-learning approaches to optimize job-shop
scheduling, achieving local and global production objectives and adapting to
prevent rescheduling costs. Other studies have demonstrated the benefits of
deep RL-based rescheduling, such as [70], that minimized completion times
for randomly incoming orders, and [71], who achieved faster and more effi-
cient rescheduling compared to heuristics. RL has also shown promise in
other industries, such as semiconductor manufacturing [72], batch processing
scheduling [73], chemical scheduling to deal with fluctuating prices, shifting
demands, and stoppages [74], and paint job scheduling to minimize costs of
color changeovers within the automotive industry [75].

Production dispatching deals with assigning products to machines within
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the factory according to where they can be processed [76]. The problem is
a combination of routing and sequencing, and due to its complexity it is ap-
proached by priority rules, i.e. heuristics [77]. Hence, dispatching deals with
item-routing depending on where the part can be operated. Production dis-
patching must perform control actions at a higher level of detail than production
scheduling since it is referred to the path-control of each single product within
the plant. At the same time, it is based on a lower level of information regard-
ing the system, i.e. ignoring supply chain, and addresses the control problem
on a shorter time-horizon [78]. Dispatching is also strongly correlated with
customization: individual product configurations must be taken under consid-
eration along with several technical and logistic constraints [76]. According to
[79], in managing production control related to transportation as dispatching,
a control system that is both flexible and stable is required, which can handle
unexpected changes and disruptions. This is in contrast to mathematical opti-
mization techniques that are used to develop long-term planning schedules. In
[80], indeed, the authors utilized a single RL-agent DQN to meet the require-
ments of wafer fabrication dispatching. The DQN was able to achieve pre-
defined work-in-progress (WIP) targets while satisfying strict time constraints
better than competitive heuristics. In [81] and [82], an adaptive RL-based
production control system for a complex semiconductor job shop has been
proposed: it maximized machines utilization and reduced lead and throughput
times in partially known environments compared to multiple general heuristics
that struggle with incomplete system information. [76] introduced an RL-based
dispatching control system to meet flexible objectives in wafer processing, re-
sulting in higher flexibility and fewer delays. The results achieved were com-
parable to multiple heuristics. Lastly, in [83] the authors proposed a deep RL
algorithm as an alternative to conventional Kanban or CONWIP pull production
controls. The algorithm balanced conflicting throughput and WIP level targets
to optimize local and global production indices simultaneously. By making
dynamic adjustments, the algorithm reduced WIP levels without affecting the
total throughput.

Effective RL algorithms can be found also for plant-internal logistic tasks,
i.e. optimal routing of autonomous mobile robots and automated guided vehi-
cles within the plant. In [84] the authors developed an intra-logistics dispatch-
ing solution that utilised autonomous mobile robots (AMRs) to handle real-time
production requirements. The AMRs negotiated with each other and virtually
raised bids for orders, resulting in improved performance. Simulation was used
in [85] with a self-regulating modular production system where an RL agent op-
timized machine usage based on job information and station status, leading to
reduced lead times. In [86] it was implemented a mixed rule dispatching ap-
proach for automated guided vehicles (AGVs) that determined the dispatching
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rule based on the observed state, reducing makespan and delay ratio. The
authors of [87] investigated pick-and-place of items from a conveyor belt into
baskets using PPO, which achieved a remarkable success rate of 48%.

A detailed classification of all the RL for production control cited references
can be found in Table 2.5. Albeit the many successful applications, the actions
of RL agents are not fully explainable [77] yet. Moreover, despite RL’s proven
effectiveness for production planning and control problems, no RL-based mod-
els for implementing EEC on manufacturing systems can be found in the liter-
ature.

Table 2.5: Detailed classification of the mentioned RL in production control references.

Category
Reference Scheduling Dispatching Plant-internal Logistic Application Algorithm

[67] X Job-Shop Production DQN
[68] x Job-Shop Production PPO
[69] x Job-Shop Production PPO
[70] x Job-Shop Production DQN
[71] x Flow Line Manufacturing Policy Gradient
[72] x Semiconductor PPO
[74] x Chemical Manufacturing Policy Gradient
[75] x Paint-Job Manufacturing DQN
[80] x Wafer Fabrication DQN
[81] x Chemical Manufacturing DQN
[82] x Wafer Fabrication TRPO
[76] x Wafer Fabrication DQN
[83] X WIP Bounding DQN
[84] X AMR Dispatching TRPO
[85] X AGV Scheduling DQN
[86] X AGV Scheduling DQN
[87] X Pick-and-place Robot PPO

2.3 Research Gaps and Contribution

2.3.1 Research Gaps
Energy efficiency is a key factor for achieving sustainability in manufacturing.
The EEC approach offers solutions to minimize the environmental impact of
manufacturing equipment, but its implementation faces barriers and limita-
tions. Despite the significant progress made in the field, there indeed remain
several notable research gaps that limit the ability of manufacturing systems
to achieve optimal energy efficiency. Firstly, a main issue is that current EEC
methods assume complete knowledge of system dynamics and parameters,
which is often unrealistic. Another strong limitation is related to the manufac-
turing system layout to be controlled. The application of Machine Learning
techniques to forecast and study manufacturing behavior is scarce, thereby
impeding the potential for significant improvements in system efficiency and

28



2.3 Research Gaps and Contribution

productivity. Secondly, the lack of works utilizing Reinforcement Learning for
optimal control of manufacturing systems is a significant research gap that in-
hibits the development of effective real-time control strategies. Moreover, a
scarcity of works addressing the joint EEC problem with other aspects such
as maintenance hinders the development of a comprehensive understanding
of the interplay between these factors and the resulting impact on system per-
formance. Lastly, parallel machines configuration is indeed widely used in
manufacturing but literature does not address the EEC approach for this type
of system. Indeed, models to identify EEC policies for single parallel machine
workstations or for multi-stage production lines with parallel machine worksta-
tions are not present. Addressing these research gaps has the potential to
significantly advance the field of EEC for manufacturing equipment.

2.3.2 Thesis Contribution

This thesis aims at overcoming research limitations and providing new ideas
and results that have the potential to significantly advance the understand-
ing of EEC for production systems. The innovative methodologies and orig-
inal findings presented in this work are expected to generate new avenues
for future research and shape the direction of the field. Therefore, the thesis
presents two main contributions:

1. The creation of a novel research stream, focused on the EEC of manu-
facturing systems where parallel machine workstations are present. The
objective is to propose innovative models for the EEC of single worksta-
tions with parallel machines (presented in Chapters 3 and 5) and novel
models for the EEC of multi-stage production lines with parallel machine
workstations (presented in Chapters 4 and 6).

2. The exploitation of RL techniques to effectively apply EEC to the man-
ufacturing equipment to be controlled without relying on full information
about system dynamics. In this way the proposed models, being based
on the RL framework, are also adaptive: they can adapt to system dy-
namics over time without requiring prior and complete knowledge about
it. Therefore, they self-adjust during the learning process. In detail, mod-
els presented in Chapters 3 and 4 are "yet" MDP-based: although they
assume system fully observability, these models nevertheless represent
an initial attempt for applying RL for the EEC of manufacturing systems
with parallel machines and pave the way for cutting-edge models. As
such, they represent a useful analytical benchmark against which more
evolved models can be evaluated. Chapters 5 and 6 then present these
more advanced RL-based models, which are both general and adaptive
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in nature, i.e. they do not require complete information about system
dynamics, and which bring this Thesis to a close.

It is pertinent to highlight that all the developed models can be effectively
employed in scenarios where workstations with a single machine are present,
which is essentially a sub-case of the broader parallel-machines category. No-
tably, all models incorporate production constraints by optimizing energy con-
sumption while maintaining predefined benchmarks for performance metrics
such as system throughput and machine availability.
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Chapter 3

MDP-based Model for EEC of
Single Workstations

This chapter introduces a novel model to identify EEC policies for a single
manufacturing workstation with parallel machines and an upstream buffer of
finite capacity. The proposed model reduces energy consumption while ensur-
ing workstation availability. The model assumes fully observable environment
that also satisfies the Markov property. Dynamic programming methodology is
used to address the problem through MDP. The model is validated through nu-
merical experiments and applied to a real workstation in the automotive sector.
Also, proper EEC policies are identified for more parallel machines worksta-
tions that are part of the same production line. The effect that these energy-
efficient actions have on the overall production system in terms of throughput
and energy consumption is therefore studied.

In Section 3.1 a complete formulation of the proposed model is reported.
Section 3.2 provides a numerical validation of the model. Section 3.3 presents
an overview on the reference industrial case, i.e. the automotive production
line. Section 3.4 shows the resulting benefits of the model when applied to
the single workstation from the industrial case along with sensitivity analysis
of results. Section 3.5 treats the impact that applying EEC on the single work-
stations has on the overall production system. Conclusions are in section 3.6.

3.1 System Assumptions and Model Formulation
A workstation composed by an upstream buffer of finite capacity and multiple
identical parallel machines working on a single part type is considered as the
system to be controlled (Figure 3.1). This section is focused on the model to
identify an EEC policy for this layout. The scope of the EEC is to find a policy
leading to the optimum trade-off between performance indicators and energy
demand in the production system under control.
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Figure 3.1: The identical parallel machines system under analysis along with the ma-
chine state model. Parts arrive to the buffer following a stochastic process with rate λ.
Machines have stochastic processing and startup times with rates µ and δ.

Specifically, if the target is “just" the minimization of the system energy
consumption, the unconstrained EEC problem is addressed. On the other
hand, if there are some production constraints to be satisfied (e.g. one or
more performance indicators that must be higher/lower/equal than a certain
target) the problem is referred to as constrained EEC problem. The proposed
model is therefore composed of two modules.

First Module - Sections from 3.1.1 to 3.1.5 describe the first module, ad-
dressing the unconstrained EEC issue. The problem is formalized as a Contin-
uous Time (CT) MDP and then converted into a DT-MDP with the uniformiza-
tion technique. Dynamic programming methodology is used to solve the prob-
lem. The identified solution of the MDP problem corresponds to the optimal
EEC policy π∗ minimizing the expected total discounted energy cost over an
infinite horizon. The goal of the first module is to identify the optimal EEC
policy based on buffer level information.

Second Module - In section 3.1.6 an availability constraint is introduced
to address the constrained EEC problem. Let us define uπ∗ as the availabil-
ity level reached by the system when optimal EEC policy found out with the
first module is implemented. If uπ∗ < utarget, i.e. π∗ does not guarantee the
achievement of the target level on system availability utarget, it is not suitable
to be applied to the system under investigation. Starting from π∗, the second
module iteratively modifies the policy to be applied until the desired availability
level is reached. In this way, a new and suitable EEC policy πsuit is obtained.
πsuit does not guarantee the global optimum in terms of energy saving, but it
improves system sustainability while assuring a target availability level.

A complete framework on how to use the model to solve unconstrained
and constrained EEC problems is presented in Figure 3.2.
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Figure 3.2: Framework highlighting how to use the proposed model to address uncon-
strained and constrained EEC problems.

3.1.1 System Description and Assumptions

The following assumptions are introduced to be aligned with the manufactur-
ing system under investigation (Figure 3.1) and are assumed to be valid in
this chapter. The system is composed by c identical parallel machines Mi, i ∈
{1, . . . , c} and one shared upstream buffer with finite capacity 0 < K < ∞.
First come first served rule is applied. There is an infinite capacity buffer down-
stream the system. Hence, machines cannot be blocked and processed parts
leave the system immediately after the process completion. This assumption
simplifies the control problem since the blocking effect is not taken into ac-
count.

The system is also characterized by different stochastic processes, i.e. ma-
chines processing time, machines startup time, and the arrival of parts to the
buffer. These processes are assumed to be Poisson processes, independent
of each other and stationary. Thus, machines are characterized by exponen-
tially distributed startup time with rate δ and processing times exponentially
distributed with rate µ; parts arrive to the buffer following a Poisson process
with rate λ. It must be noted that machines are unreliable, i.e. they can be
subject to failures; the stochasticity provoked by machine failures is modeled
by embedding them into machine processing times: in this sense, the overall
processing time (considering also service interruptions caused by failures) is
a stochastic variable. Thus, in the proposed model a stochastic distribution,
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i.e. the exponential distribution, is used to represent this stochastic variable.
Machines work on a single part type and each machine can be switched off
instantaneously. Part arrival process stops when the buffer is full. Part pro-
cessing and the startup procedure cannot be interrupted by the control.

It must be noted that the assumption of having Poisson processes repre-
senting the involved stochastic processes is considered realistic for many in-
dustrial cases: examples in literature with this same assumption can be found
in [88, 89, 90]. Furthermore, because it naturally gives rise to Markov pro-
cesses, the exponential distribution has been widely used in the literature [91]
and, from [92], it is possible to state that even if the exponential assumption
is violated, Markov model’s results are relatively insensitive to this violation,
i.e. even if a model incorrectly assumes that processing times or interarrival
times are exponentially distributed, it could still provide accurate estimates of
the real system’s average performance at the steady state. Therefore, this as-
sumption is considered reasonable and applicable to the system under study
without undermining the system model and consequent results.

Each machine is busy while working on parts with stochastic processing
times with rate µ; on the other hand, the machine is idle when it is in ready-
for-process conditions but it is not operating on parts. Busy and idle are two
sub-states composing the machine working state. However, the machine is
productive only when busy. When in idle state, the machine can be switched
off going instantaneously into the standby state: a lower power request state
where only emergency services are active so that the machine cannot process
parts and the service is interrupted. From the standby state, the machine must
execute a startup procedure to resume the service, so that the startup state
is visited before the working state: a stochastic startup time with rate δ is
required to resume inactive machine components. Therefore, each machine
is characterized by the following state set Θ = {w, sb, su, id, b}, respectively:
working, standby, startup, idle and busy. A detailed overview of the active
components for all the machine states or sub-states is reported in Table 3.1
according to ISO-14955-1 standard [93].

All machine states require a constant non-negative amount of power ws,
depending on the visited state or sub-state s = {w, sb, su, id, b}. In particular,
since in standby only emergency services are enabled, the power requested
in this state is assumed to be almost null (wsb ' 0). To be in idle state, instead,
machine has all its modules activated to maintain the ready-for-process con-
ditions but is not executing any actual procedure: the power consumption is
high though not the highest (wid > wsb ' 0). Machine starts executing startup
procedures during the respective startup phase. Indeed, specific operations
are required to make the machine suitable for processing so that quality and
tolerance requirements can be met. Examples of these operations are the
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Table 3.1: Active components for the machine states or sub-states according to ISO-
14955-1 standard. Sub-states idle and busy characterize the working state.

Operative Emergency Mains and Peripheral Processing Motion Axes
State Services Mach. Control Units Unit Unit Unit

or Sub-state

Standby ON OFF OFF OFF OFF
NOT

MOVING

Startup ON ON ON
ON - NO

ON MOVING
MACHINING

Idle ON ON ON HOLD HOLD
NOT

MOVING

Busy ON ON ON
ON

ON MOVING
MACHINING

activation phase of the spindle, the reaching of working temperature for the
coolant pump, the starting of the fans and so on. Even if the machine is not
processing parts, it is anyway carrying out procedures and for this reason is
is assumed that: wsu > wid > wsb ' 0. Finally, it is assumed that the highest
power is requested in busy state, since the machine has all its modules actives
and is also executing part-processing procedure: wb > wsu > wid > wsb ' 0.
It must be noted that the power request while in the working state is a weighted
average of wb and wid depending on the amount of time the machine spends
as busy or idle.

3.1.2 Decision Epochs
The time horizon is divided into periods k = {1, 2, . . . } of variable length, ac-
cording to the occurrence of event y ∈ Y. Define the event set Y = {A,D,E}:
part arrival to the buffer (y = A), part departure due to process completion
(y = D), and startup completion (y = E). Trivially, departures cannot hap-
pen when the system is empty, arrivals cannot happen when the system is full
and startup completion occurs only when at least one machine is in startup
state. The event yk happens at the end of period k and the decision epochs k
correspond to instances of the event yk.

3.1.3 State Space and Action Space
The system state sk ∈ S, at the beginning of period k, is denoted by the
ordered triple sk = {nk, xk, zk}. The number of parts in the upstream buffer
is represented with the integer variable n ∈ {0, 1, 2, . . . , K}. The number of
enabled machines is represented with the integer variable x ∈ {0, 1, 2, . . . , c}.
The enabled machines are the switched on machines, i.e. that are in working
or startup state. Lastly, z ∈ {0, 1, 2, . . . , c} counts how many machines are in
startup state. Consequently, the number of machines in working state is (x−
z) ∈ {0, 1, 2, . . . , c}. Each machine has a service rate equal to µ > 0 (when
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in working state) or 0 (when in startup or standby state). For this reason, the
service rate of the overall workstation is µtot = (x− z)µ ∈ {0, µ, 2µ, ..., cµ}.

The control action a is applied to control x: the number of machines to be
enabled. Consequently, also the number of not-enabled machines, equal to
(c−x), is controlled. The not-enabled machines are the switched off machines,
i.e. that are in standby state. The set of feasible action is A(s, y), depending
on system state s and event occurrence y. A(s, y) is determined by model
assumptions and trivial boundaries (e.g. when x = 0 it is not possible to
switch off any machine and when x = c it is not possible to switch on any
machine). At the end of the period k, after the event yk is observed, xk can
be controlled with the action ak. The optimal policy π∗ maps the optimal action
a∗k(sk, yk) from system state sk and event yk.

3.1.4 System Dynamics and Uniformization

System dynamics is assumed to be stationary and it is represented by Z :
S x Y x A(s, y) → S. Starting from system state sk, the event yk and the
control action ak, the next system state sk+1 = {nk+1, xk+1, zk+1} is defined
as follows:

sk+1 =


{min[nk + 1, K], ak, zk + max[0, ak − xk]} if yk = A

{max[nk − 1, 0], ak, zk + max[0, ak − xk]} if yk = D

{nk, ak,max[zk + max[0, ak − xk]− 1, 0]} if yk = E

(3.1)

To fully understand system dynamics and how zk+1 is computed, the implicit
effect of the control must be expressed. x and z are indeed strictly depen-
dent: when ak > xk, a switch on command is applied so and the number of
machines in startup state zk is incremented by a quantity equal to ak − xk be-
cause the machine goes in startup state after the switch on transition. In this
case: zk+1 = zk + ak − xk. On the other hand, when ak ≤ xk, machine is
switched off, xk+1 decreases but zk does not vary, since the machine immedi-
ately goes in standby state. In this case: zk+1 = zk. Merging the two cases,
zk+1 = zk + max[0, ak − xk]. Of course, if yk = E the previous quantity must
be decreased by one and, hence, zk+1 = max[zk + max[0, ak − xk]− 1, 0].

According to the event yk, the transition probabilities p(sk, sk+1, yk, ak) for
the MDP problem are:

p(sk, sk+1, yk = A, ak) =

{
0 if nk = K

λ otherwise
(3.2)

36



3.1 System Assumptions and Model Formulation

p(sk, sk+1, yk = D, ak) =

{
0 if nk = 0

(xk − zk)µ otherwise
(3.3)

p(sk, sk+1, yk = E, ak) =

{
0 if zk = 0

δ otherwise
(3.4)

In this way, the system is described by a Continuous Time Markov Chain
(CTMC). With the uniformization technique [94], it is possible to convert the
CTMC into a Discrete Time Markov Chain (DTMC) using a uniform transition
rate ν defined as follows:

ν = λ+ c(δ + µ) (3.5)

ν represents the exponential parameter that yields the minimum expected
transition duration. The transition probabilities become p′(sk, sk+1, yk, ak) =
1
ν
p(sk, sk+1, yk, ak).

3.1.5 Payoff Function and Optimality Equation
The payoff function consists of three elements: the machine power cost per
unit time, the holding cost and the startup cost. Also, the energy cost σ must
be considered. The machine power request in working state is ww(s, wi, wb).
Defining mb = [min[(x − z), n] as the number of busy machines and mi =
(x− z)−mb as the number of idle machines, ww(s, wi, wb) can be defined as
ww(s, wi, wb) = mbwb + miwi. Thus, the machine power cost per unit time is
cw(s, wi, wb) = σww(s, wi, wb). A non-negative constant power consumption
wh is associated to the buffer level n: this value determines a linear holding
cost ch(n) = σwhn. ch(n) is used to represent a penalty imposed to the
system for maintaining parts in the buffer and not processing them; in this
way, as wh increases, the control is prone to be more productive. Being the
power consumption in standby state wsb close to zero (by assumption), the
correspondent standby cost csb is considered null. The startup cost is non-
negative, constant and represented by csu = σzwsu.

Defining a discount factor 0 < ρ < 1 and η = ρ + ν it is possible to define
the transition probabilities for the infinite horizon discounted cost scenario as
p̃(sk, sk+1, yk, ak) = ν

η
p′(sk, sk+1, yk, ak). Thereby, the Bellman’s optimality

equation for the infinite horizon discounted cost can be expressed as:

V ∗(sk) = min
ak

[
gk(sk) +

∑
sk+1∈ S

p̃(sk, sk+1, yk, ak)(V ∗(sk+1) + max[0, (ak − xk)]csu))

]
(3.6)
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Where gk(sk) is the stage cost:

gk(sk) =
cw(s, wi, wb) + ch(n)

η
(3.7)

The value iteration method [95] can be used to numerically approximate
Equation 3.6. This numerical approximation represents the minimum expected
cost that the system, starting from state sk, will incur when the optimal control
action a∗k is applied. Thus, the optimal policy π∗ indicates the optimal action
a∗k(sk, yk) to be implemented, i.e. the number of machines to be enabled from
system state sk and event yk to minimize the energy consumption. It must
be noticed that, being the system dynamics stationary and the cost functions
independent from the period k considered, also the obtained policy is indepen-
dent from the period k considered. As said, π∗ is based on s and y; however,
system state is represented by s = {n, x, z} and, as stated in section 3.1.3,
a determines both x and z. Thus, the only non-controlled parameter in s is
the buffer level n. Hence, π∗ can be based on buffer level n and event y. In
this way, the optimal EEC policy using buffer level information to switch off/on
identical parallel machines is obtained.

3.1.6 Availability Constraint

When a policy π is applied to the system, a Markov Chain can be generated: it
describes the system behavior when π is imposed and can be used to compute
system performance indicators. In particular, the system availability when π
is applied (uπ ∈ [0, 100%]) can be extracted. uπ is a continuous variable:
uπ = 0% if all the machines are always not-enabled and uπ = 100% if all
the machines are always enabled. If uπ∗ is higher or equal than the target
availability level to be guaranteed utarget, π∗ is suitable for the system under
investigation. On the contrary, if uπ∗ < utarget, π∗ must be modified. Hence, an
availability constraint: π∗ is iteratively modified until utarget is satisfied.

New variables are defined: (i) an: the number of machines to be enabled,
according to a policy π, when the buffer level is n, (ii) ns: the highest value
of n for which an is lower than c, and (iii) ans : the number of machines to be
enabled, when the buffer level is ns. In each iteration, ans is increased. In
this way, a modified policy π′ is obtained along with a new system availability
uπ′ . This procedure is reiterated until a suitable EEC policy πsuit is obtained.
πsuit guarantees uπsuit > utarget; thus, it reduces the energy consumption of
the identical parallel machines, with a switch off/on approach, while satisfying
the target level on the system availability. A complete overview on the model
proposed in this work is shown in Algorithm 1 and it includes the two modules
presented in section 3.1.
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Algorithm 1 The proposed MDP-based model for EEC of identical-parallel
machines with availability constraint.

1: First Module: Solve Eq. 3.6 with the value iteration method and find π∗

2: Impose π∗ in the system and compute uπ∗
3: if uπ∗ ≥ utarget then
4: πsuit = π∗.
5: else
6: Second Module:
7: π = π∗ & uπ = uπ∗
8: while uπ < utarget do
9: From π, find ns = max[ n | an 6= c ]

10: Impose ans = ans + 1
11: New policy π′ obtained
12: Compute availability uπ′
13: π = π′ & uπ = uπ′
14: end while
15: πsuit = π
16: end if

3.2 Model Validation
A numerical analysis is carried out to show the validity of the proposed model
for general cases of identical parallel machines manufacturing systems. A full
factorial design with 8 factors at 2 levels [96] is used to generate 256 different
cases where the proposed model has been applied. In all the systems, the
upstream buffer has a finite capacity equal to 10, a target availability level of
90% is required, the discount factor ρ is equal to 0.80, and the energy cost is
σ = 1. For the varying factors, the low levels of machine power requests are:
[wb, wi, wh, wsu] = [20, 0.5, 0.5, 5.5] kW. The corresponding respective high lev-
els are: [wb, wi, wh, wsu] = [60, 5, 25, 19.5]. The mean processing, part arrival
and startup times have the same low level equal to 10 s and the same high
level equal to 60 s. The corresponding rates µ, λ and δ, reported in Table 3.2.

Table 3.2: Factors and levels for the full factorial design.

Factor c λ µ δ
Low Level 3 0.02 0.02 0.02
High Level 6 0.1 0.1 0.1

Factor wb wi wh wsu
Low Level 20 (kW) 0.5 (kW) 0.5 (kW) 5.5 (kW)
High Level 60 (kW) 5 (kW) 25 (kW) 19.5 (kW)

In all the experiments, the value iteration method is used to numerically
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approximate optimality Equation 3.6 with Matlab (Mathworks, Natick, MA, US)
software (103 iterations). The mean computational time for one experiment is
lower than 2 s. Figure 3.3 shows the resulting energy saving values for the
analyzed configurations. A detailed overview of the numerical results for all
the experiments of the factorial design is in Table B.1 of Appendix B.

Figure 3.3: Full factorial analysis: achieved energy saving in the different cases.

In 32 cases, due to specific conditions (e.g. fast arrival of parts and/or
high machine processing time), the identified policy πsuit corresponds to the
AOn policy. In these cases, the machines are almost never idle and, for this
reason, they cannot be switched off for energy saving purposes. In all the other
224 cases, πsuit is different from the AOn policy and this leads to significant
energy saving values, up to 15.60%. The highest savings are achieved with
parameters leading to frequent production periods with few parts in the buffer
(e.g. slow arrival of parts and/or low machine processing time). In these cases,
more machines in the workstation are frequently idle and might be switched
off to save energy. However, in all the analyzed situations, the application of
the proposed model is able to offer an appropriate and effective EEC policy
and, for this reason, the model effectiveness is verified.

3.3 Industrial System Description
A real industrial system is used as reference case study where the proposed
MDP model can be applied and its effects can be analyzed. The production
line under investigation is a manufacturing system producing cylinder heads in
the automotive sector (Figure 3.4). A detailed overview on system parameters
is reported in Table A.1 of Appendix A. In this line, parts are carried on pallets
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and pallets are carried by a conveyor connecting all the workstations. The
number of pallets circulating in the system is fixed and constant.

Figure 3.4: Layout of the industrial system under investigation.

The production process consists of 20 total operations performed by auto-
mated and semi-automated equipment. In particular, three of these operations
are machining operations (Op.2, 8, and 13). All the system devices are unre-
liable and have stochastic processing time. Machines Time To Failure (TTF )
and Time To Repair (TTR) are all stochastic distributed. First come first serve
and blocking after service rules are applied. All the buffers have finite capac-
ity. The proposed model is at first applied only on Op.2, without focusing on its
interactions with the shop floor and, subsequently the EEC is implemented on
both Op.2 and Op.13 to assess the impact of the energy-efficient actions on
the overall production line.

3.4 Numerical Experiments

3.4.1 Industrial Case Analysis
In this section, the proposed model is applied to an industrial workstation to
assess its benefits when implemented on a real system. The latter is an iden-
tical parallel machines workstation performing Op.2 in the manufacturing line
described in section 3.3. The energy cost is set as σ = 1. The workstation is
composed by 6 identical parallel machines. The upstream buffer has a finite
capacity equal to 10. For this system, a target availability level of 85% is re-
quired. The mean processing, part arrival and startup times are, respectively,
equal to 83.70, 20 and 30 s. The corresponding rates µ, λ and δ, along with
the other system parameters are reported in Table 3.3. These parameters are
provided by the company owning the industrial system under study.

The value iteration method [95] is used to numerically approximate optimal-
ity Equation 3.6 with Matlab software (103 iterations). The computational time
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Table 3.3: System parameters for the industrial case under investigation.

Parameter Value Parameter Value
c 6 ν 0.34
K 10 wb 15 (kW)
λ 0.05 wi 9.30 (kW)
µ 0.01 wh 0.75 (kW)
δ 0.03 wsu 10 (kW)
ρ 0.80 wsb 0 (kW)

is lower than 2 s. The performances of interest are the energy consumption
and the availability level of the standalone workstation Op.2.

At first, the model is applied to the system without the availability constraint.
The optimal EEC policy π∗ is obtained (reported in Table 3.4). π∗ indicates, for
each possible n, the optimal action an to perform, i.e. the number of machines
to be enabled in the workstation. The resulting average energy saving is 9.38%
and it is computed comparing π∗ to the AOn policy. However, the system
availability (81.94%) is lower than the target (85%) and, for this reason, π∗

is not suitable for the system under investigation. Afterwards, the complete
version of the model is applied, inserting the availability constraint. Starting
from π∗, 2 iterations are required to reach the target availability level required:

1. Iteration 1→ ns = 5→ a5 = a5 + 1 = 6→ uπ′ = 83.95% < utarget.

2. Iteration 2, starting from the policy π obtained in iteration 1→ ns = 3→
a4 = a4 + 1 = 5→ uπ′ = 86.49% > utarget. The policy to be applied is
πsuit = π′.

In this way, a suitable policy πsuit is obtained (Table 3.4). The new avail-
ability level (86.49%) is higher than the target (85%): πsuit is suitable for the
industrial case. Finally, the resulting average energy saving (8.76% in respect
to the AOn policy) is lower than the previous case (9.38%), but still represents
a significant value.

Table 3.4: EEC policy π∗ and πsuit for the industrial workstation under investigation.

Policy n: 0 1 2 3 4 5 6, . . . , 10 En. Sav. [%] utarget uπ′

π∗ an: 0 1 2 3 4 5 6 9.38% - 81.94%
πsuit an: 0 1 2 3 5 6 6 8.76% 85.00% 86.49%
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3.4.2 Sensitivity Analysis

A sensitivity analysis of results is performed to understand into details the
effect of utarget and wh (i.e. the target availability and the holding power con-
sumption) on system performances.

Target Availability - In this analysis utarget varies while the other system
parameters remain unchanged (Table 3.3). Increasing utarget leads to increas-
ing system throughput until the maximum possible throughput for the system
under study is reached. This value is equal to the arrival rate of parts λ be-
cause of flow conservation (Figure 3.5-(a)). Moreover, when system availabil-
ity increases, machine power cost enhances and energy saving decreases
until a null value is reached (Figure 3.5-(b)). System availability equal to
100%, indeed, corresponds to the AOn policy condition; thus, the energy sav-
ing achieved in this case is null. Finally, the achievement of utarget is always
guaranteed (Figure 3.5-(c)). A detailed overview of the numerical results is in
Table B.2 of Appendix B.

Figure 3.5: Sensitivity analysis for the industrial case: throughput (a), energy saving
(b) and system availability (c) achieved when utarget varies.

Holding Cost - In this case the holding power wh varies and the other sys-
tem parameters remain the same as in Table 3.3. Figure 3.6 shows system
performance for this analysis. For low values of wh, the optimal EEC policy
might indicate to keep the system availability low, since maintaining parts in
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the buffer (and not processing them) has a low total cost in this case. How-
ever, the availability constraint imposes the system availability to be above the
target level. At the same time, the energy saving slightly decreases because
of the increasing holding cost. For high values of wh, the situation is different.
The resulting high holding cost leads to EEC policies imposing high system
availability (and high throughput): in this way, parts are processed and not
maintained in the buffer. However, high system availability means enhancing
machine power cost and decreasing energy saving for high wh(n) values. Fi-
nally, the achievement of utarget is always guaranteed. A detailed overview of
the numerical results is in Table B.3 of Appendix B.

Figure 3.6: Sensitivity analysis for the industrial case: throughput (a), energy saving
(b) and system availability (c) achieved when wh varies.

3.4.3 Assumptions Modification
The policy πsuit identified in section 3.4.1 is then applied to Op.2 of the indus-
trial case but with different assumptions, in order to verify the effectiveness
of the proposed model also for more general cases. System assumptions
on stochastic processes involved are modified in this analysis: machine pro-
cessing and startup times are imposed following two lognormal distributions
equal to, respectively, lognormal of parameters (4.32, 0.47) and lognormal of
parameters (3.28, 0.47). The two distributions lead to the same coefficient of
variation (0.50) and mean values equal to, respectively, 83.70 and 30 s. The
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mean values are the same as in section 3.4.1, to compare two cases with
aligned parameters, evaluating only the difference in terms of stochastic dis-
tribution involved. The lognormal distribution is selected because it is always
statistically plausible to model a stochastic time distribution with a lognormal if
its coefficient of variation is lower than 1 [97]. Thus, this distribution leads to a
system modelling undoubtedly aligned to real manufacturing systems. All the
other system parameters remain the same as in Table 3.3.

Discrete event simulation is used for performance evaluation: the number
of experiments is equal to 25 with a simulation length of 100 days. The system
simulation model is developed in Arena environment. Under these conditions,
the resulting average energy saving is equal to 7.22 ± 0.06% in respect to
the AOn policy; this value is extracted with a confidence level of 95% on its
confidence interval. Due to the different stochastic distribution involved, log-
normal instead of exponential, the resulting energy saving value is lower than
the original case analyzed in section 3.4.1 (8.76%) but still represents a signif-
icant value. This confirms the effectiveness of the proposed model also with a
modification of the assumptions.

3.5 Impact on the Overall Production System

3.5.1 Scenarios Analyzed
To assess the impact that the EEC on one or more parallel machines worksta-
tions has on the overall production system, suitable EEC policies are identified
and applied to Op.2 and Op.13 of the industrial case. These workstations are
identical and have parameters reported in section 3.4.1 and Table 3.3. In par-
ticular, seven scenarios are studied (Table 3.5).

Table 3.5: Scenarios analyzed.

Scenario EEC Policy utarget EEC Policy utarget
Number on Op.2 for Op.2 on Op.13 for Op.13

1 No - No -
2 Yes 85% No -
3 Yes 90% No -
4 No - Yes 85%
5 No - Yes 90%
6 Yes 85% No 85%
7 Yes 90% No 90%

Scenario 1 represents the base case, i.e. system without any EEC policy
implemented, where the AOn policy is applied on Op.2 and Op.13. Scenario 1
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is used as benchmark to compare the performance of the system as-is with the
cases where EEC is implemented on one or more workstations. In Scenarios
2 and 3 only Op.2 is controlled, but varying the target availability level to be
guaranteed for that workstation (from 85% to 90%). In these cases, the AOn
policy is applied to Op.13. The reverse situation is represented by scenarios 4
and 5, where Op.13 is controlled, but with two distinct target availability levels
(85% and 90%) and Op.2 is subject to the AOn policy. Finally, in scenarios 6
and 7, both workstations are controlled, but with increasing utarget in the two
situations (still from 85% to 90%).

In all the cases, the AOn policy is implemented on all the other system
devices. Numerical experiments are conducted with discrete event simulation.
The performance of interest in this analysis are the production system throug-
put and the energy consumptions of both workstations Op.2 and Op.13. In all
the experiments the energy cost is σ = 1.

3.5.2 EEC Policies Computation
As reported in section 3.1, to apply the proposed model and obtain a suitable
EEC policy for one parallel machines workstation, it is required to define the
following inputs: the workstation parameters, a discount factor ρ, a uniform
transition rate ν and the target availability level utarget. However, in all the
scenarios, ρ and ν do not vary: they are fixed and equal, respectively, to 0.80
and 0.25. Moreover, also the workstation parameters for Op.2 and Op.13 do
not vary: they are fixed and identical for both of them in each scenario (see
Section 3.4.1). Thus, the only varying parameter for both workstations in the
different scenarios is utarget. Nevertheless, Op.2 and Op.13 are subject to the
same two utarget values and this leads to two different EEC policies:

• Policy π85 when utarget is equal to 85%. To be applied to Op.2 in Scenario
2 and 6, and to Op.13 in Scenario 4 and 6.

• Policy π90 when utarget is equal to 90%. To be applied to Op.2 in Scenario
3 and 7, and to Op.13 in Scenario 5 and 6.

Once all the fixed input parameters are defined, the model can be implemented
twice: one for each different utarget value. The obtained EEC policies are
presented in Table 3.6.

The control is executed using buffer level information: each policy indi-
cates, for each possible upstream buffer level n, the corresponding number
of machines in the station that should be switched on: an. As an example,
π85 indicates that whenever the upstream buffer level n is equal to 4, in Op.2
(or Op.13) three machines must be switched on (an=4 = a4 = 3) and three
machine must be switched off (c− a4 = 3).
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Table 3.6: EEC policies π85 and π90 for Op.2 and Op.13 in the industrial case under
investigation.

Policy n: 0 1 2 3 4 5, . . . , 10
π85 an: 0 1 2 3 5 6
π90 an: 0 1 2 4 6 6

3.5.3 Simulation Model Parameters

The simulation model is consistent with the system described in sections 3.1.1
and 3.3. Given the presence of stochastic parameters as TTR and TTF for
each system device, also the simulation model is stochastic. Thus, the target
parameters of the analysis, i.e. the system throughput and the energy con-
sumption of Op.2 and Op.13, are random variables. Because of that, for each
scenario, the experiment is replicated for a fixed number of times, equal to
10, and all the target parameters are extracted with a 90% confidence level
on the respective mean value. All the experiments are performed with an ef-
fective simulation length of 50 weeks, considering 127 hours per week: the
total duration corresponds to one year of production time. The same transient
period is imposed for each experiment, equal to 30 days of production period:
this represents an overestimation, for computational-accuracy reasons, of the
transient period identified with the Welch method ([98]).

3.5.4 Experimental Results

Experimental results of scenarios from 2 to 7 are then compared to scenario
1, to assess the impact at system level of the EEC application on Op.2 and
Op.13. Results are reported in Table 3.7 for the throughput loss, and in Table
3.8 for the energy saving. A comprehensive overview is provided in Figure 3.7.

Table 3.7: Impact of the EEC policies application on the industrial system daily
throughput, all scenarios are compared to the scenario 1.

Scenario Throughput Throughput Loss in respect
Number [Parts/Day] to the base case [%]

1 1445.09± 2.12 -
2 1434.30± 2.05 0.75± 0.16
3 1445.03± 0.77 0
4 1430.08± 1.04 1.04± 0.10
5 1444.94± 1.56 0
6 1427.85± 2.89 1.19± 0.21
7 1446.25± 0.85 0
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Table 3.8: Impact of the EEC policies application on the daily comprehensive energy
consumption of Op.2 and Op.13, all scenarios are compared to scenario 1.

Scenario Energy Consumption Energy Saving
Number for Op.2 and Op.13 in respect to

[kWh in one day] the base case [%]
1 3137.82± 1.85 -
2 3009.38± 2.67 4.09± 0.10
3 3080.81± 1.89 1.82± 0.08
4 3018.62± 2.06 3.80± 0.19
5 3098.38± 2.97 1.26± 0.20
6 2908.82± 3.48 7.30± 0.21
7 2955.47± 3.10 5.81± 0.17

Figure 3.7: Impact of the EEC policies application industrial case under investigation,
all the scenarios are compared to the base case (scenario 1).
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In all the scenarios, the EEC implementation always significantly reduces
the energy consumption. However, in scenarios 2, 4 and 6, where π85 is ap-
plied to Op.2 and/or Op.13, a slight productivity reduction is present. The utarget
associated to π85 is not very high and, for this reason, the workstations with π85

applied are characterized by machines frequently switched off. This leads to a
great improvement regarding the process sustainability in respect to the base
case but, being the corresponding utarget not excessive, there is a throughput
loss. On the other hand, the utarget associated to π90 is higher and the work-
stations with π90 applied are characterized by higher availability, i.e. higher
productivity: this leads to a null throughput loss while the energy saving is
lower but still significant, as in scenarios 3, 5 and 7. Furthermore, the EEC
implementation on two workstations always leads to a major reduction on the
energy consumption: scenarios 6 and 7, indeed, are characterized by higher
energy saving than the other cases.

Scenario 7 can be identified as the best and preferable option to be realized
in the industrial system under study: this configuration is the one with the
highest energy saving among the cases with null throughput loss. Indeed,
if utarget is progressively reduced from scenario 7, both the throughput loss
and the energy saving will gradually increase, as in scenario 6. Therefore,
although it is possible to achieve larger energy savings, this will also lead to
higher productivity drops.

The results confirm that, even applying an EEC policy to only one work-
station, the corresponding benefits in terms of environmental impact are rel-
evant. In addition, through a trade-off between system production rate and
energy demand, it is possible to select properly the target workstation avail-
ability and choose if it is preferable to decrease more the energy consumption,
but causing a productivity reduction, or to maintain the same production level
and anyway reduce the workstation energy use. Moreover, the more the EEC
is executed in the production system, the higher the benefits in terms of envi-
ronmental impact.

3.5.5 Detailed analysis of Scenarios 6 and 7

Scenarios 6 and 7 are characterized by the highest energy saving values.
Hence, it is interesting to understand how the EEC policies modify the opera-
tion of Op.2 and Op.13 in these cases. In Figure 3.8, the percentages of time
that each controlled workstation spends with a certain number of switched on
machines in both scenarios are reported.

Trivially, when the AOn policy is applied on Op.2 and Op.13 as in scenario
1, all the 6 machines in the workstations are always switched on. On the other
hand, when π90 is applied (scenario 7, Figure 3.8-(a)), the amount of time
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in which all the 6 machines in the workstation are switched on is decreased.
Moreover, for a consistent amount of time only 2 or 4 machines are switched
on and, in addition, for small periods there is even only 1 or 0 switched on
machines. Finally, it never occurs to have exactly 3 or 5 switched on machines,
since in π90 an is never equal to 3 or 5. This different workstation functioning
leads to the energy saving observed in Table 3.8, although it has no effects on
the system throughput.

A different situation can be observed when π85 is implemented (scenario
6, Figure 3.8-(b)). The amount of time spent with 6 switched on machines is
further reduced while for long periods the workstations operates with 2, 3 or 5
switched on machines and, for small periods, Op.2 and Op.13 work with only 1
or 0 switched on machines. Finally, being an never equal to 4 according to π75,
the workstations never has exactly 4 switched on machines. This behavior of
the two workstations leads to a higher energy saving than in scenario 7, but
also causes a throughput loss.

Figure 3.8: Percentages of time in which a specific number of machines are switched
on in Op.2 and Op.13 in scenario 7 (a) and scenario 6 (b).

3.6 Conclusions
In this chapter, a novel model is presented: it is used to identify an EEC pol-
icy based on buffer level information for identical parallel machines with finite
buffer capacity used in manufacturing systems. The proposed model leads to
the reduction of the energy consumption; at the same time, it ensures a tar-
get level on system availability without large computational efforts. The model
is also applicable to a workstation with a single machine, as it is a specific
sub-case of the parallel-machines category. Numerical results are presented,
showing model benefits when applied to a real industrial case from the auto-
motive sector.

Furthermore, the model has been applied to more identical parallel ma-
chines workstation pertaining to the same manufacturing line and, afterwards,
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it has been studied the impact that this energy-efficiency action has on the en-
tire production line. Numerical results are presented, showing the correspond-
ing benefits when the policy is applied to one or more workstations pertaining
to a real industrial system from the automotive sector. The EEC policies al-
ways lead to significant reduction in terms of energy consumption (1 to 7.50%
of saving). Moreover, with an appropriate selection of the target workstation
availability level to be satisfied, it is possible to decrease the energy use with-
out jeopardizing the production rate (0 to 1.50% of throughput loss). Finally,
the more workstations are controlled in an energy-efficient way, the higher the
impact in terms of energy saving.

Although this model has shown promise and effectiveness, it is restricted
to situations where Markovian processes are exclusively present, there is no
focus on the interactions between workstations and the surrounding shop floor,
and only the availability level is considered as a constraint. A challenging
topic regards the creation of a novel model leading to a unique EEC policy for
the overall production system, where the control is executed jointly in all the
workstations, considering the overall system state in each control action. In
this way, also blocking effects on each workstation can be taken into account
in the control problem. Additionally, it might be required to include a variety
of general production constraints, not just the availability of a single station.
These conclusions have been the starting point leading to the analyses and
work discussed in Chapter 4.

51



Chapter 3. MDP-based Model for EEC of Single Workstations

52



Chapter 4

MDP-based Model for EEC of
Multi-Stage Production Lines

Chapter 3 paved the way for the MDP-based EEC of single manufacturing
workstations, highlighting the potential benefits of this approach for such lay-
out. At the same time, the related results have been limited by the focus on the
stand-alone workstation without considering its interactions with surrounding
the shop floor and by the consideration of a constraint only on station availabil-
ity. This chapter aims at overcoming these limitations.

The goal is to develop a novel MDP-based model for the EEC of multi-
stage production lines, reducing the overall energy consumption while reach-
ing desired target levels on system performance. At first, a novel model,
referred to as 2S-Model, is proposed to get exact solutions for the EEC of
a 2-stage production line. Subsequently, a novel technique, referred to as
Backward-Recursive approach, is proposed to deal with longer production
lines. The model can also be applied when workstations with a single ma-
chine are present in the line, since they represent a sub-case of the parallel-
machines category. Numerical experiments on realistic manufacturing sys-
tem configurations are performed to assess the effectiveness of the proposed
model.

The remainder of the chapter is organized as follows. Section 4.1 de-
scribes the system under investigation. Problem formulation for 2-stage lines
(i.e., the 2S-Model) is in section 4.2 and section 4.3 formulates the Backward-
Recursive approach for more than two stages. Numerical analysis is pre-
sented in sections 4.4 and 4.5 respectively for 2-stage lines and longer ones.
Section 4.6 concludes the chapter.
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4.1 System Description

Let us consider a production line composed of m stages as the system to be
controlled, where each stage is composed of a buffer of finite capacity and a
workstation with identical parallel machines. The following assumptions are
related to the system to be controlled and are considered valid for the model
presented in this chapter. The system layout is represented in Figure 4.1.

Figure 4.1: Layout of the production line under analysis with machine state model.

Stages are denoted as Si with i ∈ {1, . . . ,m}, buffers as Bi with i ∈
{1, . . . ,m}, and Mij with j ∈ {1, . . . , ci} indicates machine j of the ci par-
allel machines in the i-th stage of the system. Furthermore, for each stage
i, machines Mij with j ∈ {1, . . . , ci} are identical and work in parallel and
buffer Bi has a finite holding capacity 0 < Ki < ∞. The system is character-
ized by different stochastic processes, i.e. machine processing time, machine
startup time, and the arrival of parts to S1. These processes are assumed to
be Poisson processes, independent of each other and stationary. Parts arrive
at S1 following a Poisson process with rate λ, and this process stops when this
buffer is full. Furthermore, machines of Si are characterized by exponentially
distributed startup times with rate δi. Each machine Mij has processing times
exponentially distributed with service rate µi.

Machines are unreliable, i.e. they can be subject to failures. The stochas-
ticity provoked by machine failures is modeled by embedding them into ma-
chine processing times: in this sense, the overall processing time (considering
also service interruptions caused by failures) is a stochastic variable. Thus,
in the proposed model a stochastic distribution, i.e. the exponential distribu-
tion, is used to represent this stochastic variable. As illustrated in section 3.1.1
the assumption of having Poisson processes representing the aforementioned
stochastic processes is considered reasonable and applicable to the system
under study without undermining the system model and consequent results.

Machines Mij are starved if they can process parts but Bi is empty while
are blocked if they can process parts but Bi+1 is full. As an exception, ma-
chines Mmj of the last stage Sm cannot be blocked since there is an infinite
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capacity buffer downstream the system: processed parts leave the system im-
mediately after the process completion, leading to system throughput TH . In
addition, all the machines in the line work on a single part type, and first come
first served rule is applied. Finally, machines cannot be switched off while
operating on items, i.e. part processing cannot be interrupted by the control.

Machines Mij can be controlled for energy saving purposes. Each ma-
chine has an energetic state model consistent with section 3.1.1 and reported
in Figure 4.1, i.e. characterized by the following state set Θ = {w, sb, su, id, b},
respectively: working, standby, startup, idle and busy. It is also assumed that
machines of a certain stage i are characterized by the same power consump-
tion in the different states: consequently, it is assumed that wb > wsu > wid >
wsb ' 0 (consistently with section 3.1.1).

4.2 Formulation of the Exact 2S-Model

Let us consider a production line consistent with the description of section 4.1
and m = 2 stages, Si with i ∈ {1, 2}. This section is focused on the model
to identify an EEC policy for this layout, namely the 2S-Model. It is assumed
that the environment to be controlled satisfies the Markov property and is fully
observable. Then, the problem is formalized as a Continuous Time MDP (CT-
MDP) and then converted into a DT-MDP with the uniformization technique
[94]. Then, a a linear programming (LP) approach can be used to solve the
DT-MDP problem and the exact solution can be identified [99]. Sections from
4.2.1 to 4.2.5 describe the MDP. Section 4.2.6 introduces the LP formulation
which allows enriching the MDP formulation by including general production
constraints in the problem. Section 4.2.7 provides a descriptive example of a
control policy for the EEC problem at hand.

4.2.1 Decision Epochs

The time horizon is divided into periods k = {1, 2, . . . } of variable length,
according to the occurrence of event yk ∈ Y. The event yk happens at the end
of period k and the decision epochs k correspond to instances of the event yk.
The event set can be defined as Y = {A1, A2 ≡ D1, D2, E1, E2} where event
Ai indicates a part arrival to stage i, event Di a part departure from stage i
due to process completion, and event Ei a startup completion for one of the
machines at stage i. Trivially, in this model A2 ≡ D1; furthermore, departures
cannot happen when the respective stage is empty, arrivals cannot happen
when the correspondent buffer is full, and a startup completion occurs only
when at least one machine in the stage is in startup state.
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4.2.2 State Space and Action Space

The system state is defined as s ∈ S, where S is the discrete state space
representing all possible system states, denoted by the ordered vector s =
{n1, n2, x1, x2}: integer variable xi ∈ {0, 1, 2, . . . , ci} represents the number
of machines in working state in Si and the number of parts in stage Si is
represented with the integer variable ni ∈ {0, 1, 2, . . . , Ki + ci}. A certain
machine Mij has a service rate equal to µi > 0 when busy or 0 otherwise. Si
has, at any given time, capacity equal to Ki + xi, i.e. only working machines
can hold parts, and therefore Si can hold up to Ki + ci parts at full capacity.
State set S is finite since the number L of possible system states is finite and it
is given by all the possible combinations of n1, n2, x1 and x2. At the beginning
of period k, s is referred to as sk = {n1,k, n2,k, x1,k, x2,k}.

The control action a = [a1, a2] is applied to control the numbers of ma-
chines to be in working state x1 and x2. Hence, a determines the switching
on/off of machines in S1 and S2. The allowable action space is As(y) depend-
ing on system state s and event occurrence y and it represents the set of
actions that can be chosen in state s, i.e. the allowable values a can assume
each time a control action is executed.

As(y) is determined by part processing that cannot be interrupted by the
control, i.e. it is not allowed to choose a control action a imposing a switch
off of a busy machine. At the same time, As(y) is also determined by trivial
boundaries: (i) if all machines in Si are already working or executing startup,
i.e. switched on, it is not possible to switch on any additional machine in Si,
and, (ii) if all machines are already in standby state, i.e. switched off, it is not
allowed to switch off any additional machine in Si. At the end of the period k,
after the event yk is observed, x1,k and x2,k can be controlled with the action
ak = [a1,k, a2,k]. The optimal policy π∗ : S × Y → As(y) maps the optimal
action a∗k(sk, yk) given system state sk and occurrence of event yk.

4.2.3 System Dynamics and Uniformization

System dynamics is assumed to be stationary and it is represented by func-
tional Z : S x Y x As(y) → S. Given system state sk, event yk and control
action ak, the next system state sk+1 = {n1,k+1, n2,k+1, x1,k+1, x2,k+1} is de-
fined as follows:
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sk+1 =



{min[n1,k + 1,K1 + x1,k], n2,k,min[a1,k, x1,k],min[a2,k, x2,k]} if yk = A1

{max[n1,k − 1, 0],min[n2,k + 1,K2 + x2,k],min[a1,k, x1,k],min[a2,k, x2,k]} if yk = A2 ≡ D1

{n1,k,max[n2,k − 1, 0],min[a1,k, x1,k],min[a2,k, x2,k]} if yk = D2

{n1,k, n2,k,min[a1,k, x1,k + 1],min[a2,k, x2,k]} if yk = E1

{n1,k, n2,k min[a1,k, x1,k],min[a2,k, x2,k + 1]} if yk = E2

(4.1)

The number of parts ni,k decreases with the occurrence of departures and
increases with arrivals up to the holding capacity of Si, including parts held in
buffer and in working machines, i.e., Ki + xi,k. The number of working ma-
chines changes according to the control. When ai,k ≤ xi,k, xi,k−ai,k machines
are switched off and immediately enter the standby state, thus the number of
working machines xi,k+1 = min[ai,k, xi,k]. Whereas, when ai,k > xi,k, ai,k−xi,k
machines enter in startup to resume the service, and the number of working
machines does not change until a startup completion occurs increasing the
number of working machines by one unit.

In order to fully understand system dynamics, the implicit effect of the con-
trol must be expressed. Indeed, the control ai,k also determines the num-
ber of machines in standby and startup states in the next period, respectively
sui,k+1 and sbi,k+1. When ai,k > xi,k, a switch on command is applied so
as sui,k+1 = max[0, ai,k − xi,k]. As a consequence, machines in standby
are not working nor in startup state: sbi,k+1 = ci − xi,k − sui,k+1. In ad-
dition, among the working machines, some are actually busy whilst others
might be starving of raw parts (i.e., idle). The number of busy machines in
Si is bui,k = min[xi,k, ni,k] and, consequently, the number of idle machines is
idi,k = xi,k− bui,k and the overall service rate of Si is defined as µtoti,k = bui,kµi.
Finally, the number of parts in buffer Bi is nbi = min[0, ni,k − bui,k]. At each
period of time, sui,k, sbi,k, and nbi are tracked to compute the payoff function
(section 4.2.4).

As an illustrative example, let us assume to observe a station with ci = 6
so that ni,k = 4 and xi,k = 2. ni = 4 indicates that four parts are in Si where
two parts are processed by the xi,k = 2 busy machines and two parts wait in
the buffer (i.e., bui,k = 2, idi,k = 0, nbi = 2) . The control action is ai,k = 5 so
that a switch on command is issued. Consequently, working machines keep
processing parts (xi,k+1 = 2), three machines enter in startup (sui,k+1 = 3)
and one machine is in standby sbi,k = 1. Lastly, if sui,k > sui,k+1 the startup
is actually interrupted on some machines that are switched off and go into the
standby state.

The MDP transition probabilities p(sk, sk+1, yk, ak) at given event yk are:
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p(sk,sk+1, yk = A1,ak) =

{
0 if n1,k = K1 + x1,k

λ otherwise
(4.2)

p(sk,sk+1, yk = A2 ≡ D1,ak) =

{
0 if n1,k = 0 ∧ n2,k = K2 + x2,k

µtot1,k otherwise
(4.3)

p(sk,sk+1, yk = D2,ak) =

{
µtot2,k if n2,k > 0

0 otherwise
(4.4)

p(sk, sk+1, yk = Ei, ak) =

{
0 if xi,k = ci

δi otherwise
(4.5)

In this way, the system is described by a continuous time Markov chain. With
the uniformization technique, it is possible to convert the continuous time
Markov chain into a discrete time Markov chain using a uniform transition
rate ν defined as follows [94]: ν = λ + c1(δ1 + µ1) + c2(δ2 + µ2). Finally,
defining a discount factor 0 < ξ < 1 and η = ξ + ν it is possible to define
the transition probabilities for the infinite horizon discounted cost scenario as
p̃(sk, sk+1, yk, ak) = 1

η
p(sk, sk+1, yk, ak).

4.2.4 Payoff Function

The payoff function for each production stage Si consists of four non-negative
and finite elements, respectively the working, startup, standby, and holding
powers. The working power is the one requested for machines Mij while
in working state and it is function of wi,b, wi,id and the number of busy and
idle machines, respectively bui and idi; thus, the working power for the whole
stage Si is equal to (buiwi,b + idiwi,id). Similarly, the startup power is the
one required for machines Mij while in startup state and it depends on wi,su
and on the number of machines in startup state sui; thus, the startup power
for the whole stage Si is equal to wi,susui. The third element is the standby
power, representing the request of power by Mij during the standby state; this
is directly related to wi,sb and the number of machines in standby state sbi;
therefore, the standby power for the whole stage Si is wi,sbsbi. Finally, the
last item to be considered is the holding power. It is assumed, indeed, that
a power request wi,h is required to hold a part in stage Si. This represents a
penalty imposed to the system for maintaining parts in the buffer Bi and not
processing them: consequently, as wi,h increases, the control is prone to be
more productive. Hence, the holding power for the whole stage Si is equal to
wi,hbni.
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4.2.5 Optimality Equation

All the DT-MDP elements are identified and it is possible to define Bellman’s
optimality equation for the infinite horizon discounted cost. It must be noticed
that: (i) the discount factor ξ and belongs to the interval 0 < ξ < 1, (ii) the state
space S is discrete and finite, and, (iii) system dynamics and payoff function
are stationary, i.e. independent from the period k considered. When these
three conditions are verified, there always exists an optimal stationary policy π∗

for any MDP evaluated with the infinite horizon discounted cost criterion [99].
This means that also for the considered DT-MDP, there is an optimal policy
leading to the solution of Bellman’s optimality equation defining our problem
and this policy is stationary: it does not change over time and is independent
of the period k considered. The control action ak depending on the optimal
policy π∗ and affecting the Bellman’s equation is independent of the period
k. For ease of notation, sk, sk+1, yk and ak become s, s′, y and a, and the
optimality equation can be written as:

V ∗(s) = min
a∈ As(y)

[
g(s) +

∑
s′∈ S

p̃(s, s′, y, a)(V ∗(s′) + ηac(s))

]
(4.6)

where g(s) represents the state cost, ac(s) the action cost and σ is the energy
cost:

g(s) =
σ

η

m=2∑
i=1

(
(buiwi,b + idiwi,id) + wi,hbni + wi,sbsbi

)
(4.7)

ac(s) =
σ

η

m=2∑
i=1

wi,susui (4.8)

It must be noticed that both g(s) and ac(s) are also time-dependent (e.g.
how much time a machine is in working state influences the working power).
However, the time horizon is taken into account by means of η that introduces
the infinite horizon discounted cost criteria in the DT-MDP considered. In this
way, the time-dependency is taken into account in the problem. Furthermore,
the solution of Equation 4.6 represents the minimum expected energy cost that
the system, starting from state s, will incur when the optimal control action a∗ is
applied. The optimal policy π∗ maps the optimal action a∗ to be implemented.
It is noteworthy that π∗ is based only on n1 and n2 and event y because a∗

directly controls x1 and x2. In this way, the optimal EEC policy for a 2-stage
production line with parallel machine workstations can be obtained and the
unconstrained EEC problem can be solved.
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4.2.6 LP Formulation with Production Constraints
LP formulation can be used for determining the optimal control policy for a
DT-MDP; with this approach, the LP solution is equivalent to that of the DT-
MDP [99]. Examples of this MDP to LP formulation can be found in [100, 101,
102]; this choice is motivated by the requirement of inserting constraints in the
solution provided by the MDP. With this technique, this becomes feasible and
it is possible to obtain a constrained optimal solution for a problem modeled
with an MDP.

Furthermore, it must be noted that: (i) both the state and action costs are
bounded (i.e. |g(s)| ≤ Z < ∞∧ |ac(s)| ≤ Z < ∞ for all s ∈ S and a ∈ As),
(ii) the state space S is discrete and, (iii) the allowable action space As is finite
for each possible system state s ∈ S. Under these three conditions, for an
LP formulation for a DT-MDP problem evaluated with the infinite horizon dis-
counted cost criterion, there always exists an optimal solution corresponding
to optimal stationary and deterministic policy [99]. This means that, being the
policy deterministic, in each state the action choice is performed with certainty.

Let us define α(s), satisfying
∑

s∈S α(s) = 1, as the initial probability dis-
tribution over S, and β(s) as the total discounted probability that the system
occupies state s given a certain α(s). The decision variable for the LP model
is β(s) and the objective is the minimization of the infinite horizon discounted
cost that can be found solving the following LP problem:

min
∑
s∈S

∑
a∈As

β(s)(g(s) + ac(s)) (4.9)

s.t. β(s)−
∑
s∈S

∑
a∈As

∑
y∈Y

p̃(s, s+1, y, a)β(s) = α(s) (4.10)

0 ≤ β(s) ≤ 1 ∀s ∈ S (4.11)

g(β(s)) ≥ G∗ (4.12)

where Equation 4.9 is the objective function, Equation 4.10 is a structural prop-
erty to be ensured in an MDP to LP formulation (proof in [99]), and Equation
4.11 represents the boundary conditions, i.e. β(s) ∈ [0, 1]. Equation 4.12 de-
fines a general production constraint to be respected while guaranteeing the
minimization of the energy cost. Equation 4.12 is the novelty introduced com-
pared to a classical MDP formulation and it enables the solution of constrained
EEC problems. Equation (12) indicates that a certain performance indicator
g(β(s)), depending on system probabilities β(s) of being in a certain state
s, must be higher or equal than a specific target G∗. Function g(β(s)) can
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represent many key performance indicators. System throughput is the most
common and valuable example of a target (T target

H ) to be met at least, so that
Equation 4.12 becomes:∑

s∈S
β(s)µtoti,k ≥ T

target
H for i = 1, 2 (4.13)

similarly a minimum availability target Atarget
V for a certain workstation i be-

comes: ∑
s∈S

β(s)
xi
ci
≥ Atarget

V (4.14)

and a maximum WIP (wiptarget) constraint becomes:∑
s∈S

β(s)(n1 + n2) ≤ wiptarget (4.15)

Define β∗(s) as the optimal solution of problem (13-16); from β∗(s) the as-
sociated optimal EEC policy π∗ can be derived, since π∗ and β∗(s) are directly
connected (proof in [99]). Moreover, β∗(s) and π∗ do not depend on the initial
state distribution α(s) (proof in [99]), which can therefore be arbitrarily selected
as long as it stands that

∑
s∈S α(s) = 1. π∗ leads to the optimal solution of

the constrained EEC problem for a 2-stage production line. It must be also
noted that, especially in presence of strict constraints, the optimal solution of
the presented LP formulation might lead to an optimal policy π∗ equal to the
AOn policy.

4.2.7 Policy Illustrative Example

An optimal EEC policy π∗ maps the optimal actions a∗ to be implemented in the
system, i.e. for each possible state s, π∗ indicates the corresponding optimal
number of machines in S1 and S2 that should be in working state: [a∗1, a

∗
2];

moreover, π∗ can be based only on n1 and n2 because a∗ directly controls x1

and x2 (section 4.2.5).
To better clarify how π∗ works, let us assume to haveK1+c1 = 4,K2+c2 =

3 and c1 = c2 = 2. π∗ indicates that, for instance, if the system is in state
s = {4, 2, 1, 1} and the optimal action for [n1, n2] = [4, 2] is a∗ = [2, 1], then
one additional machine is switched on in S1 and none in S2 leading to su′1 = 1;
when the startup on this machine will be completed, the state will become
s’ = {4, 2, 2, 1}. On the other hand, if the system is in state s = {0, 1, 2, 2}
and the optimal action for [n1, n2] = [0, 1] is a∗ = [1, 1], then one machine
is switched off in both S1 and S2 leading to new state s’ = {0, 1, 1, 1}. In
order to give a benchmark, the AOn policy would indicate to maintain always
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2 machines switched on in both stages: a = [2, 2], for any state possible state
s, i.e. any value of [n1, n2].

4.3 Formulation of the Approximate Model for Long
Production Lines

Let us consider a production line consistent with the description of section 4.1
and m > 2 stages, Si with i ∈ {1, . . . ,m}. As easily understandable, the
problem size grows drastically with m and, consequently, an exact analytical
solution cannot be identified for large values of m. This section describes an
approximated solving approach for m > 2, namely the Backward-Recursive
approach.

The main idea is (i) to break down the original problem into a series of 2-
stage sub-systems (couple [Si;Si+1]), i.e. a series of sub-problems solvable in
an exact way, (ii) to solve the last sub-problem (couple [Sm−1;Sm]) so that local
optimal policy π∗i with i = m is found, (iii) to proceed backward towards the first
sub-problem (couple [S1;S2]) solving recursively sub-problems. The locally
exact sub-problem solutions are combined to approximately identify a unique
EEC policy for the entire production line under analysis. An extended version
of the 2S-Model is required to comply with this approach; indeed, three addi-
tional issues must be addressed: the blocking condition, the policy-separation
assumption, and the policy-uniqueness constraint.

An overview of the extended 2S-Model, namely the Extended-2S, is pre-
sented in section 4.3.1 while details on the Backward-Recursive approach are
in section 4.3.2.

4.3.1 The Extended-2S

The 2S-Model is extended to model generally two consecutive stages of a
production line, i.e. the couple [Si−1;Si]. First of all, if i < m stage Si might
be blocked and the model must be extended considering the Blocking Condi-
tion. Secondly, as for the creation of sub-problems in the proposed approach,
each stage Si with i ∈ {2, ...,m− 1} is included in two sub-problems (couples
[Si−1;Si] and [Si;Si+1]). Nevertheless, the obtained policy to be applied in
stage Si must be consistent in mapping actions to states for Si, and a Policy-
Uniqueness constraint is added. Lastly, the proposed approach requires the
EEC policy of a stage to be independent of the other stages resulting in a sim-
plification of the EEC policy applied. Thus, the Policy-Separation assumption
is introduced.

(i) The Blocking Condition: for the generic couple [Si−1;Si] with i < m,
stage Si might block because buffer Bi+1 is full. Assuming that sub-problem
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[Si;Si+1] has been solved previously, the policy π∗i+1 to be applied to [Si;Si+1]
is known. The steady-state probability Pbl,i of having the buffer Bi+1 full and
Si blocked can be computed with a Markov chain representing the behaviour
of couple [Si;Si+1]. At the same time, the probability of having Bi+1 not-full
and Si not-blocked will be 1 − Pbl,i. Hence, the blocking of Si can be repre-
sented with a Bernoulli variable and the Extended-2S is modified as follows: a
Bernoulli state variable bl representing the blocking of Si is included in system
state s = {ni−1, ni, xi−1, xi, bl}, where bl = 1 if Si is blocked and 0 otherwise.
All the remainder of the Extended-2S is consistent with section 4.2. The for-
mulation of the problem to be solved is still described by Equations 4.9-4.12
except for system dynamics (Equations 4.10) which now includes the blocking
event. Indeed, when the system may have blk = 1 with a probability Pbl,i and
blk = 0 with 1− Pbl,i, in compliance with the Bernoulli distribution. Lastly, in a
blocked stage, departures cannot occur.

(ii) The Policy-Separation Assumption: this simplifies the EEC policy
applied so as it is assumed that actions a∗i only depend on stage Si, i.e. a∗i (ni),
for all stages. Thus, policy π∗i for couple [Si−1, Si] maps actions a∗i−1(ni−1) and
a∗i (ni) independently. To better clarify, as an example, let us consider the
couple [Si−1, Si] and assume ci−1 = ci = 4 and Ki−1 = Ki = 5. In a specific
moment, let us assume that ni = 3, i.e. there are 3 parts in Si, and xi = 1,
i.e. there is 1 working machine in Si. If π∗ indicates that, for instance, the
associated optimal action for ni = 3 is ai∗ = 2, i.e. there should be 2 working
machines in Si, then one additional machine is switched on in Si, and this is
independent of the ni−1 and xi−1 values; on the other hand, ai−1

∗ for Si−1 does
not depend on ni and xi.

(iii) The Policy-Uniqueness Constraint: let us consider three consec-
utive stages Si−i, Si and Si+1 of the production line forming two couples:
[Si−1;Si] and [Si;Si+1]. Let us define π∗i+1 as the solution obtained from solving
the sub-problem associated to [Si;Si+1] and, similarly, π∗i for [Si−i;Si]. While
considering the whole line, decisions regarding stage Si must be unique, thus,
policy π∗i and policy π∗i+1 must be consistent in mapping actions to states for
Si. The following Policy-Uniqueness constraint is added to the LP problem:
a∗i = ã∗i . In this case ã∗i is the action on stage Si selected by π∗i+1, and, simi-
larly a∗i is the action on Si selected by π∗i .

4.3.2 The Backward-Recursive Approach

The Backward-Recursive approach is represented in Figure 4.2 and Algorithm
2. The algorithm starts breaking down the original system into a series of 2-
stage sub-systems. Couples [Si−1;Si] with i ∈ {2, . . . ,m} are created (STEP
1) and each couple represents a sub-problem that can be solved in an exact
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way. Starting from the end of the line (i = m), the algorithm solves sub-
problem [Si−1;Si] with the Extended-2S model (STEP 2). Since Pbl,m = 0
and stage Sm does not require the Policy-Uniqueness constraint, the sub-
problem is solvable and policy π∗m is found. Therefore, actions ã = ã∗i−1 can
be extracted. Sub-system Markov chain is created in STEP 3 and probabil-
ity p̃ = Pbl,m−1 is computed. Moving backward, the following sub-system is
solved. STEP 4 recursively imposes i = i− 1 until i = 2 and the general cou-
ple [Si−1;Si] is solved with the Extended-2S model. The boundary conditions
Pbl,i = p̃ and ã∗i = ã are known. Also, the sub-system Markov chain is created
and probability p̃ = Pbl,i−1 is computed. Lastly, STEP 5 combines all the opti-
mal local EEC policies π∗i with i ∈ {2, . . . ,m} in the unique approximate policy
Π∗: the control policy to reduce the system energy consumption.

Figure 4.2: Illustration of the "Backward-Recursive" approach.

4.4 Numerical Experiments with 2-stage Lines
A numerical analysis is carried out to show the performance of the 2S-Model.
Section 4.4.1 assesses the computation time for the 2S-Model as the number
of possible system states enhances. Model effectiveness is studied in section
4.4.2 and, starting from these results, in section 4.4.3 a sensitivity analysis on
main problem parameters is performed.

In all the experiments the energy cost is σ = 1, the discount factor ξ = 0.80,
and arrival rate λ = 0.04. The model is implemented with Matlab R2020a
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Algorithm 2 The Backward-Recursive approach.
STEP 1: Couple the m stages: [Si−1;Si] with i ∈ {2, . . . ,m}
STEP 2: Solve sub-problem [Sm−1;Sm]

Do Pbl,m = 0; i = m
Relax Policy-Uniqueness Constraint and solve the sub-system with the Extended-2S

model
Extract ã = ã∗m−1 from obtained π∗

m

STEP 3: Evaluate sub-system [Sm−1;Sm] under π∗
m

Create the Markov chain of [Sm−1;Sm]
Compute p̃ = Pbl,m−1

STEP 4: Recursively solve sub-system [Si−1;Si]
while i ≥ 2 do

Do i = i− 1; Pbl,i = p̃; ã∗i = ã
Solve sub-system [Si−1;Si] with the Extended-2S model
Extract ã = ã∗i−1 from obtained π∗

i

Create the Markov chain of [Si−1;Si]
Compute p̃ = Pbl,i−1

end while
STEP 5: Combine obtained policies π∗

i with i ∈ {2, . . . ,m} and find Π∗

and ILOG CPLEX Optimization Studio 12.10 and results are obtained with
4.90GHz i7 Intel Core and 16GB RAM. The computation times correspond to
the overall experiments duration with both softwares.

4.4.1 Computation Time Analysis
The problem size, i.e. the number of system states L, directly impacts on the
computation time to reach a solution. Given by all the possible combinations
of state variables (n1, n2, x1 and x2), L can be computed as: L = (c1 + K1 +
1)(c2 +K2 + 1)(c1 + 1)(c2 + 1). Without loss of generality, we considered K =
K1 = K2 and c = c1 = c2. Then, 13 scenarios varying the buffer capacity K
and the number of machines c are sampled, so that different problem sizes are
represented. Each scenario is replicated (10 replications) and the computation
time is extracted with a 95% confidence level on the mean value. Figure 4.3
shows the results of this analysis as confirmation that the computation time
grows significantly when L increases. A detailed overview of the numerical
results is in Table B.4 of Appendix B.

Time variability is really low, and this confirms the effectiveness of the 2S-
Model in a limited amount of time. In detail, until L is lower or equal than 2000,
the solution can be reached in less than 3 minutes; on the other hand, if L is
higher than 5500, the 2S-Model starts taking more than 1 hour to provide a
solution. Since there is a high number of possible system configurations able
to provide less than 5500 possible system states the 2S-Model nearly always
leads to an exact solution in a short-medium amount of time.
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Figure 4.3: Time duration of the experiments vs number of system states.

4.4.2 2S-Model Effectiveness

Firstly, let us introduce a novel indicator named the Power-Request Configura-
tion Ratio or PCR. It compares the power requested in EEC-related states (i.e.,
startup and standby ) with that consumed in the states representing machine
common behavior (i.e., busy and idle) under the AOn policy; thus, it indicated
machine EEC potential. We define: PCRi = (wi,b + wi,id)/(wi,sb + wi,su).
High PCR indicates major saving potential, while low PCR indicates minor po-
tential because machine power during the working states is similar to that in
EEC-related states.

Let us consider 2-stage lines with equal buffer capacity K = K1 = K2,
constant holding power wh = w1,h = w1,h, and stages composed by machines
with equal power requests and equal startup rate δ = δ1 = δ2. The choice to
assume identical K, δ, wh, and machine power consumption in both stages
does not lead to any loss of generality. A 2k factorial design with center points
[96] with nine factors at two levels (Table 4.1) is used to generate 516 different
experiments. The center points are considered to test the linearity effect of
factors on the resulting energy saving.

Factors are: the buffer capacity K, the numbers of machines c1 and c2,
the startup rate δ, the holding cost wh, the system configuration (i.e., balanced
or not balanced), the station saturation level ρ in isolation, the PCR, and the
throughput target (i.e., constrained or unconstrained problem). The selection
of the different levels is based on real-world industrial cases analyzed (see
Section 3.3). In addition, a center point is added for each numerical factor,
generating 4 additional experiments (Table 4.1).

In the center points, the value of each numerical factor corresponds to the
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Table 4.1: Factors and levels for the 2k factorial design with the 4 center points values.

2k factorial Design

Factor K δ c1 c2 ρ PCR wh Constraint Balanced
Low Level 2 0.02 2 2 0.3 1.2 0.5 (kW) Yes Yes
High Level 6 0.1 6 6 0.9 4 10 (kW) No No

Center Points

Factor K δ c1 c2 ρ PCR wh Constraint Balanced
Exp. 1 - Values 4 0.06 4 4 0.6 2.6 5.25 Yes Yes
Exp. 2 - Values 4 0.06 4 4 0.6 2.6 5.25 Yes No
Exp. 3 - Values 4 0.06 4 4 0.6 2.6 5.25 No Yes
Exp. 4 - Values 4 0.06 4 4 0.6 2.6 5.25 No No

“center” value between the low and the high level in the 2k factorial design (e.g.
K has a center value equal to 4 since the low level is 2 and the high is 6). How-
ever, “Constraint” and “Balanced” factors cannot have a “center” since they can
only be equal to “Yes” or “No”. Hence, the number of additional experiments
is equal to 4: an experiment is generated for each possible combination of
values for the two categorical factors, while the values of the numerical factors
are maintained fixed and equal to their respective “center” values (e.g. one
replicate for the “Yes/Yes” combination, with all the other value equal to the
“center” ones, and so on).

The saturation ρi of stage i is computed as follows: ρi = λ/(ciµi). There-
fore, µi is computed for each experiment given λ and the factors c1, c2 and ρ.
Machine power requests in experiments with PCR = 1.2 are: [wi,sb, wi,su, wi,id,
wi,b] = [0, 9.5, 1.5, 10] kW. Similarly for PCR = 4: [wi,sb, wi,su, wi,id, wi,b] =
[0, 6.25, 5, 20] kW. The system configuration can be: (i) balanced, imposing
ρ1 = ρ2, or (ii) not-balanced, imposing ρ1 = 0.9ρ2, i.e., stage S2 is the bottle-
neck. Lastly, experiments including a throughput constraint where the target
level T target

H to be satisfied is equal to the 90% of the maximum throughput
achievable by the most saturated stage.

The designed experiments represent a variety of configurations of man-
ufacturing systems. At first, in this analysis, the 2S-Model is applied to all
the 516 manufacturing systems generated, leading to a suitable EEC policy
for each case. Subsequently, for each case, it is computed the percentage
of energy saving when the respective EEC policy is applied in comparison to
the same configuration but with the AOn policy applied. In all the 516 ana-
lyzed cases, the application of the 2S-Model is able to offer an appropriate
and effective EEC policy, and, for this reason, the model effectiveness is ver-
ified. Figure 4.4 shows the percentages of energy saving obtained when the
identified policy π∗ differs from the AOn policy.

In 95 cases, the optimal policy is actually keeping the machines always
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Figure 4.4: 2k factorial analysis: energy saving when π∗ differs from the AOn policy.

ready for process parts (idle state) due to specific conditions such as a high
saturation level and a strict throughput constraint. As a result, the machines
are required to work at full capacity and, for this reason, a switch off is not
advantageous. On the other hand, in more than 80% of the analyzed cases
(421), switching off/on the machines leads to energy saving. The maximum
saving is equal to 33.68%. The highest savings are achieved, as expected, in
cases where saturation is low (ρ = 0.3) so that few parts are in the system and
machines are frequently starving.

The main effect plots for the resulting percentage energy saving are ob-
tained and represented in Figure 4.5 along with the Kruskal-Wallis test results
to assess the significance of each factor. The high p-values for c1 and c2 indi-
cate that these factors are not significant in this analysis. Moreover, the main
effect plot shows that higher savings can be achieved when: the system is un-
balanced, there is not any throughput constraint, the startup rate δ is high (i.e.,
the startup time is low), the saturation level is low, the PCR is high, the hold-
ing power wh is low, and buffer capacity K is high. Lastly, Figure 4.5 shows
how the center points do not deny the linear effect on the results. A detailed
overview of the numerical results is in Table B.5 of Appendix B.

4.4.3 Sensitivity Analysis

A sensitivity analysis is performed to detail the effect of the following significant
factors (as from section 4.4.2): wh, PCR, δ and K. A set of experiments
is designed starting from four main configurations (Table 4.2), namely: Best,
Medium - 1, Medium - 2, and Worst. The Worst configuration is the experiment
from the 2k factorial design of section 4.4.2 that obtains the lowest savings
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Figure 4.5: 2k factorial analysis: main effects plot with p-values for each factor.

(Figure 4.5) and, similarly, the Best configuration is the experiment obtaining
the highest savings. Configurations Medium - 1 and Medium - 2 are newly
created to represent intermediate configurations.

Table 4.2: Base configurations for the sensitivity analysis.

Configuration Balanced System Constraint δ ρ PCR wh K

Best No No 0.10 0.30 4 0.5 (kW) 6
Medium - 2 No No 0.05 0.70 2.50 1 (kW) 4
Medium - 1 Yes No 0.03 0.80 2 4 (kW) 4

Worst Yes Yes 0.02 0.90 1.2 10 (kW) 6

For each configuration, the sensitivity analysis varies one significant fac-
tor at a time. Figure 4.6 shows the percentage of energy savings obtained
for the evaluated cases. It must be noticed that for each combination of pa-
rameters starting from the Worst configuration, the obtained savings are null
(i.e., 0%) because the optimal policy π∗ is actually the AOn. For all the other
configurations, the sensitivity analysis shows what follows.

When wh increases the saving decreases: to avoid high holding power
consumption, parts are processed and not maintained in the buffer, leading to
a reduced number of switching off actions and reduced savings. Similarly, the
saving decreases when K increases, since maintaining a growing number of
parts in the buffers leads to higher holding power consumption: to avoid that,
the number of switching off actions is reduced and, consequently, also the sav-
ing. Furthermore, the saving increases also when PCR increases: high PCR
indicates major saving potential. Then, increasing δ increases (i.e. decreasing

69



Chapter 4. MDP-based Model for EEC of Multi-Stage Production Lines

startup time) also leads to better savings: a fast startup leads to a faster switch
on action, increasing the possibility of switching on/off one or more machines
during the line operation. Finally, as the saturation increases, the saving de-
creases as well: high saturation leads to really rare idle machine periods and,
consequently, low opportunities to switch off one or more machines. A detailed
overview of the numerical results is in Table B.6 of Appendix B.

Figure 4.6: Sensitivity analysis when wh (a), PCR (b), startup time (c), and K vary.

4.5 Numerical Experiments with Longer Lines
A numerical analysis is carried out to show the effects of the proposed Backward-
Recursive approach for lines with m > 2. The Backward-Recursive approach
is used to solve a set of problems. Discrete Event Simulation (DES) is used to
estimate the actual performance of the obtained solutions. Expected savings
obtained with the Backward-Recursive approach are compared with those ob-
tained with DES. The expected throughput loss computed with DES is also
compared to the target throughput loss. A complete overview of the design of
experiments is presented in section 4.5.1 while results are discussed in sec-
tion 4.5.2.

4.5.1 Design of Experiments

The experimental campaign is focused on two system layouts: a medium line
composed of 5-stages and a long line with 15-stages. For the sake of simplic-
ity, the production lines are composed of stages of two types: A (or wsA) and
B (or wsB) with parameters as in Table 4.3.
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Table 4.3: Parametes of wsA and wsB .

Stage K c δ ρ PCR wh

A (wsA) 5 2 0.05 0.75 2.50 1 (kW)
B (wsB) 5 2 0.02 0.90 1.20 3 (kW)

A-type stage is composed by 2 parallel machines with wsb = 0, wsu = 7.5 kW,
wid = 7 kW wb = 12 kW (i.e., PCR = 2.5) and the process rate is µa = 0.029
given by the saturation level ρA = 0.75. B-type stage is composed by 2 par-
allel machines with wsb = 0, wsu = 9.5 kW, wid = 1.5 kW wb = 10 kW (i.e.,
PCR = 1.2) and the process rate is µb = 0.022 given by the saturation level
ρB = 0.9. Parameters for wsA and wsB are selected considering insights from
section 4.4 as well as values to have studied systems aligned with realistic
cases in manufacturing. As confirmed by its parameters, wsA represents a
type of workstation very fast from a processing time point of view (low satu-
ration level along with high δ) and characterized by high power requests (high
PCR); this combination of parameters makes wsA very suitable for EEC ap-
plication, since, according to section 4.4, high savings are expected for this
workstation. On the contrary, wsB represents a slow workstation (high satu-
ration level along with low δ) characterized by low consumption (low PCR);
this means that, according to section 4.4, EEC application on wsB should not
lead to great savings. Hence, wsA and wsB represent two opposite types of
workstations from an EEC point of view and therefore are considered worthy
of interest for this analysis.

In all the experiments the energy cost is σ = 1, the discount factor is
ξ = 0.80, and the arrival rate is λ = 0.04. Also, a throughput constraint is
imposed such that the expected throughput loss of the system is at most 3%
with respect to the same configuration but applying the AOn policy. Both for
medium and long lines, four different cases are studied: (case i) a balanced
case with only B-type stages, and three unbalanced cases where the slowest
stages (B-type) are at the beginning of the line (case ii), in the central part of
the line (case iii), and at the end of the line (case iv). These configurations are
selected according to the results of section 4.4: case (i) should lead to lower
savings due to the balanced system analyzed while cases (ii-iii-iv) should pro-
duce higher savings. Simulation models are developed in Matlab environment.
Both energy saving and throughput loss are extracted with a 95% confidence
level on the mean value: thus, simulations are replicated 10 times. The simula-
tion ends after producing 5000 parts, a value ensuring short width for the con-
fidence interval on results, and simulation warm-up is the production of 1000
parts: this represents an overestimation, for computational-accuracy reasons,
of the transient period identified with the Welch method [98].

71



Chapter 4. MDP-based Model for EEC of Multi-Stage Production Lines

4.5.2 Results

Tables 4.4 and 4.5 show the experimental results for analyzed configurations
with, respectively, five and fifteen stages. The expected throughput TH and
the expected energy consumed per produced part EN when the AOn policy
is applied are computed with DES and reported as a reference. In all evalu-
ated cases, the DES throughput loss is higher than the target: the approxima-
tion introduced by the Backward-Recursive approach might underestimate the
blocking probability so that the actual throughput is lower than expected. As
for the 5-stages, this difference is below 1% both for thr

oughput loss and savings and this confirms the effectiveness of the pro-
posed model in solving medium lines. On the other hand, in the 15-stages
cases, the differences are higher (up to 2.5%) since the approximation in-
troduced increases with the number of stages: the model does not lose ef-
fectiveness for long lines but leads to near-optimal solutions. In all the ana-
lyzed cases, the application of the Backward-Recursive approach is able to
significantly reduce energy consumption while slightly decreasing the system
throughput, in compliance with the imposed production constraint (except for
the aforementioned approximations). In particular, the achieved savings for
the 5-stage cases are included in a range going from about 3.50 to about 5%
while for the 15-stage cases the savings increase drastically (from about 12
to about 15.50%). Hence, applying EEC to more workstations in a production
line leads to higher benefits in terms of environmental impact. Finally, for both
configurations the balanced system, as expected, is characterized by lower
energy saving than the unbalanced systems.

Table 4.4: Results of 5-stage production line experiments.

Case Stages Throughput (AOn) En. Cons. (AOn) Savings Savings Th.loss Th.loss
Sequence [part/min] [kJ/part] DES Target DES

i B-B-B-B-B 2.08± 0.01 1.46± 0.01 3.40% 3.52± 0.08% 3% 3.11± 0.05%
ii B-B-A-A-A 2.17± 0.02 2.29± 0.02 4.43% 4.57± 0.07% 3% 3.23± 0.07%
iii A-A-B-A-A 2.20± 0.02 2.34± 0.01 4.68% 4.92± 0.11% 3% 3.42± 0.08%
iv A-A-A-B-B 2.16± 0.03 2.23± 0.01 4.99% 5.11± 0.10% 3% 3.29± 0.06%

Two main insights can be extracted from numerical results. First of all, the
obtained EEC policies are threshold based so that the switch off/on of each
machine is triggered at two specific buffer level values. As a consequence,
the control problem actually consists in properly selecting two thresholds for
each machine defined as noffij and nonij to respectively switch off and on Mij

in Si. Secondly, the obtained EEC policies are exhaustive, i.e. the machine
busy period is not interrupted by the control and each station produces until
its upstream buffer is empty. Therefore, at least one machine is kept working
until there is at least a part in the buffer, i.e., noffi1 = 0.
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Table 4.5: Results of 15-stage production line experiments.

Case Stages Throughput (AOn) En. Cons. (AOn) Savings Savings Th.loss Th.loss
Sequence [part/min] [kJ/part] DES Target DES

B-B-B-B-B
i B-B-B-B-B 1.67± 0.02 9.80± 0.03 9.80% 11.91± 0.09% 3% 3.96± 0.09%

B-B-B-B-B
B-B-A-B-B

ii A-A-A-A-A 1.86± 0.01 12.74± 0.04 13.32% 15.39± 0.11% 3% 4.15± 0.11%
A-A-A-A-A
A-A-A-A-A

iii B-B-A-B-B 1.94± 0.01 14.01± 0.05 12.40% 14.34± 0.23% 3% 4.43± 0.08%
A-A-A-A-A
A-A-A-A-A

iv A-A-A-A-A 1.84± 0.01 12.10± 0.04 13.60% 15.59± 0.22% 3% 4.89± 0.10%
B-B-A-B-B

Numerical evidence shows that the control policy might be simplified with-
out affecting the results. Threshold values for the analyzed cases are reported
in Tables 4.6 and 4.7 showing that the number of active machines increases as
parts accumulate in buffers. As an example, let us focus on stage S1 of case
(i) for the 5-stage layout: the EEC policy indicates that in S1, when n1 = 1 the
first machine must be in working state, and the same occurs for the second
machine when n1 = 2: S1 has non11 = 1 and non12 = 2; for the same reason,
S1 has noff11 = 0 and noff12 = 1, since the second machine will be switched
off when n1 = 1 and the first when n1 = 0. In order to give a benchmark,
the AOn policy would indicate to maintain always 2 machines switched on in
each stage Si; in this case, noni1 = noni2 = 0, while there is no noffi1 and noffi2

for both stages, since for any ni value both machines must in working state in
Si. As expected, in the unbalanced systems A-type stages are less saturated
than B-type ones, and, consequently, they are frequently idle and might be
switched off to save energy. Finally, as previously stated, (noffj , nonj ) = (−, 0)
indicates to apply AOn policy on that machine; this often occurs for the B-type
stages in the unbalanced cases: being highly-saturated, these machines are
almost never idle and, for this reason, they cannot be switched off for energy
saving purposes.

Lastly, regarding long production lines as the cases with 15-stages, future
work could regard the use of Π∗ as a starting point for a calibration process of
the policy parameters; afterward, a suitable and modified EEC policy Π∗suit can
be identified and applied in the system, leading to a resulting energy saving
and throughput level closer to the target.

4.6 Conclusions

This chapter proposes a novel method to address the problem of controlling
multi-stage production lines composed of parallel machine workstations with
EEC policies. The approach minimizes energy consumption and includes
desired target levels on the system performance indicators as problem con-
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Table 4.6: Thresholds obtained for the 5-stage configuration experiments.

Case i ii iii iv

Stage
(noffi1 , noni1 ) (noffi1 , noni1 ) (noffi1 , noni1 ) (noffi1 , noni1 )

(noffi2 , noni2 ) (noffi2 , noni2 ) (noffi2 , noni2 ) (noffi2 , noni2 )

S1
(0, 1) (−, 0) (0, 1) (0, 1)
(1, 2) (0, 1) (2, 4) (1, 2)

S2
(0, 1) (−, 0) (0, 1) (0, 3)
(1, 2) (0, 1) (1, 3) (2, 4)

S3
(0, 1) (0, 1) (−, 0) (0, 1)
(1, 2) (1, 3) (2, 4) (0, 1)

S4
(0, 1) (0, 2) (0, 1) (−, 0)
(1, 2) (2, 4) (1, 2) (1, 2)

S5
(0, 1) (0, 2) (0, 1) (0, 1)
(1, 2) (3, 4) (1, 2) (2, 3)

Table 4.7: Thresholds obtained for the 15-stage configuration experiments.

Case i ii iii iv

Stage
(noffi1 , noni1 ) (noffi1 , noni1 ) (noffi1 , noni1 ) (noffi1 , noni1 )

(noffi2 , noni2 ) (noffi2 , noni2 ) (noffi2 , noni2 ) (noffi2 , noni2 )

S1
(0, 1) (−, 0) (0, 1) (0, 1)
(1, 2) (−, 0) (1, 3) (1, 2)

S2
(0, 1) (−, 0) (0, 1) (0, 1)
(1, 2) (−, 0) (1, 2) (1, 2)

S3
(0, 1) (−, 0) (0, 1) (0, 1)
(1, 2) (−, 0) (1, 2) (2, 3)

S4
(0, 1) (−, 0) (0, 1) (0, 1)
(1, 2) (−, 0) (1, 2) (2, 3)

S5
(0, 1) (0, 1) (0, 1) (0, 1)
(1, 2) (0, 2) (1, 3) (2, 3)

S6
(0, 1) (0, 1) (0, 1) (0, 1)
(1, 2) (0, 2) (2, 3) (0, 2)

S7
(0, 1) (0, 1) (0, 1) (0, 1)
(1, 2) (1, 3) (2, 3) (0, 2)

S8
(0, 1) (0, 2) (0, 1) (0, 1)
(1, 2) (1, 3) (1, 2) (1, 2)

S9
(0, 1) (0, 1) (0, 1) (0, 1)
(1, 2) (2, 3) (1, 2) (1, 2)

S10
(0, 1) (0, 1) (0, 1) (0, 1)
(1, 2) (2, 3) (1, 2) (1, 2)

S11
(0, 1) (0, 1)) (0, 1) (0, 1)
(1, 2) (2, 3) (1, 2) (2, 3)

S12
(0, 1) (0, 1) (0, 1) (0, 1)
(1, 2) (1, 3) (1, 2) (1, 2)

S13
(0, 1) (0, 2) (0, 1) (0, 1)
(1, 2) (1, 3) (1, 2) (2, 3)

S14
(0, 1) (0, 2) (0, 1) (0, 1)
(1, 2) (1, 3) (1, 2) (3, 4)

S15
(0, 1) (0, 1) (0, 1) (0, 1)
(1, 2) (1, 2) (1, 2) (1, 2)
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straints. The proposed method, exact for 2-stage lines with Markovian pro-
cesses, allows setting different and general production constraints on many
key performance indicators leading to the optimum trade-off between energy
demand and system performance. Numerical results show that the proposed
approach is effective for all evaluated cases and that the solution obtained
does not lose effectiveness for long lines, leading to near-optimal solutions.
The effectiveness of the proposed approach might be directly translated into a
successful application in a real-world industrial case where, starting from the
actual system parameters, the model could be applied to lead to enhanced
industrial processes sustainability without jeopardizing system performance
indicators.

Furthermore, the model is also applicable when the line has workstations
with a single machine, as it is a specific sub-case of the parallel-machines
layout. Results obtained highlight that higher savings can be achieved with
workstations characterized by: (i) low saturation, (ii) low holding power con-
sumption, (iii) high PCR, (iv) short startup time, and (v) high buffer capacity.
Thus, from the point of view of practitioners, a preemptive analysis of the line
parameters is useful to assess the saving potential of the EEC. Furthermore,
in unbalanced systems less saturated stages are frequently idle: the operation
of these stages is more affected by EEC since the reduction of their idle period
also means a reduction of their environmental impact; on the other hand, more
saturated stages, i.e. bottlenecks, are rarely switched off since they are almost
never idle. This last piece of information is also a useful insight to be applied in
practice, to understand which are the workstations with more saving potential
and where to apply a proper EEC policy.

Limitations of this model are related to the assumptions regarding the sys-
tem under control, especially the exclusive presence of Markovian processes,
and the approximations introduced for long lines. Also, to apply this approach
the system to be controlled must be fully observable, with steady and defined
transition probabilities and system dynamics. An RL-based algorithm that is
both general and adaptive has the potential to overcome the mentioned lim-
itations and to adapt the control to non-stationary system dynamics without
relying on complete knowledge of transition probabilities. This idea will be fur-
ther explored and examined in detail in the subsequent chapters of the work.
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Chapter 5

General Reinforcement Learning
Model for EEC of Single
Workstations

Chapters 3 and 4 explored the possibility of effectively apply EEC to single
workstations and multi-stage production lines by exploiting MDP formulations.
However, several constraints and limitation arose, as the exclusive presence of
Markovian processes and the fully observability of the system to be controlled.
Therefore, Chapter 5 explores the use of a general Reinforcement Learning
framework for solving control problems in high stochasticity scenarios, with a
focus on the energy-efficient control of single workstations composed of paral-
lel machines. The objective is to develop a novel RL-based algorithm that can
simultaneously reduce energy consumption and maintain system throughput,
without relying on complete knowledge of system dynamics. This model aims
at being a direct evolution of Chapter 3, where the most of the associated
limitations are overcame.

The chapter is structured as follows. In Section 5.1 the system under in-
vestigation is described in detail. Section 5.2 provides a complete description
of the proposed RL algorithm for EEC. Section 5.3 presents the numerical ex-
periments carried out, showing the resulting benefits of the algorithm when
applied to a real industrial case along with the numerical validation for general
cases of parallel machines systems. Section 5.4 closes the chapter with the
respective conclusions.

5.1 System Design
The system to be controlled is a workstation composed by a single upstream
buffer of finite capacity serving multiple parallel machines (layout in Figure
5.1). The system is described by the assumptions presented in Section 5.1.1
and the state model described in Section 5.1.2.
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Figure 5.1: The system under analysis along with the machine state model.

5.1.1 Assumptions

The following assumptions are considered valid in this work and are intro-
duced to describe the system to be controlled. The system is composed by
a single workstation with c parallel machines and one shared upstream buffer
B. The latter has a finite holding capacity 0 < K <∞. Furthermore, different
stochastic processes characterize the system: arrival rate of parts to buffer
B, machines processing and startup times, time between failures (TBF ), and
time to repair (TTR) of the machines. All of them are assumed to be indepen-
dent of each other and stationary. In detail, machines startup and processing
times follow stochastic process with expected values, respectively, equal to δ
and µ; on the other hand, since machines are unreliable and can be subject
to operation-dependent failures, they are characterized by stochastic TBF and
TTR with expected values, respectively, equal to ψ and ξ. Lastly, arrival of
parts to B follows a stochastic process with expected value λ and this process
stops when B is full.

Further assumptions can be introduced describing the machines behavior:
these are starved if they are ready to process parts but B is empty; on the
other hand, they cannot be blocked since there is an infinite capacity buffer
downstream the system, i.e. finished parts leave the system immediately after
the process completion. This assumption simplifies the control problem since
the blocking effect is not taken into account. Moreover, machines work on a
single part type and first come first served rule is applied to extract parts from
buffer B. Lastly, all the system devices cannot be switched off while operating
on items, i.e. part processing cannot be interrupted by the control; also, the
startup procedure cannot be interrupted by the control either.

5.1.2 Machine State Model

Machine state model is shown in Figure 5.1. Each machine in the system
is characterized by the following states: working, standby, startup, and failed
(w, sb, su, and f , respectively). Furthermore, working state is composed by
two sub-states: idle (id) and busy (b). The machine state modelling is con-
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sistent with Section 3.1.1 and Table 3.1, but in this case failure are explicitly
associated to the respective failed state. Indeed, from the working state, the
machine can fall into the failed state. This transition is determined by the de-
vice stochastic TBF with expected value ψ. From the failed state, machines
can go back into the working state when fully repaired. It is worth pointing
out that a complete repair process encompasses the extreme scenario where
the machine requires a complete shutdown before the actual repair. Subse-
quently, it must be turned back on and tested. If the repair is successful, i.e.,
the machine operates correctly, it will be restored to a functional state. The
stochastic time-to-repair (TTR) of the machine governs this transition, with an
expected value of ξ.

All the aforementioned states require a constant non-negative amount of
power ws, depending on the visited state or sub-state s = {w, sb, su, f, id, b}.
It is assumed that when machine is failed it only requires a negligible power
consumption to notify to the operators that a failure is going on: also wf is
assumed to be almost null and wb > wsu > wid > wsb ' wf ' 0 (consistently
with Section 3.1.1).

5.2 Reinforcement Learning Modeling for EEC
This Section describes the proposed RL algorithm for EEC. The single work-
station described in Section 5.1 is the environment in the proposed algorithm.
For which concerns the RL agent modeling and implementation, its key fea-
tures are introduced as follows: the action space in Section 5.2.1, the state
space in Section 5.2.2, and the reward function in Section 5.2.3. For the design
phase of agent components, the methodological approach of [103] is used.

5.2.1 Action Space Modeling

In the EEC approach, the action the agent has to perform is quite straightfor-
ward: it has to select, at any time, how many machines should be in work-
ing state in the workstation. In this way, starting from the actual number of
working machines in the system, some machines might then be switched on
or switched off, according to the agent action. The action space, i.e. the
set of all possible actions the agent can implement, is therefore defined as
A = {0, 1, . . . , c}, since the control action a ∈ A indicating the optimal number
of working machines can only assume integer values ranging from 0 (all ma-
chines in the station must be switched off and not working) to c (all machines
in the station must be switched on and working). The selected action space
allows the agent to be able to change the environment.

Nevertheless, not all the actions are allowable at any moment. The ad-
missibility of actions is indeed determined by system assumptions i.e. part
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processing and startup procedure cannot be interrupted by the control (Sec-
tion 5.1.1). This means, for instance, that if a machine is not working because
still executing startup procedure, the same machine cannot be directly set in
working state by the agent until the startup procedure is not finished. At the
same time, the admissibility of actions is indeed also determined by the sys-
tem operating nature: if a machine is not working because in failed state and
not fully repaired, it cannot be switched on until the repair procedure is not
finished. Hence, the agent selects the action to perform also depending on
its observation of the environment through the system state as presented in
Section 5.2.2.

5.2.2 State Space Modeling

For the agent the state space S represents the set of possible agent observa-
tions of the environment. Hence, in the proposed algorithm, the system state
is defined as s ∈ S and denoted by the ordered vector s = { n

K
, x1, . . . , xc}.

Herein, n represents the number of parts in buffer B, so that 0 ≤ n
K
≤ 1 is the

variable giving information to the agent on how many parts are waiting to be
processed by the workstation. Furthermore, each binary variable xi ∈ {0, 1}
with i ∈ {1, . . . , c} provides information to the agent on the working state of
each machine: xi = 1 means machine i is in working state while if xi = 0 ma-
chine i is not in working state. Thus, system state also provides information to
the agent on the allowable actions.

The elements of the state vector are sufficient for the agent to select the
optimal action and, at the same time, it is ensured that any change in the state
resulting from the action-execution can be easily and immediately detected
from the agent.

5.2.3 Reward Function Modeling

The reward function is the key element that directs the agents behavior to
determine the optimal policy. EEC problems are characterized by two KPIs to
be considered in the search of the optimal strategy: the energy consumption
and the system throughput. The goal is to find the optimum trade-off between
them and the optimization process is multi-objective.

The reward function in the proposed algorithm is therefore based on two
non-negative and finite elements:

(i) The productivity partial-reward Rp, defined as:

Rp =
θ

e
(5.1)
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with:

θ = e
THt

THMax,t (5.2)

and:

THt =
Nr. Produced Parts from 0 to t

t

THMax,t =
Nr Produced Parts with AOn Policy from 0 to t

t

(5.3)

TH, t is the system throughput at the actual time t: the number of parts
produced in the time period from the start of the simulation to the actual
time t. THMax,t is the maximum throughput achievable by the system
in the same time period when all the machines are always switched on
(i.e. with AOn policy applied). Since 0 ≤ TH,t

THMax,t
≤ 1, then 0 ≤ θ ≤ e

and, consequently, 0 ≤ Rp = θ
e
≤ 1: the productivity partial-reward is

a finite parameter always pertaining to the [0, 1] interval. Moreover, Rp

grows when TH, t gets closer to THMax,t. Rp guides the agent behavior
to increase the productivity and maintain the machines more frequently
in working state to produce more and more parts.

(ii) The consumption partial-reward Rc, defined as:

Rc = e−z∆C (5.4)

with:

∆C = Ct − Ct−1 (5.5)

and:

Ct =
c∑
i=1

∑
s∈S

wsyi, s(t) (5.6)

∆C ≥ 0 is the consumption-growth, i.e. the difference between Ct and
Ct−1. Ct is the overall energy consumption in the time period from the
start of the simulation to the actual time t. In this time period, each ma-
chine i spent a certain amount of time in each of its states, this quantity is
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referred to yi, s(t), with s = {w, sb, su, f, id, b}. Therefore Ct is the over-
all sum, for each machine i , throughout all its states and sub-states,
of the power requested in the respective state ws multiplied by yi, s(t)
(see Equation 5.6). Similarly holds for Ct−1 at t− 1, but in this case the
consumption is measured in the time period from the start of the simu-
lation to the time t− 1. The latter is the time instant where the previous
reward was given to the agent. Equation 5.6 is characterized by the
presence of the scale factor z that is used to have 10−2 ≤ z∆C ≤ 1 and
0 ≤ Rc = e−z∆C ≤ 1. In this way, also the consumption partial-reward
is a finite parameter always pertaining to the [0, 1] interval. Rc increases
when ∆C decreases. Rc guides the agent behavior to decrease the pro-
ductivity and maintain the machines more frequently not in working state
to produce less parts and save more energy.

It must be noted that for both Rp and Rc the exponential function is used be-
cause it allows an increasing gradient towards the optimal point and facilitates
the learning process of the RL algorithm [7].

Once Rp and Rc are introduced, the reward function R can be defined as:

R = φRp + (1− φ)Rc (5.7)

φ ∈ [0, 1] is a hyper-parameter defined in this work as the multi-objective bal-
ancing factor of the reward function. Since φ, Rp and Rc belong to the [0, 1]
interval, also R ∈ [0, 1] and the agent goal will be to obtain the maximum
achievable R, i.e. R = 1.

φ represents a crucial element for the proposed algorithm. When φ = 1,
the weight of Rc in the reward function is null, i.e. the only objective is to max-
imize Rp: the agent will implement actions only functional to the maximization
of the productivity without taking into consideration the energy consumption
aspect. On the opposite side, when φ = 0 the weight of Rp in the reward
function is null: the agent will not care about the system productivity and will
implement actions only functional to the minimization of the energy consump-
tion. Thus, when φ = 0 or φ = 1 the EEC optimization problem is no longer
multi-objective; but, when 0 < φ < 1 the problem maintains its multi-objective
nature. Finally, φ determines how “important" the productivity and the energy
consumption in the optimization process are: the more φ grows the more the
production rate becomes predominant on the consumption aspect. The cali-
bration of φ becomes therefore a crucial aspect for the proposed RL algorithm
and must be considered with great attention. At the same time, being the goal
of any EEC problem the reduction of the energy consumption but without jeop-
ardizing the production rate, it is expected that the optimal φ will always have
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a high value and closer to 1, leading to a major weight for Rp in the reward
evaluation and consequent null or almost-null productivity drop.

5.3 Numerical Experiments

Different experiments are performed with the proposed RL-based model for
EEC to evaluate its performance. The initial goal is to find the most suitable
algorithm configuration able to effectively apply EEC to a real industrial case
of workstation with parallel machines (system described in Section 5.3.1). For
this layout, the most suitable agent-type to optimally apply the RL for EEC
is identified in Section 5.3.2 and the optimal φ is detected in Section 5.3.3
with a calibration process. Subsequently, the goal becomes the validation of
the proposed RL framework for the same industrial case but when general
stochastic distributions are involved (Section 5.3.4). Lastly, in Section 5.3.5,
the algorithm is also validated assessing the resulting benefits when applied
on general cases of parallel machines manufacturing workstations.

The experiments utilized as environment the system described in Section
5.1 for which a discrete event simulator is built-up using the SimPy Python
library. On the other hand, the agent has features described in Section 5.2 and
is implemented through the TensorForce Python library [103]. They interacting
through Python environment. A flow chart for the implemented RL algorithm
used for all the numerical experiments is shown in Figure 5.2.

Figure 5.2: Flow chart of the proposed RL algorithm implemented for the experimental
campaign.

All the experiments are characterized by the evaluation of two KPIs: the
throughput loss and the energy saving. For each analyzed case, the former
is evaluated as the difference between the system throughput when the AOn
policy is applied and when the RL-based model for EEC is implemented. Sim-
ilarly, the energy saving is the difference between the overall system energy
consumption when the AOn policy is applied and the same indicator when the
RL for EEC is implemented. Discrete event simulation is used for performance
evaluation: for each case 10 replications of the experiment are carried out and
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each of them has a simulation length of 30 days. All the experiments are char-
acterized by independent random generation of numbers. The same warm-up
period is imposed for each experiment, which is equal to 10 days of produc-
tion period: this represents an overestimation, for computational-accuracy rea-
sons, of the transient period identified with the Welch method ([98]). In all the
experiments the scale factor z is imposed as equal to 10−4. This choice is
rather straightforward: being the consumption measured in kJ , either ∆C is
null or the absolute value of ∆C is in the order of magnitude of several hun-
dreds or few thousands, i.e. 102 ≤ ∆C ≤ 104. Consequently, with z = 10−4,
10−2 ≤ z∆C ≤ 1 and 0 ≤ Rc = e−z∆C ≤ 1

All the reported KPI-values are extracted with a confidence level of 95%
on the mean value. Experiments are performed in Python environment with a
single laptop equipped with 4.90GHz i7 Intel Core and 16GB RAM.

5.3.1 Real Industrial System

The real industrial case under analysis is consistent with the modeling and the
assumptions of Section 5.1. It is the manufacturing system producing cylinder
heads in the automotive sector described in Section 3.3. The production line
is composed by 20 total workstations and the one analyzed is Op.2 used for
machining operations. The characteristics of Op.2 are reported in the follow-
ing. In the workstation there are 6 parallel machines (c = 6) and one upstream
buffer with finite capacity equal to 10 (K = 10). All the stochastic processes
characterizing the workstation are Poisson processes: arrival rate of parts to
buffer, machines processing times, startup times, TBF and TTR are exponen-
tially distributed with expected values as in the following. Each machine is
characterized by: mean processing time of 83.70 seconds (µ = 0.012), mean
startup time of 30 seconds (δ = 0.033), MTBF of 3600 seconds (ψ = 0.001),
and MTTR of 30 seconds (ξ = 0.033). The failure-related values describe a
recurrent micro-stoppage for the machines required for a set-up procedure to
be executed hourly on the device. A part arrive to buffer B, on average, each
20 seconds (λ = 0.050). Each machine, in working state is characterized by
wb and wid equal to, respectively 15 and 9.30 kW; the startup state has an
associated power consumption wsu of 10 kW and, lastly, both the standby and
the failed state generate null power request wsb = wf = 0 kW. An overview
on these system parameters, provided by the company owning the industrial
system under study, are reported in Table 5.1.

A discrete event simulator is built-up for this system and the latter is vali-
dated by comparing its performance with data coming from the real industrial
system.
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Table 5.1: System parameters for the industrial case under investigation.

Parameter c K µ δ ψ ξ
Value 6 10 0.012 0.033 0.001 0.033

Parameter λ wb wid wsu wsb wf
Value 0.050 15 kW 9.30 kW 10 kW 0 kW 0 kW

5.3.2 Agent Selection
Four common types of RL agents are compared to assess which offers the
best performance when applying the EEC to the industrial use-case:

1. The Tensorforce-General agent: the default agent of the Tensorforce li-
brary. It acts in accordance to a policy parametrized by a neural network,
leveraging periodic updates based on batches of experience [104].

2. The TRPO agent [56].

3. The PPO agent [57].

4. The DQN agent [58].

See Section 2.2 for further details on TRPO, PPO, and DQN agents. All agents
have a design consistent with the modeling described in Section 5.2. In each
case, φ is varied between 0 and 1 and both throughput loss and the energy
saving are evaluated. Results are shown in Figure 5.3. A detailed overview of
the numerical results is in Table B.7 of Appendix B.

As expected, when φ = 0 all the agents maintain all the machines always
switched off provoking null throughput and a consequent 100% of throughput
loss but also 100% of saving in respect to the AOn policy. Then, when φ
increases, also the productivity increases leading to a decreasing throughput
loss but also to a decreasing saving. Finally, when φ = 1, all the agents
maintain all the machines always switched on, i.e. they apply the AOn policy,
leading to a null throughput loss but also to a null saving in respect to the AOn
itself.

Among all agents, the DQN appears to be the most performing one since
for decreasing throughput loss is able to guarantee the highest energy savings,
and this occurs especially for high φ-values (φ ≥ 0.75). For all the agents, the
default TensorForce library hyperparameters are used [103] (e.g. learning rate
α = 0.001, batch size = 34). Note that the learning rate α = 0.001 was varied
with limited effect. Literature shows that the agent type and reward, action,
and state formulation have a significantly higher impact in production control
[82, 76, 77]. Since the EEC goal is to reduce consumption while assuring low
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Figure 5.3: Comparison of different agents applied the industrial case: (a)
Tensorforce-General, (b) PPO, (c) TRPO, (d) DQN. Mean values have a confidence
level of 95% on the mean value; however, being all the confidence intervals strict, i.e.
width lower than 2%, they are not visible with the selected figure scale.

productivity drops, the DQN with default TensorForce library hyperparameters
is selected as the most suitable agent for the EEC problem to be addressed.

5.3.3 φ Calibration

Once the DQN agent has been selected, the optimal value of φ must be found.
In accordance to what is stated in Section 5.2.3, the calibration process is
executed by considering only high values of φ: from φ = 0.93 to φ = 1 with
a step of 0.01. Results of this analysis are shown in Figure 5.4. A detailed
overview of the numerical results is in Table B.8 of Appendix B.

The range of values in the [0.95, 0.97] interval appears to be the most per-
forming ones: they ensure a slight productivity drop of around 1% but at the
same time the energy saving is remarkable and almost equal to 8%. In par-
ticular, the optimal φ is selected equal to 0.97 since it generates a saving of
7.72 ± 0.10% and a slight throughput loss of 1.20 ± 0.05%. Both values are
considered promising and significant from an EEC point of view, strongly im-
proving the sustainability of the workstation without jeopardizing its productiv-
ity.

It must be noted that if the company owning the manufacturing worksta-
tion would prefer to avoid also the slight throughput loss and produce that
1.20 ± 0.05% of lost parts during extra working hours, the workstation would
be subject to additional energy consumption. In this case, the correspond-
ing savings will be decreased to, on average, 6.18 ± 0.04% but with a corre-
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Figure 5.4: Comparison of different φ-values with DQN agent applied to the industrial
case. Values are shown considering a confidence level of 95% on the mean value.

sponding null throughput loss. This managerial choice will anyway improve
the workstation sustainability without any productivity drop.

It is interesting to understand how the RL modifies the operation of the
workstation under analysis. By considering the best-identified solution, i.e.
DQN agent with φ = 0.97, Figure 5.5 shows the percentages of time that the
controlled workstation spends with a certain number of switched on (working)
machines. Trivially, when the AOn policy is applied all 6 machines in the work-
stations are always working. When RL algorithm for EEC is applied, instead,
the amount of time spent with 6 working machines is reduced while for long pe-
riods the workstation operates with 3, 4 or 5 working machines and, for small
periods, it works with only 2, 1 or 0 switched on machines.

Figure 5.5: Percentages of time in which a specific number of machines are working
(switched on) in the industrial case under analysis.
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Figure 5.6 shows the reward received by the agent along the training episodes
(5 replications while applying DQN agent with φ = 0.97). The received reward
reaches in a short amount of training episodes (less than 3000) a really high
value close to 1, i.e. the maximum value of the reward function. This value
corresponds to less than 2 hours of simulated production time. This indicates
a fast convergence of the RL agent in determining and applying the optimal
policy to the environment, since the agent only needs a short period to learn
how to maximize the reward and optimally control the system. In this way, by
using a DQN agent with φ = 0.97 the design and implementation of a suitable
and effective in short time RL-based algorithm for EEC for the industrial case
under analysis are obtained.

Figure 5.6: Reward trend for the industrial case with DQN agent applied and selected
φ = 0.97. High reward is reached in short time.

Being system dynamics of this numerical case characterized by only Pois-
son processes, it is possible to apply a special and reduced sub-version of the
2S-Model (Section 4.2), imposing m = 1 and, through LP, a constraint on the
throughput loss being not higher than 1.15%, i.e. the lower boundary of the
solution with DQN agent and φ = 0.97. The constrained optimal solution for
the EEC can be determined with the MDP-based model, corresponding to an
energy saving of 8.86%. This value is slightly higher than the one obtained
with DQN agent and φ = 0.97 but it proves that the solution provided by the
RL framework is really close to the real optimum obtained with an exact math-
ematical formalization. This proves the accuracy of the solution provided with
the proposed RL algorithm for EEC. It must be noted that it is really rare to be
able to have an exact mathematical definition of the system dynamics, and,
therefore, dealing with unknown system dynamics is often required as in the
RL approach such as through closely investigating the exploration-exploitation
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dilemma. However, in this regarded industrial scenario the very good perfor-
mance and already fast conversion as shown in Figure 5.6 do not necessitate
a thorough investigation. With this analysis, however, also the accuracy of the
proposed algorithm is confirmed.

A last interesting analysis on the industrial case can be done by compar-
ing the RL algorithm performance with an EEC time-based policy. The latter
is defined as follows: switch off the machine after a time interval τoff has
elapsed from the last departure due to processor completion and, then, switch
on back the machine after a time interval τon has elapsed from the last depar-
ture, i.e., when τon-τoff has elapsed from the switch-off command, or when a
part arrives [17]. Time-based policies are commonly used in machine tools
[31]. In literature, it is demonstrated that, in the special case of exponentially
distributed arrivals as the analyzed industrial case, the optimal control is imme-
diately switching off the machine as soon as the departure occurs, and switch-
ing it on only when the next part arrives (i.e. τoff = 0, τon → ∞) [17]. These
results are valid for a single-buffer-single-machine layout but can be applied
also to the analyzed industrial parallel machines case with some approxima-
tion level. Applying the optimal EEC time-based policy to each machine in the
real workstation case, the resulting saving with respect to the AOn policy is
equal to 5.72 ± 0.23% and the throughput loss is 3.34 ± 0.14%. Hence, the
performance is less effective than the one of DQN agent and φ = 0.97 and,
therefore, RL is proven to be more effective for this case than the optimal EEC
time-based policy.

5.3.4 Validation for General Stochastic Distributions

A further analysis is carried out considering the same industrial case but with
general stochastic distributions, in order to verify and extend the effectiveness
of the proposed algorithm. In detail, the stochastic processes involved in the
system are modified in this analysis: machines processing and startup times,
along with TBF and TTR values are imposed following lognormal distributions
with parameters in Table 5.2.

Table 5.2: Lognormal parameters for the general stochastic distribution analysis to be
applied to the industrial case.

Parameter µ σ2 Expected Value [s] cv
Processing Time 3.79 1.25 83.70 0.50

Startup Time 2.77 1.25 30 0.50
MTBF 2.77 1.25 3600 0.50
MTTR 7.56 1.25 30 0.50
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All the considered distributions lead to the same coefficient of variation cv
(0.50); furthermore, all the mean values are the same as in Section 5.3.1. In
this way, it is possible to compare two cases with aligned parameters where
the only difference is represented by the stochastic distributions involved. The
lognormal distribution is selected because it is always statistically plausible to
model a stochastic time distribution with a lognormal if its coefficient of varia-
tion is lower than 1 [97]. Because of this property, the lognormal distribution
allows a system modeling undoubtedly aligned to real manufacturing systems.
All the other system parameters are unchanged in respect to Section 5.3.1. A
DQN agent is used and φ is selected equal to 0.97 as in Section 5.3.3. Under
these conditions, the resulting average energy saving and the throughput loss
are equal, respectively, to 7.14 ± 0.21% and 2.14 ± 0.12% in comparison to
the same case with AOn policy applied. Results are slightly worse than the
original case analyzed in Section 5.3.3 (saving equal to 7.72 ± 0.10% and
throughput loss equal to 1.20 ± 0.05%) and this is caused by the different
stochastic distribution involved; however, the computed energy saving and the
throughput loss still represent significant values. A complete overview on this
analysis is presented in Table 5.3. This analysis confirms the effectiveness of
the proposed RL algorithm for EEC also when general stochastic distributions
are involved.

Table 5.3: Comparison of results when lognormal distributions are considered for the
industrial case.

Distribution Agent φ EN. Saving [%] TH. Loss [%]
Exponential DQN 0.97 1.20 ± 0.05 7.72 ± 0.10
Lognormal DQN 0.97 2.14 ± 0.12 7.14 ± 0.21

5.3.5 2k Factorial Analysis
A last numerical analysis is carried out to show the validity of the proposed
RL-based algorithm for general cases of parallel machines manufacturing sys-
tems. A 2k factorial design with a center point [96] with five factors at two
levels is used to generate 33 different system configurations where the pro-
posed RL algorithm has been applied. In all the experiments the DQN agent
is used with φ equal to 0.97; moreover λ is set as fixed and equal to 0.05, while
wsb = wf = 0 kW. The first three factors are: the startup expected value δ,
the buffer capacity K, and the numbers of machines c. The fourth factor is the
station saturation level ρ (see Section 4.4.1 for the definition). Therefore, µ is
computed for each experiment given λ and the factors c, and ρ. The last factor
is the Power-Request Configuration Ratio or PCR defined in Section 4.4.1. It
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is recalled that the PCR assesses machine energy saving potential: low PCR
indicates power during the working states similar to that in EEC related states,
i.e. lower saving potential, and for the opposite reason high PCR indicates
major potential. An overview of factors and levels is provided in Table 5.4.

Table 5.4: Factors and levels for the 2k factorial design along with the center point
experiment value.

2k Factorial Design
Factor K δ c PCCR ρ

Low Level 5 0.016 4 1.2 0.75
High Level 20 0.100 8 4 0.95

Center Point

Values 12 0.058 6 2.6 0.85

Figure 5.7 shows the results of this analysis. In all the analyzed cases, the
application of the proposed RL algorithm is able to provide a significant energy
saving (from 4 to 10 %) with a correspondent throughput loss that varies from
0 to 4 %. It is worth noting that these values are rough and might be improved
with a proper φ-calibration and/or different agent-type selection for each spe-
cific case. However, in all cases RL is able to impose EEC to the system in
a proper way and, for this reason, the algorithm effectiveness is verified. A
detailed overview of the numerical results is in Table B.9 of Appendix B.

Figure 5.7: Results for the 2k factorial analysis. Values are shown considering a
confidence level of 95% on the mean value.

The main effects plot for the resulting energy saving is in Figure 5.8 with the
Kruskall-Wallis test results to assess the significance of each factor. The high
p-value for c indicates that this is not significant in this analysis. This means
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that it is possible to reduce the environmental impact of any parallel machine
workstation regardless of whether it is composed by a large or small number
of devices. Moreover, the main effect plot shows that higher savings can be
achieved when: the startup expected value δ is high (i.e., the startup time is
low), the saturation level is low, the buffer capacity K is high and, especially,
the PCR is high. The last indication is consistent with the definition of PCR
since high PCR leads to great energy saving potential.

Figure 5.8: 2k factorial analysis: main effects plot along with Kruskall-Wallis test p-
values for each factor (results obtained with Minitab software).

5.4 Conclusion and Further Developments

This chapter presents a novel algorithm to reduce the environmental impact
of single workstations composed by parallel machines with a common finite
capacity buffer that are commonly used in manufacturing systems. The pro-
posed approach exploits Reinforcement Learning techniques to effectively ap-
ply energy-efficient control actions to the regarded system. Being RL-based,
the proposed model is general not limited by the assumption of having full
knowledge about system dynamics and parameters: it adapts over time ac-
cording to the varying system dynamics. Numerical results are presented and
they confirm model validity and effectiveness for general cases of manufac-
turing systems and also when applied to a real industrial workstation operat-
ing in the automotive sector. Moreover, the carried out experiments indicate
a fast convergence of the RL agent in determining and applying the optimal
policy to the environment. Lastly, the accuracy of the proposed approach is
verified by showing that the identified solution by the algorithm is really close
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to the real optimum obtained with an exact mathematical formalization of the
energy-efficient control problem.

From a managerial point of view, the great potential of the approach along
with the rising knowledge and user-friendliness of reinforcement learning tech-
niques, might lead to a direct and successful application in industry in short-
time and with low effort. The industrial application of the proposed method
is also aided by the expansion and assimilation of Industry 4.0 Key Enabling
Technologies by companies, and this may easily lead to improving industrial
processes sustainability without jeopardizing system productivity.

The principal limitations of this model are related to the absence of focus on
the workstation-interactions with the surrounding shop floor. In the developed
algorithm, indeed, the agent observes an environment that is only a part of the
overall production system and this leads to a lack of information about other
machines or buffers in the line. The agent might implement actions that are
optimal for the EEC of the controlled station but might not bring benefits for the
other workstations. These conclusions have been the starting point leading to
the last proposed model of this Thesis and discussed in Chapter 6.
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Chapter 6

General Reinforcement Learning
Model for EEC of Multi-Stage
Production Lines

Chapter 4 showed the potential of the EEC approach for multi-stage pro-
duction lines, but the associated results are limited by the exclusive presence
of Markovian processes and the fully observability of the system under control.
On the other hand, Chapter 5 highlighted the potential benefits of applying
RL for the effective EEC of manufacturing equipment but was limited by the
control of a single workstation and the consequent absence of focus on the
workstation-interactions with the surrounding shop floor. Therefore, this chap-
ter aims at overcoming the limitation of both mentioned chapters and to give
a closure to the thesis work. The goal is to create a novel RL-based model
capable of applying the EEC to manufacturing lines with multiple stages and
parallel machine workstations. The model aims to reduce the energy con-
sumption while maintaining system throughput, even without full knowledge
of the actual system dynamics. The proposed algorithm can also be applied
when workstations with a single machine are present, since they represent a
sub-case of the parallel-machines category.

The chapter structure is the following. Section 6.1 describes the system
to be controlled. Section 6.2 provides a complete description of the proposed
RL-based algorithm. Section 6.3 presents the results of the numerical experi-
ments carried out, demonstrating the benefits of the algorithm when applied to
an industrial use-case and validated for general cases of multi-stage produc-
tion lines. Conclusions are in Section 6.4.
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6.1 System Design

The system to be controlled is a production line composed of m stages with
parallel machine workstations (see Figure 6.1). It represents the environment
in the proposed RL algorithm. It is possible to select how many stages must
be controlled: this quantity is equal to y with 1 ≤ y ≤ m. Each stage Si with
i ∈ {1, . . . ,m}, is characterized by an upstream buffer Bi with i ∈ {1, . . . ,m},
with a finite capacity 0 < Ki < ∞, followed by ci parallel machines Mij with
i ∈ {1, . . . ,m} and j ∈ {1, . . . , ci}. Machines Mij are considered starved
if they have the ability to process parts, but there are none available in Bi.
Conversely, they are blocked if they can process parts, but Bi+1 is already
full. It is worth noting that machines Mij ∈ Sm cannot be blocked, as there
is a downstream infinite capacity buffer that allows processed parts to exit
the system immediately after they are completed. Another important detail
is that all the machines in the line operate on a single type of part, blocking
after service rule and first-come-first-served rule is enforced. Also, machines
cannot be switched off while they are operating on items: part processing
cannot be interrupted by the control. The system itself is characterized by dif-
ferent stochastic processes, including the arrival rate of parts to the first stage
S1, machines processing and startup times, and, also time between failures
(TBF), and time to repair (TTR) of the machines. All of these are assumed
to be independent of each other and stationary. The machines’ startup and
processing times follow a stochastic process, with expected values equal to
δij and µij , respectively Additionally, the machines are unreliable and can be
subject to operation-dependent failures. They are characterized by stochastic
TBF and TTR, with expected values equal to ψij and ξij , respectively. All the
mentioned expected values vary for each stage in the production line. Lastly,
the arrival of parts to S1 follows a stochastic process with an expected value
of λ.

Figure 6.1: Layout of a multi-stage production line with parallel machines workstations.

Machine state model is consistent with Section 5.1.2 and Figure 5.1: each
machine in is characterized by the following states: working, standby, startup,
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and failed (w, sb, su, and f , respectively). Furthermore, working state is com-
posed by two sub-states: idle (id) and busy (b). Lastly, all the states require
a constant non-negative amount of power ws, depending on the visited state
or sub-state s = {w, sb, su, f, id, b} and it is assumed that wb > wsu > wid >
wsb ' wf ' 0.

6.2 Reinforcement Learning Modeling

The elements of the proposed RL-based model are introduced in this section
as follows: action space in Section 6.2.1, state space in Section 6.2.2, and
reward function in Section 6.2.3. These elements compose the key features
for the agent in the RL model, along with the environment described in section
6.1. The design phase is performed according to the approach of [103].

6.2.1 Action Space Modeling

The action space A is the set of all possible actions that an agent can take. It
is important for the action space to be finite, so that the agent can explore all
possible actions and learn to select the one that maximizes its reward. Let us
define the vector l = {l1, . . . , lz, . . . , ly} of size y containing the indexes of the y
stages to be controlled. Trivially, if y = m, then l = {l1, . . . , lm} = {1, . . . ,m}.
In the proposed model, the control action a ∈ A} is applied to control the num-
bers of machines to be in working state in each of the y controllable stages.
a is therefore a vector of size y defined as a = {al1 , . . . , alz , . . . , aly} where
alz indicates the number of working machines to be present in the controllable
stage Si=lz . Consequently, 0 ≤ alz ≤ ci=lz : it can only assume integer val-
ues ranging from 0 (all machines in the stage must be switched off and not
working) to ci=lz (all machines in the stage must be switched on and working).

For ease of understanding, let us use in Figure 6.2. Herein, m = 3, with
c1 = 3, c2 = 2, and c3 = 4. Let us assume that y = 2 stages are controllable,
e.g. S2 and S3, leading to l = {l1, l2} = {2, 3}. The action vector is a =
[al1 , al2 ] = [a2, a3], defining how many working machines there must be in
stages Si=l1 = S2 and Si=l2 = S3. Therefore, 0 ≤ a2 ≤ c2 = 2 and 0 ≤
a3leqc3 = 4.

Consistently with Section 6.2.1, note that system assumptions dictate the
allowable actions, such as not interrupting part processing or startup proce-
dures. Therefore, the agent cannot immediately set a machine undergoing
startup to a working state. Also, a failed machine cannot be turned on un-
til fully repaired, as operational characteristics of the system determine the
permissibility of actions.
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Figure 6.2: Example of a 3-stage manufacturing line where S2 and S3 are controllable.

6.2.2 State Space Modeling

In the RL framework, the state is the representation of the environment at a
particular time, which includes all the relevant information necessary for the
agent to make decisions about what action to take next. Consequently, the
state space S represents the set of possible agent observations of the en-
vironment. In the proposed model the state s ∈ S is represented with the
ordered vector of size 2m: s = { n1

K1
, x1
c1
, . . . , nm

Km
, xm
cm
}. In s, ni ∈ {0, . . . , Ki} is

the number of parts in buffer Bi while xi ∈ {0, . . . , ci} represents the number
of machines Mij in working state in Si. xi = 0 indicates that in Si no machine
is working, xi = 1 indicates that in Si 1 machine is working and so on. There-
fore, for each stage, the agent collects two information from s: (1) the number
of parts present in Bi in respect to its capacity Ki, and, (2) the number of
machines in working state in respect to the total number of machines ci in the
stage. Thus, 0 ≤ n1

K1
≤ 1 and 0 ≤ x1

c1
≤ 1. By doing so, the agent can quickly

detect any state changes caused by executing an action.

6.2.3 Reward Function Modeling

The reward function is an essential component of RL, as it provides the feed-
back that guides the agent’s learning process. Therefore it must be designed
to reflect the goals of the task being learned. The EEC problem is character-
ized by a multi-objective nature since there are two goals, or Key Performance
Indicators (KPIs), to be considered: reducing the energy consumption and
maintaining the system throughput. Consistently with Chapter 5, the designed
reward function is based on two elements:

(i) The productivity partial-reward Rp, defined as:

Rp =
θ

e
(6.1)

with:

98



6.2 Reinforcement Learning Modeling

θ = e
THt

THMax,t (6.2)

and:

THt =
Nr. Produced Parts at t

t

THMax,t =
Nr Produced Parts with AOn Policy at t

t

(6.3)

It must be noted that the formulation of Rp is similar to Section 5.2.3,
but in this case TH, t and THMax,t are referred to the parts produced by
the overall production system. Also, 0 ≤ TH,t

THMax,t
≤ 1, then 0 ≤ θ ≤ e,

and 0 ≤ Rp = θ
e
≤ 1. Rt grows as TH t approaches TH t,max. This

means that, through Rp, the agent is directed to increase productivity by
maintaining the machines in working state to produce a larger quantity
of parts to increase Rt.

(ii) The consumption partial-reward Rc, defined as:

Rc = e−z∆C (6.4)

with:

∆C = Ct − Ct−1 (6.5)

and:

Ct =
c∑
i=1

∑
s∈S

wsyi, s(t) (6.6)

where ∆C ≥ 0 is the consumption-growth seen as the difference be-
tween: the overall energy consumption at the actual time t, i.e. Ct, and
the overall energy consumption when the previous reward was given to
the agent, i.e Ct−1 at time t − 1. Again, the formulation of Rc is sim-
ilar to Section 5.2.3, but in this case the consumption values are re-
ferred to the overall production system. The computation of Ct and the
role of the scale factor z are consistent with Section 5.2.3. Also, since
10−2 ≤ z∆C ≤ 1, then 0 ≤ Rc = e−z∆C ≤ 1 where Rc grows as ∆C
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approaches 0. This means that, through Rc, the agent is directed to de-
crease productivity and save energy by maintaining the machines not in
working state to produce fewer parts.

Lastly, for both Rp and Rc the exponential function is used because it allows
an increasing gradient towards the optimal point and facilitates the learning
process of the RL algorithm [7].

Rp and Rc compose the reward R as:

R = φRp + (1− φ)Rc (6.7)

Where φ ∈ [0, 1] is defined in Section 5.2.3. It is recalled that φ determines
how “important" the productivity and the energy consumption in the optimiza-
tion process are. Being φ, Rp and Rc in the [0, 1] interval, also R ∈ [0, 1] and
the agent goal will be to obtain the maximum achievable R. Again, it is pos-
sible to affirm that the optimal φ will tend to 1, since this will lead to a null or
almost-null productivity drop.

6.3 Numerical Experiments
The primary objective of the experimental study is to assess the effectiveness
of the proposed RL for EEC model when applied to a real-world industrial sys-
tem (see Section 6.3.1). In Section 6.3.2 different agent-types are compared
to identify the most suitable for the use case while in Section 6.3.3, with the
selected agent, φ is optimally calibrated for the production line under study.
Section 6.3.4 focuses on validating the model by evaluating the benefits ob-
tained when it is applied to multi-stage production lines with parallel machine
workstations. Section 6.3.5 compares the results of applying the proposed
model of this chapter with the resulting system performance where each con-
trollable workstation is managed by a single agent, i.e. model proposed in
Chapter 5.

The system described in Section 6.1 is the environment for all the ex-
periments. A discrete event simulator has been developed using the SimPy
Python library for this purpose. Meanwhile, the agent is equipped with fea-
tures outlined in Section 5.2 and implemented using the TensorForce Python
library [103]. Agent and environment interact through the Python environ-
ment. In all the experiments, two KPIs are evaluated: throughput loss and
energy saving. Throughput loss is calculated as the difference between the
system throughput when the AOn policy was applied and when the RL-based
model was implemented. Similarly, energy saving is the difference between
the overall system energy consumption when the AOn policy is applied and
when the RL for EEC is implemented. For performance evaluation, discrete
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event simulation is employed, with 10 replications of the experiment carried
out for each case, and each replication spanning a simulation length of 30
days. All experiments involve independent random number generation. To en-
sure consistency, the same warm-up period of 10 days of production period is
imposed on each experiment. This duration represents an overestimation of
the transient period identified with the Welch method ([98]), and is necessary
for computational-accuracy reasons. In all the experiments the scale factor z
is imposed as equal to 10−4. All the reported KPI-values are extracted with
a confidence level of 95% on the mean value. Experiments are performed in
Python environment with a single laptop equipped with 4.90GHz i7 Intel Core
and 16GB RAM.

6.3.1 Case Study Description

A real industrial system is used as reference case study where the proposed
model can be applied and its effects can be analyzed. The production line
under investigation is described in Section 3.3 and the layout is here reported
again in Figure 6.3 to ease the readability. System parameters are in Table
A.1 of Appendix A.

Figure 6.3: Layout of the industrial system under investigation.

The production process consists of 20 total operations performed in as many
stages (m = 20). All the machines have stochastic processing times, TBF,
and TTR. First-come-first-serve and blocking after service rules are applied.
All the buffers have finite capacity. 5 stages are characterized by parallel ma-
chines (ci > 1) while the remaining have a single-buffer-single-machine layout
(ci = 1). 12 stages are controllable (y = 12) since they are fully automated
while 9 are not controllable due to the presence of human operators involved
in the operation performed. In detail, l = {2, 3, 4, 7, 8, 9, 10, 12, 13, 14, 15, 19}.
A discrete event simulator is built-up for this system and, subsequently, it is
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validated by comparing its performance with real data from the industrial sys-
tem.

6.3.2 Agent Selection
To evaluate the most effective approach for applying the EEC in the real-world
case, 4 commonly used types of RL agents are implemented and compared
(results in Figure 6.4):

1. The Tensorforce-General agent [104].

2. The TRPO agent [56].

3. The PPO agent [57].

4. The DQN agent [58].

See Section 2.2 for further details on TRPO, PPO, and DQN agents.
To not jeopardize the throughput, only high values of φ (φ ≥ 0.90) are

tested. Among all agents, PPO appears to be the best performing since at the
same it is characterized by lower throughput loss and higher savings for high
φ-values (φ ≥ 0.95). It must be also noted that when φ = 1, all the agents
maintain all the machines always switched on, i.e. they apply the AOn policy,
leading to a null throughput loss but also to a null saving in respect to the AOn
itself. For all the agents, the default TensorForce library hyperparameters are
used (e.g. learning rate α = 0.001, batch size = 34). The PPO with default
TensorForce library hyperparameters is selected as the most suitable agent
for the EEC problem to be addressed. A detailed overview of the numerical
results is in Table B.1 of Appendix B.

6.3.3 φ Calibration
The subsequent step regarded the optimal calibration of φ for the real case
when the PPO agent is applied. φ has been calibrated only for high values,
varying it from 0.95 to 1 with a step of 0.01. Results of this analysis are shown
in Figure 6.5. A detailed overview of the numerical results is in Table B.2 of
Appendix B.

The optimal value appears to be φ = 0.98, leading to a slight throughput
loss (0.85 ± 0.10%) and a corresponding significant energy saving, equal to
5.79±0.44%. Considering the annual system performance, this would lead, on
average, to a throughput decrease of 4472 units over a total production volume
of more than 500000 parts, while saving more than 112 barrels of oil equivalent
(or more than 690 GJ). It must be noted that, if the company owning the manu-
facturing line would prefer to avoid also the slight throughput loss and produce
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Figure 6.4: Comparison of different agents when applied to the industrial case:
throughput loss (a) and energy saving (b) in respect to the AOn Policy. Mean val-
ues are shown considering a confidence level of 95% on the mean value.

Figure 6.5: Energy saving and throughput loss when φ varies for the industrial case.
A PPO agent is used. Values are shown considering a confidence level of 95% on the
mean value.
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that 0.85±0.10% of lost parts during extra working hours, the system would be
subject to additional energy consumption. In this case, the corresponding sav-
ings will be decreased, on average, to 5.11 ± 0.14% but with a corresponding
null throughput loss. This managerial choice will anyway improve the system
sustainability by saving, on average, more than 98 barrels of oil equivalent (or
more than 603 GJ) but without any productivity drop. This confirms that, by
using a PPO agent with φ = 0.98, the successful implementation of the de-
signed RL-based algorithm for EEC has been shown to significantly enhance
the sustainability of the industrial use-case, while maintaining its productivity.

Figure 6.6 shows the reward received by the agent along the training episodes
(5 replications while applying PPO agent with φ = 0.98). The received reward
reaches in a medium amount of training episodes (around 225000) a really high
value close to 1, i.e. the maximum value of the reward function. This value
corresponds to less than 6 days of simulated production time. This indicates
a not-really fast convergence of the RL agent in determining and applying the
optimal policy to the environment, since the agent needs about a one week
period to learn how to maximize the reward and optimally control the system.

Figure 6.6: Reward trend for the industrial case with PPO agent applied and selected
φ = 0.98.

It is also possible to introduce a level of approximation and consider all the
stochastic processes in the system as Markovian. In this case, it is possible
to use the MDP-based model of Chapter 4 to the system under analysis. By
imposing a constraint of maximum throughput loss equal to 0.23%, the result-
ing system KPIs in comparison to the AOn policy are: estimated throughput
loss of 0.89±0.08% (higher than the constraint due to the approximation intro-
duced increases with the increasing number of stages, see Section 4.5) and
an associated energy saving of 3.13± 0.32%. The throughput loss is basically
equal to the one obtained with the proposed RL-based model but the energy
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saving is lower. This proves that the effectiveness of the EEC approach for
for multi-stage production lines is greater with a general RL-based framework
than with an MDP-based model.

6.3.4 Validation for General Cases of Production Lines

The next step of the experimental campaign consists of a numerical analysis
carried out to show the validity of the proposed model for general cases of
multi-stage production lines with parallel machine workstations. Two types
of layout are considered: in the first all the lines are composed of 5 stages
(m = 5) while in the second they have 15 stages (m = 5). In both cases, all
the stages are controllable: y = m. Also, the production lines are composed
of stages of three types: A, B, and C (parameters in Table 6.1). The choice
of the parameters is done accordingly to Chapter 4, where it is demonstrated
that, for multi-stage production lines with parallel machine workstations, the
EEC guarantees higher savings for stages with: high buffer capacity (high K),
low saturation or fast processing time (high c and µ), fast startup time (high δ),
and high power consumption (high ws), Thus, it is expected that: stage-type A
leads to the highest savings, C to the lowest and B to an intermediate situation.

Table 6.1: Parameters for the stage-types A, B, and C.

Stage c K µ δ ψ x [wb, wsu, wid, wsb, wf ]
Type [1/s] [1/s] [1/s] [1/s] [kW]

A 6 10 0.1 0.05 0.0001 0.02 [15, 10, 12, 0, 0]
B 4 5 0.03 0.02 0.0002 0.015 [12, 7, 10, 0, 0]
C 2 2 0.02 0.01 0.0003 0.010 [10, 6, 8, 0, 0]

In the 5 stages experiments, a full factorial design [96] with 5 factors at 3 levels
is used to create 243 different manufacturing systems made up of workstations
of type A, B, or C. The 5 factors are the 5 stages, with each stage having 3
possible levels: A, B, or C. Similarly, for the 15 stages, all the 14348907 possible
layout combinations are generated. Among these, a Latin Square Hypercube
[96], is used to select a subset of 25 cases from the 243 combinations of the 5
stages and another subset of 25 cases from the 14348907 of the 15 stages. The
proposed model is therefore tested on a total of 50 production lines with varied
parameters, 25 with 5 stages and 25 with 15 stages. In all the experiments,
a PPO agent with φ = 0.98 is used. Results are in Figures 6.7 and 6.8. A
detailed overview of the numerical results for the 5 and 15 stages experiments
is in Tables B.13 and B.14 of Appendix B.

In all the cases the proposed RL algorithm is able to provide a significant
energy saving (from 3.5 to 12%) with a correspondent throughput loss that
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Figure 6.7: Results for the 5-stages experiments. Values are shown considering a
confidence level of 95% on the mean value.

Figure 6.8: Results for the 15-stages experiments. Values are shown considering a
confidence level of 95% on the mean value.
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varies from 0 to 5% (only in 2 experiments exceeding this 5% threshold). It
must be also noted that all the results are rough and might be improved with a
proper calibration of φ and/or an alternative choice of the agent-type for each
specific case. However, in all cases the proposed RL-based model is able to
impose EEC to the system in a proper way and, for this reason, the algorithm
effectiveness is verified.

6.3.5 Comparison with Multiple Single Agents

One last experimental analysis is worth carrying out: comparing the results
obtained with a single agent controlling the overall production system with the
system performance when more single agents control single workstations of
the line. In particular, the benchmark is given by the results of Section 6.3.3,
where the proposed model with a PPO agent and φ = 0.98 led to a saving of
5.79 ± 0.44% and a throughput loss of 0.85 ± 0.10%. In this case, the overall
line, and in particular y = 12 stages of it, are controlled by a single RL agent.
These results will be compared with the case where the RL-based model for
the EEC of single workstations shown in Chapter 5 is applied independently
to all the 12 controllable stages in the line. It means that, in this case, each
of the 12 single agents is controlling only the respective workstation observing
an environment that is only a part of the overall production system. A DQN
agent is chosen, consistently with the results of Section 5.3.2 and φ is varied
from 0.95 to 1 with a step of 0.01; in each experiment, the same φ is applied to
all the 12 single agents. Results are shown in Figure 6.9. A detailed overview
of the numerical results is in Table B.3 of Appendix B.

φ = 0.99 appears to be the optimal value, since it guarantees the best
trade-off: a significant energy saving of 4.91 ± 0.17% but with an associated
remarkable throughput loss of 2.11 ± 0.07%. It is clear how the solution with
multiple agents is dominated from the one with one single agent controlling
the overall line: the single agent leads to higher savings and lower productivity
drop. This is confirmed with Figure 6.10, where it is porvied a visualization of
how the single agent solution dominates the one with multiple agents. Having
more agents taking control actions but without interacting with leads to a lack
of information about other machines or buffers in the line and decreases the
EEC effectiveness.

6.4 Conclusions
This chapter presents a novel model increase the energy-efficiency of manu-
facturing lines with multiple stages and parallel machine workstations, a lay-
out commonly used in industry. The proposed method utilizes reinforcement
learning strategies to efficiently implement energy-efficient control actions for
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Figure 6.9: Comparison of different φ-values with 12 single DQN agents applied to the
industrial case. Values are shown considering a confidence level of 95% on the mean
value.

Figure 6.10: Comparison of different φ-values with 12 single DQN agents applied to
the industrial case versus the best solution with a single agent. Values are shown
considering a confidence level of 95% on the mean value.
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the considered system. As it is RL-based, the proposed model does not rely
on the assumption of complete knowledge of the system’s dynamics and pa-
rameters; instead, it adapts and evolves over time, dealing with the varying
system dynamics during the training process. Also, it takes control actions
based on the observation of the overall production system, without having any
lack of information about system operations and features.

The potential of the proposed approach, combined with the increasing
ease of use and knowledge of reinforcement learning techniques, presents
a promising opportunity for direct and successful application in industry. This
application can be achieved in a short time and with minimal effort, making
it appealing from a managerial standpoint. The validity and effectiveness of
the model for manufacturing systems are confirmed by the presented numer-
ical results, including real-world applications in the automotive sector. These
results demonstrate the model’s effectiveness for general cases and practical
scenarios. Furthermore, it is also proven how a single agent controlling the
overall production system is way more effective and accurate that multiple sin-
gle agents controlling independently the single workstations. This, in turn, can
improve the sustainability of industrial processes without negatively impacting
system productivity.
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Chapter 7

Conclusions

7.1 Research Impact
Industries around the world are increasingly pressured by customers, govern-
ments, and stakeholders to reduce their environmental impact and promote
energy efficiency and sustainability. The manufacturing industry, in particu-
lar, has made significant strides in reducing its environmental impact through
the adoption of renewable energy sources and more efficient production pro-
cesses, resulting in both cost savings and improved efficiency. The goal of the
thesis is to contribute to the research area of industrial systems planning, con-
trol and optimization by developing new models and methods for overcoming
existing barriers to the application of effective energy-efficient control strate-
gies to production systems.

The research work presented has focused on the development of novel
RL-based models that could apply the switch off/on control to one or more
manufacturing workstations, composed of single or parallel machines, while
reducing the overall energy consumption and maintaining the system through-
put. The four innovative models addressed the EEC problem with increasing
complexity of the system to control and/or overcoming the assumption of hav-
ing complete knowledge of system dynamics. All the proposed methods have
been successfully tested on real industrial cases and validated for general
cases and practical scenarios with significant and effective results.

From a scientific point of view, the RL-based algorithms developed in this
research provide an adaptive and general EEC approach that can deal with un-
known system dynamics and parameters in real-time from data, reducing the
need for complete prior knowledge of the system. This can lead to significant
time and cost savings in terms of system modeling and control. The proposed
methods address effectively a multi-objective optimization problem: the simul-
taneous minimization of the energy consumption and productivity maximiza-
tion must be ensured. They achieve this goal by incorporating the stochas-
ticity of manufacturing systems, the limited control actions available, and the
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unknown system dynamics. Therefore this research overcomes the limitations
of the existing EEC methods and improve the accuracy, effectiveness, and
generality of the models.

Furthermore, another scientific impact is represented by the first-time ap-
plication of a well-proven method, i.e. the MDP, to obtain an analytical model
for a workstation composed of parallel machines. This provides an analytical
tool that can serve as a reference point for future research on parallel machine
workstations.

The industrial impact of this research is related to the great potential of
the approach along with the rising knowledge and user-friendliness of rein-
forcement learning techniques, that might lead to a direct and successful ap-
plication in industry in short-time and with low effort. The proposed RL models
can help manufacturers to reduce their energy consumption and increase their
competitiveness by optimizing the production process. This is achieved with-
out compromising production rates or the quality of the product. Additionally,
the models developed in this research are general and can be applied to var-
ious types of production systems, providing a framework for future research
and development. Hence, the results of this research can help companies to
reduce operational costs, enhance competitiveness, and contribute to achiev-
ing sustainability goals. Finally, this thesis demonstrates the effectiveness and
potential of RL in industrial settings and open up new avenues for research
and development in this field.

The results of this thesis have led to the following publications: [105, 106,
107, 108, 109, 110].

7.2 Limitations

While this thesis has achieved its primary objective of developing novel rein-
forcement learning models for energy-efficient control of manufacturing equip-
ment, it is essential to acknowledge its limitations.

The first limitation of this study is that it focuses solely on the electrical
energy usage of the machines and does not consider other elements such
as compressed air and cooling liquids that are involved in the manufacturing
operations. While the proposed switch on/off approach demonstrates the as-
sociated saving in electrical energy, it may also save other resources, leading
to further improvements in the overall system energy-efficience.

Another limitation of this study is that the proposed RL models have been
applied to systems characterized by stationary and unchanging dynamics.
However, in real-world scenarios, the system dynamics may vary with time
due to changes in operating conditions or maintenance schedules. It is nec-
essary to investigate how reinforcement learning agents can adapt to these
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changes in system dynamics and learn new control strategies to maintain
energy-efficient operation.

An additional limitation of the work is the lack of emphasis on the explain-
ability aspects of the proposed RL models. Explainability in RL pertains to
the ability to comprehend and interpret the decision-making process of an RL
agent, which is often considered a black box, making it challenging to com-
prehend how the agent makes decisions. To establish trust in the agent’s
decision-making process and ensure that it aligns with the intended goals, it
is crucial to develop methods for understanding and interpreting the agent’s
decision-making process. Thus, a thorough examination of this issue would
offer better insights into RL actions for the EEC task.

A last limitation of this study is that it uses a centralized RL approach,
where a single agent controls the entire production line or multiple agents con-
trol locally the single workstations but without interacting. In contrast, many
real-world systems consist of multiple agents that interact with each other to
achieve a common goal. Furthermore, distributed approaches can provide
greater resilience and fault tolerance. In a centralized approach, a failure in
the central agent can result in the entire system failing. However, in a dis-
tributed approach, each agent can continue operating independently, even if
other agents fail or malfunction. This also allows for easier scaling of the
system, as new agents can be added as needed without requiring significant
changes to the overall system architecture.

7.3 Further Developments

Future research should investigate the possibility of overcoming the aforemen-
tioned limitations. For instance, it should investigate the impact of energy-
efficient control actions on the machine overall energy consumption, includ-
ing other resources, to develop more comprehensive energy-efficient control
strategies.

Moreover, future research should explore the use of distributed multi-agent
RL approaches, where multiple agents control the system locally and com-
municate with each other to achieve global objectives. This can lead to more
efficient control strategies, as each agent can specialize in a particular task,
leading to a more optimized overall control strategy. In a distributed approach,
each agent controls a specific subset of the system and communicates with
other agents to coordinate their actions. This allows for more parallelization
and reduces the amount of information that needs to be processed by each
agent, potentially leading to faster and more efficient decision-making. Overall,
while the centralized RL approach used in this thesis provides a useful starting
point, future research could explore the potential benefits of distributed multi-
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agent RL approaches for energy-efficient control in manufacturing systems.
Future research should analyze deeply the explainability of the proposed

RL-based approaches and develop methods for understanding and interpret-
ing the decision-making process of the RL agent. This can involve techniques
such as visualizing the agent’s policy or value function, identifying important
features or states that the agent relies on to make decisions, or analyzing the
impact of different factors on the agent’s behavior. Through these methods,
insights into the decision-making process of the RL agent can be provided,
helping to understand reasons behind the agent decisions and enabling the
identification of any potential issues and addressing them accordingly.

Furthermore, exploring the potential benefits of integrating RL techniques
for both optimizing the energy consumption of machines and accomplishing
other tasks could be valuable. As an example, RL can be utilized in a combined
application of predictive maintenance and EEC. In this case, the agent can pre-
dict the potential failure of the equipment, enabling the companies to schedule
maintenance during the most favorable time to minimize energy costs and
downtime. This integration of actions among EEC policies can lead to more
efficient and sustainable manufacturing processes. Other examples regard the
simultaneous EEC of machines and energy use optimization in the manufac-
turing plant: the algorithm can learn to adjust temperature, lighting, and other
settings in real-time to minimize energy consumption while still maintaining a
comfortable environment. Finally, RL might be used for joint EEC and demand
response management: the agent can optimize a company energy usage in
response to changes in demand. For example, the algorithm can learn to shift
energy-intensive tasks to times when electricity is less expensive, or to reduce
usage during peak demand periods.
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Appendix A

Industrial Case Parameters

Table A.1: Industrial use case parameters, system described in Section 3.3 and pre-
sented in Figure 3.4.

Stage Nr. Operation Nr. Controllable K c µ [1/s] δ [1/s] ψ [1/s]
1 Op. 1 No 20 1 0.018 0.043 -
2 Op. 2 Yes 10 6 0.012 0.033 0.001
3 Op. 3 Yes 21 1 0.028 0.010 0.009
4 Op. 4 Yes 10 2 0.030 0.100 -
5 Op. 5 No 5 1 0.018 - -
6 Op. 6 No 3 2 0.008 0.017 0.001
7 Op. 7 Yes 5 1 0.030 0.100 -
8 Op. 8 Yes 10 15 0.002 0.033 0.001
9 Op. 9 Yes 21 1 0.028 0.010 0.009

10 Op. 10 Yes 10 1 0.018 0.100 0.002
11 Op. 11 No 5 1 0.018 0.043 -
12 Op. 12 Yes 10 1 0.018 0.040 0.001
13 Op. 13 Yes 10 6 0.012 0.033 0.001
14 Op. 14 Yes 21 1 0.028 0.010 0.009
15 Op. 15 Yes 8 1 0.012 0.013 0.001
16 Op. 16 No 10 1 0.018 0.040 0.001
17 Op. 17 No 5 1 0.018 0.043 -
18 Op. 18 No 10 1 0.018 - -
19 Op. 19 Yes 10 1 0.018 0.040 0.001
20 Op. 20 No 10 1 0.018 - -

Stage Nr. Operation Nr. ξ [1/s] wb [kW] wid [kW] wsu [kW] wsb [kW] wf [kW]
1 Op. 1 - 1.50 0.40 1.10 0 0
2 Op. 2 0.033 15.00 9.30 10.00 0 0
3 Op. 3 0.025 148.75 64.50 102.67 0 0
4 Op. 4 - 2.00 0.91 1.60 0 0
5 Op. 5 - 0.00 0.00 0.00 0 0
6 Op. 6 0.017 3.80 0.30 0.50 0 0
7 Op. 7 - 2.00 0.91 1.60 0 0
8 Op. 8 0.033 30.00 18.50 21.00 0 0
9 Op. 9 0.025 148.75 64.50 102.67 0 0

10 Op. 10 0.05 9.60 3.05 5.33 0 0
11 Op. 11 - 1.50 0.40 1.10 0 0
12 Op. 12 0.017 9.00 5.62 6.40 0 0
13 Op. 13 0.033 15.00 9.30 10.00 0 0
14 Op. 14 0.025 148.75 64.50 102.67 0 0
15 Op. 15 0.02 23.79 8.72 10.14 0 0
16 Op. 16 0.017 9.00 5.62 6.40 0 0
17 Op. 17 - 1.50 0.40 1.10 0 0
18 Op. 18 - 0.00 0.00 0.00 0 0
19 Op. 19 0.017 9.00 5.62 6.40 0 0
20 Op. 20 - 0.00 0.00 0.00 0 0
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Appendix B

Detailed Values for Each
Experimental Analysis

B.1 Detailed Results for Chapter 3

Table B.1: MDP-based model for single workstations validation results, values dis-
played in Figure 3.3.

Experiment Nr. c µ [1/s] δ [1/s] wb [kW] wi [kW] wsu [kW] wh [kW] λ [1/s] Energy Saving [%]
1 3 0.1 0.02 20 0.5 5.5 0.5 0.1 0.20%
2 3 0.1 0.02 20 0.5 5.5 0.5 0.02 0.00%
3 3 0.1 0.02 20 0.5 5.5 25 0.1 0.14%
4 3 0.1 0.02 20 0.5 5.5 25 0.02 0.00%
5 3 0.1 0.02 20 5 5.5 0.5 0.1 1.72%
6 3 0.1 0.02 20 5 5.5 0.5 0.02 0.00%
7 3 0.1 0.02 20 5 5.5 25 0.1 1.26%
8 3 0.1 0.02 20 5 5.5 25 0.02 0.00%
9 3 0.1 0.02 60 0.5 5.5 0.5 0.1 0.14%
10 3 0.1 0.02 60 0.5 5.5 0.5 0.02 0.00%
11 3 0.1 0.02 60 0.5 5.5 25 0.1 0.12%
12 3 0.1 0.02 60 0.5 5.5 25 0.02 0.00%
13 3 0.1 0.02 60 5 5.5 0.5 0.1 1.33%
14 3 0.1 0.02 60 5 5.5 0.5 0.02 0.00%
15 3 0.1 0.02 60 5 5.5 25 0.1 1.04%
16 3 0.1 0.02 60 5 5.5 25 0.02 0.00%
17 3 0.1 0.1 20 0.5 5.5 0.5 0.1 0.10%
18 3 0.1 0.1 20 0.5 5.5 0.5 0.02 0.00%
19 3 0.1 0.1 20 0.5 5.5 25 0.1 0.07%
20 3 0.1 0.1 20 0.5 5.5 25 0.02 0.00%
21 3 0.1 0.1 20 5 5.5 0.5 0.1 0.95%
22 3 0.1 0.1 20 5 5.5 0.5 0.02 0.00%
23 3 0.1 0.1 20 5 5.5 25 0.1 0.65%
24 3 0.1 0.1 20 5 5.5 25 0.02 0.00%
25 3 0.1 0.1 60 0.5 5.5 0.5 0.1 0.08%
26 3 0.1 0.1 60 0.5 5.5 0.5 0.02 0.00%
27 3 0.1 0.1 60 0.5 5.5 25 0.1 0.05%
28 3 0.1 0.1 60 0.5 5.5 25 0.02 0.00%
29 3 0.1 0.1 60 5 5.5 0.5 0.1 0.70%
30 3 0.1 0.1 60 5 5.5 0.5 0.02 0.00%
31 3 0.1 0.1 60 5 5.5 25 0.1 0.52%
32 3 0.1 0.1 60 5 5.5 25 0.02 0.00%
33 3 0.02 0.02 20 0.5 5.5 0.5 0.1 0.35%
34 3 0.02 0.02 20 0.5 5.5 0.5 0.02 0.14%
35 3 0.02 0.02 20 0.5 5.5 25 0.1 0.20%
36 3 0.02 0.02 20 0.5 5.5 25 0.02 0.09%
37 3 0.02 0.02 20 5 5.5 0.5 0.1 3.24%
38 3 0.02 0.02 20 5 5.5 0.5 0.02 1.34%
39 3 0.02 0.02 20 5 5.5 25 0.1 1.77%
40 3 0.02 0.02 20 5 5.5 25 0.02 0.82%
41 3 0.02 0.02 60 0.5 5.5 0.5 0.1 2.20%
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42 3 0.02 0.02 60 0.5 5.5 0.5 0.02 0.09%
43 3 0.02 0.02 60 0.5 5.5 25 0.1 0.39%
44 3 0.02 0.02 60 0.5 5.5 25 0.02 0.07%
45 3 0.02 0.02 60 5 5.5 0.5 0.1 4.03%
46 3 0.02 0.02 60 5 5.5 0.5 0.02 0.90%
47 3 0.02 0.02 60 5 5.5 25 0.1 1.60%
48 3 0.02 0.02 60 5 5.5 25 0.02 0.62%
49 3 0.02 0.1 20 0.5 5.5 0.5 0.1 0.26%
50 3 0.02 0.1 20 0.5 5.5 0.5 0.02 0.08%
51 3 0.02 0.1 20 0.5 5.5 25 0.1 0.16%
52 3 0.02 0.1 20 0.5 5.5 25 0.02 0.05%
53 3 0.02 0.1 20 5 5.5 0.5 0.1 2.39%
54 3 0.02 0.1 20 5 5.5 0.5 0.02 0.72%
55 3 0.02 0.1 20 5 5.5 25 0.1 1.43%
56 3 0.02 0.1 20 5 5.5 25 0.02 0.44%
57 3 0.02 0.1 60 0.5 5.5 0.5 0.1 14.87%
58 3 0.02 0.1 60 0.5 5.5 0.5 0.02 0.05%
59 3 0.02 0.1 60 0.5 5.5 25 0.1 7.06%
60 3 0.02 0.1 60 0.5 5.5 25 0.02 0.22%
61 3 0.02 0.1 60 5 5.5 0.5 0.1 14.76%
62 3 0.02 0.1 60 5 5.5 0.5 0.02 0.48%
63 3 0.02 0.1 60 5 5.5 25 0.1 8.00%
64 3 0.02 0.1 60 5 5.5 25 0.02 0.22%
65 3 0.1 0.02 20 0.5 19.5 0.5 0.1 0.15%
66 3 0.1 0.02 20 0.5 19.5 0.5 0.02 0.00%
67 3 0.1 0.02 20 0.5 19.5 25 0.1 0.11%
68 3 0.1 0.02 20 0.5 19.5 25 0.02 0.00%
69 3 0.1 0.02 20 5 19.5 0.5 0.1 1.32%
70 3 0.1 0.02 20 5 19.5 0.5 0.02 0.00%
71 3 0.1 0.02 20 5 19.5 25 0.1 0.97%
72 3 0.1 0.02 20 5 19.5 25 0.02 0.00%
73 3 0.1 0.02 60 0.5 19.5 0.5 0.1 0.11%
74 3 0.1 0.02 60 0.5 19.5 0.5 0.02 0.00%
75 3 0.1 0.02 60 0.5 19.5 25 0.1 0.09%
76 3 0.1 0.02 60 0.5 19.5 25 0.02 0.00%
77 3 0.1 0.02 60 5 19.5 0.5 0.1 1.02%
78 3 0.1 0.02 60 5 19.5 0.5 0.02 0.00%
79 3 0.1 0.02 60 5 19.5 25 0.1 0.80%
80 3 0.1 0.02 60 5 19.5 25 0.02 0.00%
81 3 0.1 0.1 20 0.5 19.5 0.5 0.1 0.08%
82 3 0.1 0.1 20 0.5 19.5 0.5 0.02 0.00%
83 3 0.1 0.1 20 0.5 19.5 25 0.1 0.05%
84 3 0.1 0.1 20 0.5 19.5 25 0.02 0.00%
85 3 0.1 0.1 20 5 19.5 0.5 0.1 0.73%
86 3 0.1 0.1 20 5 19.5 0.5 0.02 0.00%
87 3 0.1 0.1 20 5 19.5 25 0.1 0.50%
88 3 0.1 0.1 20 5 19.5 25 0.02 0.00%
89 3 0.1 0.1 60 0.5 19.5 0.5 0.1 0.06%
90 3 0.1 0.1 60 0.5 19.5 0.5 0.02 0.00%
91 3 0.1 0.1 60 0.5 19.5 25 0.1 0.04%
92 3 0.1 0.1 60 0.5 19.5 25 0.02 0.00%
93 3 0.1 0.1 60 5 19.5 0.5 0.1 0.54%
94 3 0.1 0.1 60 5 19.5 0.5 0.02 0.00%
95 3 0.1 0.1 60 5 19.5 25 0.1 0.40%
96 3 0.1 0.1 60 5 19.5 25 0.02 0.00%
97 3 0.02 0.02 20 0.5 19.5 0.5 0.1 0.27%
98 3 0.02 0.02 20 0.5 19.5 0.5 0.02 0.11%
99 3 0.02 0.02 20 0.5 19.5 25 0.1 0.15%

100 3 0.02 0.02 20 0.5 19.5 25 0.02 0.07%
101 3 0.02 0.02 20 5 19.5 0.5 0.1 2.49%
102 3 0.02 0.02 20 5 19.5 0.5 0.02 1.03%
103 3 0.02 0.02 20 5 19.5 25 0.1 1.36%
104 3 0.02 0.02 20 5 19.5 25 0.02 0.63%
105 3 0.02 0.02 60 0.5 19.5 0.5 0.1 1.69%
106 3 0.02 0.02 60 0.5 19.5 0.5 0.02 0.07%
107 3 0.02 0.02 60 0.5 19.5 25 0.1 0.30%
108 3 0.02 0.02 60 0.5 19.5 25 0.02 0.05%
109 3 0.02 0.02 60 5 19.5 0.5 0.1 3.10%
110 3 0.02 0.02 60 5 19.5 0.5 0.02 0.69%
111 3 0.02 0.02 60 5 19.5 25 0.1 1.23%
112 3 0.02 0.02 60 5 19.5 25 0.02 0.48%
113 3 0.02 0.1 20 0.5 19.5 0.5 0.1 0.20%
114 3 0.02 0.1 20 0.5 19.5 0.5 0.02 0.06%
115 3 0.02 0.1 20 0.5 19.5 25 0.1 0.12%
116 3 0.02 0.1 20 0.5 19.5 25 0.02 0.04%
117 3 0.02 0.1 20 5 19.5 0.5 0.1 1.84%
118 3 0.02 0.1 20 5 19.5 0.5 0.02 0.55%
119 3 0.02 0.1 20 5 19.5 25 0.1 1.10%
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120 3 0.02 0.1 20 5 19.5 25 0.02 0.34%
121 3 0.02 0.1 60 0.5 19.5 0.5 0.1 14.53%
122 3 0.02 0.1 60 0.5 19.5 0.5 0.02 0.04%
123 3 0.02 0.1 60 0.5 19.5 25 0.1 5.43%
124 3 0.02 0.1 60 0.5 19.5 25 0.02 0.17%
125 3 0.02 0.1 60 5 19.5 0.5 0.1 15.60%
126 3 0.02 0.1 60 5 19.5 0.5 0.02 0.37%
127 3 0.02 0.1 60 5 19.5 25 0.1 6.15%
128 3 0.02 0.1 60 5 19.5 25 0.02 0.17%
129 6 0.1 0.02 20 0.5 5.5 0.5 0.1 0.36%
130 6 0.1 0.02 20 0.5 5.5 0.5 0.02 0.14%
131 6 0.1 0.02 20 0.5 5.5 25 0.1 0.29%
132 6 0.1 0.02 20 0.5 5.5 25 0.02 0.13%
133 6 0.1 0.02 20 5 5.5 0.5 0.1 3.14%
134 6 0.1 0.02 20 5 5.5 0.5 0.02 1.27%
135 6 0.1 0.02 20 5 5.5 25 0.1 2.55%
136 6 0.1 0.02 20 5 5.5 25 0.02 1.05%
137 6 0.1 0.02 60 0.5 5.5 0.5 0.1 0.27%
138 6 0.1 0.02 60 0.5 5.5 0.5 0.02 0.11%
139 6 0.1 0.02 60 0.5 5.5 25 0.1 0.22%
140 6 0.1 0.02 60 0.5 5.5 25 0.02 0.10%
141 6 0.1 0.02 60 5 5.5 0.5 0.1 2.37%
142 6 0.1 0.02 60 5 5.5 0.5 0.02 0.98%
143 6 0.1 0.02 60 5 5.5 25 0.1 2.02%
144 6 0.1 0.02 60 5 5.5 25 0.02 0.84%
145 6 0.1 0.1 20 0.5 5.5 0.5 0.1 0.20%
146 6 0.1 0.1 20 0.5 5.5 0.5 0.02 0.07%
147 6 0.1 0.1 20 0.5 5.5 25 0.1 0.15%
148 6 0.1 0.1 20 0.5 5.5 25 0.02 0.06%
149 6 0.1 0.1 20 5 5.5 0.5 0.1 1.78%
150 6 0.1 0.1 20 5 5.5 0.5 0.02 0.69%
151 6 0.1 0.1 20 5 5.5 25 0.1 1.40%
152 6 0.1 0.1 20 5 5.5 25 0.02 0.55%
153 6 0.1 0.1 60 0.5 5.5 0.5 0.1 0.14%
154 6 0.1 0.1 60 0.5 5.5 0.5 0.02 0.06%
155 6 0.1 0.1 60 0.5 5.5 25 0.1 0.11%
156 6 0.1 0.1 60 0.5 5.5 25 0.02 0.04%
157 6 0.1 0.1 60 5 5.5 0.5 0.1 1.29%
158 6 0.1 0.1 60 5 5.5 0.5 0.02 0.50%
159 6 0.1 0.1 60 5 5.5 25 0.1 1.08%
160 6 0.1 0.1 60 5 5.5 25 0.02 0.42%
161 6 0.02 0.02 20 0.5 5.5 0.5 0.1 0.99%
162 6 0.02 0.02 20 0.5 5.5 0.5 0.02 0.32%
163 6 0.02 0.02 20 0.5 5.5 25 0.1 0.64%
164 6 0.02 0.02 20 0.5 5.5 25 0.02 0.22%
165 6 0.02 0.02 20 5 5.5 0.5 0.1 8.83%
166 6 0.02 0.02 20 5 5.5 0.5 0.02 2.83%
167 6 0.02 0.02 20 5 5.5 25 0.1 5.87%
168 6 0.02 0.02 20 5 5.5 25 0.02 1.97%
169 6 0.02 0.02 60 0.5 5.5 0.5 0.1 9.02%
170 6 0.02 0.02 60 0.5 5.5 0.5 0.02 0.20%
171 6 0.02 0.02 60 0.5 5.5 25 0.1 4.13%
172 6 0.02 0.02 60 0.5 5.5 25 0.02 0.15%
173 6 0.02 0.02 60 5 5.5 0.5 0.1 13.47%
174 6 0.02 0.02 60 5 5.5 0.5 0.02 1.78%
175 6 0.02 0.02 60 5 5.5 25 0.1 7.69%
176 6 0.02 0.02 60 5 5.5 25 0.02 1.40%
177 6 0.02 0.1 20 0.5 5.5 0.5 0.1 1.81%
178 6 0.02 0.1 20 0.5 5.5 0.5 0.02 0.15%
179 6 0.02 0.1 20 0.5 5.5 25 0.1 0.53%
180 6 0.02 0.1 20 0.5 5.5 25 0.02 0.11%
181 6 0.02 0.1 20 5 5.5 0.5 0.1 6.78%
182 6 0.02 0.1 20 5 5.5 0.5 0.02 1.40%
183 6 0.02 0.1 20 5 5.5 25 0.1 4.02%
184 6 0.02 0.1 20 5 5.5 25 0.02 0.98%
185 6 0.02 0.1 60 0.5 5.5 0.5 0.1 8.71%
186 6 0.02 0.1 60 0.5 5.5 0.5 0.02 0.10%
187 6 0.02 0.1 60 0.5 5.5 25 0.1 6.02%
188 6 0.02 0.1 60 0.5 5.5 25 0.02 0.07%
189 6 0.02 0.1 60 5 5.5 0.5 0.1 11.69%
190 6 0.02 0.1 60 5 5.5 0.5 0.02 0.90%
191 6 0.02 0.1 60 5 5.5 25 0.1 8.40%
192 6 0.02 0.1 60 5 5.5 25 0.02 0.70%
193 6 0.1 0.02 20 0.5 19.5 0.5 0.1 0.26%
194 6 0.1 0.02 20 0.5 19.5 0.5 0.02 0.10%
195 6 0.1 0.02 20 0.5 19.5 25 0.1 0.21%
196 6 0.1 0.02 20 0.5 19.5 25 0.02 0.09%
197 6 0.1 0.02 20 5 19.5 0.5 0.1 2.24%
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198 6 0.1 0.02 20 5 19.5 0.5 0.02 0.91%
199 6 0.1 0.02 20 5 19.5 25 0.1 1.82%
200 6 0.1 0.02 20 5 19.5 25 0.02 0.75%
201 6 0.1 0.02 60 0.5 19.5 0.5 0.1 0.19%
202 6 0.1 0.02 60 0.5 19.5 0.5 0.02 0.08%
203 6 0.1 0.02 60 0.5 19.5 25 0.1 0.16%
204 6 0.1 0.02 60 0.5 19.5 25 0.02 0.07%
205 6 0.1 0.02 60 5 19.5 0.5 0.1 1.69%
206 6 0.1 0.02 60 5 19.5 0.5 0.02 0.70%
207 6 0.1 0.02 60 5 19.5 25 0.1 1.44%
208 6 0.1 0.02 60 5 19.5 25 0.02 0.60%
209 6 0.1 0.1 20 0.5 19.5 0.5 0.1 0.14%
210 6 0.1 0.1 20 0.5 19.5 0.5 0.02 0.05%
211 6 0.1 0.1 20 0.5 19.5 25 0.1 0.11%
212 6 0.1 0.1 20 0.5 19.5 25 0.02 0.04%
213 6 0.1 0.1 20 5 19.5 0.5 0.1 1.27%
214 6 0.1 0.1 20 5 19.5 0.5 0.02 0.49%
215 6 0.1 0.1 20 5 19.5 25 0.1 1.00%
216 6 0.1 0.1 20 5 19.5 25 0.02 0.39%
217 6 0.1 0.1 60 0.5 19.5 0.5 0.1 0.10%
218 6 0.1 0.1 60 0.5 19.5 0.5 0.02 0.04%
219 6 0.1 0.1 60 0.5 19.5 25 0.1 0.08%
220 6 0.1 0.1 60 0.5 19.5 25 0.02 0.03%
221 6 0.1 0.1 60 5 19.5 0.5 0.1 0.92%
222 6 0.1 0.1 60 5 19.5 0.5 0.02 0.36%
223 6 0.1 0.1 60 5 19.5 25 0.1 0.77%
224 6 0.1 0.1 60 5 19.5 25 0.02 0.30%
225 6 0.02 0.02 20 0.5 19.5 0.5 0.1 0.71%
226 6 0.02 0.02 20 0.5 19.5 0.5 0.02 0.23%
227 6 0.02 0.02 20 0.5 19.5 25 0.1 0.46%
228 6 0.02 0.02 20 0.5 19.5 25 0.02 0.16%
229 6 0.02 0.02 20 5 19.5 0.5 0.1 6.31%
230 6 0.02 0.02 20 5 19.5 0.5 0.02 2.02%
231 6 0.02 0.02 20 5 19.5 25 0.1 4.19%
232 6 0.02 0.02 20 5 19.5 25 0.02 1.41%
233 6 0.02 0.02 60 0.5 19.5 0.5 0.1 6.44%
234 6 0.02 0.02 60 0.5 19.5 0.5 0.02 0.14%
235 6 0.02 0.02 60 0.5 19.5 25 0.1 2.95%
236 6 0.02 0.02 60 0.5 19.5 25 0.02 0.11%
237 6 0.02 0.02 60 5 19.5 0.5 0.1 9.62%
238 6 0.02 0.02 60 5 19.5 0.5 0.02 1.27%
239 6 0.02 0.02 60 5 19.5 25 0.1 5.49%
240 6 0.02 0.02 60 5 19.5 25 0.02 1.00%
241 6 0.02 0.1 20 0.5 19.5 0.5 0.1 1.29%
242 6 0.02 0.1 20 0.5 19.5 0.5 0.02 0.11%
243 6 0.02 0.1 20 0.5 19.5 25 0.1 0.38%
244 6 0.02 0.1 20 0.5 19.5 25 0.02 0.08%
245 6 0.02 0.1 20 5 19.5 0.5 0.1 4.84%
246 6 0.02 0.1 20 5 19.5 0.5 0.02 1.00%
247 6 0.02 0.1 20 5 19.5 25 0.1 2.87%
248 6 0.02 0.1 20 5 19.5 25 0.02 0.70%
249 6 0.02 0.1 60 0.5 19.5 0.5 0.1 6.22%
250 6 0.02 0.1 60 0.5 19.5 0.5 0.02 0.07%
251 6 0.02 0.1 60 0.5 19.5 25 0.1 4.30%
252 6 0.02 0.1 60 0.5 19.5 25 0.02 0.05%
253 6 0.02 0.1 60 5 19.5 0.5 0.1 8.35%
254 6 0.02 0.1 60 5 19.5 0.5 0.02 0.64%
255 6 0.02 0.1 60 5 19.5 25 0.1 6.00%
256 6 0.02 0.1 60 5 19.5 25 0.02 0.50%

Table B.2: MDP-based model for single workstations: sensitivity analysis for the in-
dustrial case when utarget varies. Values displayed in Figure 3.5.

Target Throughput λ Energy Real
Availability [%] [Parts/h] [Parts/h] Saving [%] Availability [%]

75% 211.32 240.12 9.38% 82%
76% 211.32 240.12 9.38% 82%
77% 211.32 240.12 9.38% 82%
78% 211.32 240.12 9.38% 82%
79% 211.32 240.12 9.38% 82%
80% 211.32 240.12 9.38% 82%
81% 211.32 240.12 9.38% 82%
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82% 216.72 240.12 9.14% 84%
83% 216.72 240.12 9.14% 84%
84% 223.20 240.12 8.76% 86%
85% 223.20 240.12 8.76% 86%
86% 223.20 240.12 8.76% 86%
87% 228.24 240.12 8.38% 89%
88% 228.24 240.12 8.38% 89%
89% 233.28 240.12 8.07% 90%
90% 233.28 240.12 8.07% 90%
91% 237.96 240.12 7.76% 92%
92% 237.96 240.12 7.76% 92%
93% 240.12 240.12 7.01% 94%
94% 240.12 240.12 5.78% 95%
95% 240.12 240.12 5.17% 96%
96% 240.12 240.12 3.78% 97%
97% 240.12 240.12 2.45% 98%
98% 240.12 240.12 1.77% 98%
99% 240.12 240.12 0.75% 99%

100% 240.12 240.12 0.00% 100%

Table B.3: MDP-based model for single workstations: sensitivity analysis for the in-
dustrial case when wh varies. Values displayed in Figure 3.6.

wh [kW] Throughput Target Energy Real
[Parts/h] Availability [%] Saving [%] Availability [%]

0.43 223.20 85% 8.97% 86%
0.54 223.20 85% 8.89% 86%
0.64 223.20 85% 8.82% 86%
0.75 223.20 85% 8.74% 86%
0.86 223.20 85% 8.67% 86%
0.96 223.20 85% 8.60% 86%
1.07 223.20 85% 8.53% 86%
1.18 223.20 85% 8.46% 86%
1.29 228.24 85% 7.69% 89%
1.39 228.24 85% 7.39% 89%
1.50 233.28 85% 6.58% 90%
1.61 233.28 85% 6.28% 90%
1.71 237.96 85% 5.47% 92%
1.82 237.96 85% 5.17% 92%
1.93 240.12 85% 4.01% 94%
2.00 240.12 85% 2.79% 95%
2.10 240.12 85% 2.17% 96%
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Table B.4: MDP-based model for production lines: time duration of the experiments
vs number of system states. Values displayed in Figure 4.3.

L - Nr States Time Duration [s]
108 3.72 ± 0.83
504 19.07 ± 4.26
900 39.31 ± 2.80
1296 130.67 ± 1.00
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1764 159.54 ± 2.45
2025 203.04 ± 11.62
2592 621.34 ± 4.32
3025 855.56 ± 14.88
3528 1322.02 ± 11.53
3969 1665.00 ± 25.00
4410 2090.00 ± 22.00
5040 3200.00 ± 6.00
5390 3822.00 ± 37.00
5929 4833.00 ± 67.00

Table B.5: MDP-based model for production lines: 2k factorial analysis results, values
displayed in Figure 4.4.

Experiment Nr. Balanced Constraint δ [1/s] c1 c2 ρ PCR wh [kW] K EN Saving [%]
1 Yes Yes 0.02 2 2 0.3 1.2 0.5 2 0.41%
2 Yes Yes 0.02 2 2 0.3 1.2 0.5 6 2.67%
3 Yes Yes 0.02 2 2 0.3 1.2 10 2 0.00%
4 Yes Yes 0.02 2 2 0.3 1.2 10 6 0.25%
5 Yes Yes 0.02 2 2 0.3 4 0.5 2 3.32%
6 Yes Yes 0.02 2 2 0.3 4 0.5 6 5.60%
7 Yes Yes 0.02 2 2 0.3 4 10 2 1.51%
8 Yes Yes 0.02 2 2 0.3 4 10 6 0.94%
9 Yes Yes 0.02 2 2 0.9 1.2 0.5 2 0.50%
10 Yes Yes 0.02 2 2 0.9 1.2 0.5 6 1.60%
11 Yes Yes 0.02 2 2 0.9 1.2 10 2 0.00%
12 Yes Yes 0.02 2 2 0.9 1.2 10 6 0.00%
13 Yes Yes 0.02 2 2 0.9 4 0.5 2 0.60%
14 Yes Yes 0.02 2 2 0.9 4 0.5 6 1.80%
15 Yes Yes 0.02 2 2 0.9 4 10 2 0.00%
16 Yes Yes 0.02 2 2 0.9 4 10 6 0.00%
17 Yes Yes 0.02 2 6 0.3 1.2 0.5 2 1.00%
18 Yes Yes 0.02 2 6 0.3 1.2 0.5 6 3.33%
19 Yes Yes 0.02 2 6 0.3 1.2 10 2 0.00%
20 Yes Yes 0.02 2 6 0.3 1.2 10 6 0.53%
21 Yes Yes 0.02 2 6 0.3 4 0.5 2 3.55%
22 Yes Yes 0.02 2 6 0.3 4 0.5 6 6.23%
23 Yes Yes 0.02 2 6 0.3 4 10 2 0.41%
24 Yes Yes 0.02 2 6 0.3 4 10 6 0.00%
25 Yes Yes 0.02 2 6 0.9 1.2 0.5 2 0.00%
26 Yes Yes 0.02 2 6 0.9 1.2 0.5 6 0.00%
27 Yes Yes 0.02 2 6 0.9 1.2 10 2 0.33%
28 Yes Yes 0.02 2 6 0.9 1.2 10 6 0.44%
29 Yes Yes 0.02 2 6 0.9 4 0.5 2 0.55%
30 Yes Yes 0.02 2 6 0.9 4 0.5 6 0.11%
31 Yes Yes 0.02 2 6 0.9 4 10 2 0.20%
32 Yes Yes 0.02 2 6 0.9 4 10 6 0.11%
33 Yes Yes 0.02 6 2 0.3 1.2 0.5 2 0.29%
34 Yes Yes 0.02 6 2 0.3 1.2 0.5 6 4.10%
35 Yes Yes 0.02 6 2 0.3 1.2 10 2 0.00%
36 Yes Yes 0.02 6 2 0.3 1.2 10 6 0.22%
37 Yes Yes 0.02 6 2 0.3 4 0.5 2 4.27%
38 Yes Yes 0.02 6 2 0.3 4 0.5 6 6.70%
39 Yes Yes 0.02 6 2 0.3 4 10 2 0.74%
40 Yes Yes 0.02 6 2 0.3 4 10 6 0.83%
41 Yes Yes 0.02 6 2 0.9 1.2 0.5 2 0.32%
42 Yes Yes 0.02 6 2 0.9 1.2 0.5 6 0.35%
43 Yes Yes 0.02 6 2 0.9 1.2 10 2 0.53%
44 Yes Yes 0.02 6 2 0.9 1.2 10 6 0.62%
45 Yes Yes 0.02 6 2 0.9 4 0.5 2 0.44%
46 Yes Yes 0.02 6 2 0.9 4 0.5 6 0.46%
47 Yes Yes 0.02 6 2 0.9 4 10 2 0.60%
48 Yes Yes 0.02 6 2 0.9 4 10 6 0.70%
49 Yes Yes 0.02 6 6 0.3 1.2 0.5 2 0.00%
50 Yes Yes 0.02 6 6 0.3 1.2 0.5 6 4.76%
51 Yes Yes 0.02 6 6 0.3 1.2 10 2 0.00%
52 Yes Yes 0.02 6 6 0.3 1.2 10 6 0.00%
53 Yes Yes 0.02 6 6 0.3 4 0.5 2 4.49%
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54 Yes Yes 0.02 6 6 0.3 4 0.5 6 7.53%
55 Yes Yes 0.02 6 6 0.3 4 10 2 1.00%
56 Yes Yes 0.02 6 6 0.3 4 10 6 0.29%
57 Yes Yes 0.02 6 6 0.9 1.2 0.5 2 2.22%
58 Yes Yes 0.02 6 6 0.9 1.2 0.5 6 1.22%
59 Yes Yes 0.02 6 6 0.9 1.2 10 2 0.33%
60 Yes Yes 0.02 6 6 0.9 1.2 10 6 0.50%
61 Yes Yes 0.02 6 6 0.9 4 0.5 2 1.22%
62 Yes Yes 0.02 6 6 0.9 4 0.5 6 1.20%
63 Yes Yes 0.02 6 6 0.9 4 10 2 0.00%
64 Yes Yes 0.02 6 6 0.9 4 10 6 0.00%
65 Yes Yes 0.1 2 2 0.3 1.2 0.5 2 4.33%
66 Yes Yes 0.1 2 2 0.3 1.2 0.5 6 6.62%
67 Yes Yes 0.1 2 2 0.3 1.2 10 2 1.91%
68 Yes Yes 0.1 2 2 0.3 1.2 10 6 3.03%
69 Yes Yes 0.1 2 2 0.3 4 0.5 2 6.14%
70 Yes Yes 0.1 2 2 0.3 4 0.5 6 9.17%
71 Yes Yes 0.1 2 2 0.3 4 10 2 3.69%
72 Yes Yes 0.1 2 2 0.3 4 10 6 4.04%
73 Yes Yes 0.1 2 2 0.9 1.2 0.5 2 1.50%
74 Yes Yes 0.1 2 2 0.9 1.2 0.5 6 2.55%
75 Yes Yes 0.1 2 2 0.9 1.2 10 2 0.00%
76 Yes Yes 0.1 2 2 0.9 1.2 10 6 0.63%
77 Yes Yes 0.1 2 2 0.9 4 0.5 2 2.33%
78 Yes Yes 0.1 2 2 0.9 4 0.5 6 3.39%
79 Yes Yes 0.1 2 2 0.9 4 10 2 1.67%
80 Yes Yes 0.1 2 2 0.9 4 10 6 2.67%
81 Yes Yes 0.1 2 6 0.3 1.2 0.5 2 3.55%
82 Yes Yes 0.1 2 6 0.3 1.2 0.5 6 6.09%
83 Yes Yes 0.1 2 6 0.3 1.2 10 2 1.60%
84 Yes Yes 0.1 2 6 0.3 1.2 10 6 2.72%
85 Yes Yes 0.1 2 6 0.3 4 0.5 2 7.00%
86 Yes Yes 0.1 2 6 0.3 4 0.5 6 9.32%
87 Yes Yes 0.1 2 6 0.3 4 10 2 3.71%
88 Yes Yes 0.1 2 6 0.3 4 10 6 3.32%
89 Yes Yes 0.1 2 6 0.9 1.2 0.5 2 0.73%
90 Yes Yes 0.1 2 6 0.9 1.2 0.5 6 2.77%
91 Yes Yes 0.1 2 6 0.9 1.2 10 2 0.00%
92 Yes Yes 0.1 2 6 0.9 1.2 10 6 0.00%
93 Yes Yes 0.1 2 6 0.9 4 0.5 2 1.81%
94 Yes Yes 0.1 2 6 0.9 4 0.5 6 2.95%
95 Yes Yes 0.1 2 6 0.9 4 10 2 2.14%
96 Yes Yes 0.1 2 6 0.9 4 10 6 2.47%
97 Yes Yes 0.1 6 2 0.3 1.2 0.5 2 3.86%
98 Yes Yes 0.1 6 2 0.3 1.2 0.5 6 6.19%
99 Yes Yes 0.1 6 2 0.3 1.2 10 2 1.58%

100 Yes Yes 0.1 6 2 0.3 1.2 10 6 3.36%
101 Yes Yes 0.1 6 2 0.3 4 0.5 2 6.57%
102 Yes Yes 0.1 6 2 0.3 4 0.5 6 9.63%
103 Yes Yes 0.1 6 2 0.3 4 10 2 2.92%
104 Yes Yes 0.1 6 2 0.3 4 10 6 4.29%
105 Yes Yes 0.1 6 2 0.9 1.2 0.5 2 0.94%
106 Yes Yes 0.1 6 2 0.9 1.2 0.5 6 1.85%
107 Yes Yes 0.1 6 2 0.9 1.2 10 2 0.00%
108 Yes Yes 0.1 6 2 0.9 1.2 10 6 1.07%
109 Yes Yes 0.1 6 2 0.9 4 0.5 2 1.86%
110 Yes Yes 0.1 6 2 0.9 4 0.5 6 3.27%
111 Yes Yes 0.1 6 2 0.9 4 10 2 1.95%
112 Yes Yes 0.1 6 2 0.9 4 10 6 2.42%
113 Yes Yes 0.1 6 6 0.3 1.2 0.5 2 4.02%
114 Yes Yes 0.1 6 6 0.3 1.2 0.5 6 7.33%
115 Yes Yes 0.1 6 6 0.3 1.2 10 2 1.33%
116 Yes Yes 0.1 6 6 0.3 1.2 10 6 2.95%
117 Yes Yes 0.1 6 6 0.3 4 0.5 2 6.42%
118 Yes Yes 0.1 6 6 0.3 4 0.5 6 9.44%
119 Yes Yes 0.1 6 6 0.3 4 10 2 2.96%
120 Yes Yes 0.1 6 6 0.3 4 10 6 3.71%
121 Yes Yes 0.1 6 6 0.9 1.2 0.5 2 1.71%
122 Yes Yes 0.1 6 6 0.9 1.2 0.5 6 2.52%
123 Yes Yes 0.1 6 6 0.9 1.2 10 2 0.00%
124 Yes Yes 0.1 6 6 0.9 1.2 10 6 0.00%
125 Yes Yes 0.1 6 6 0.9 4 0.5 2 1.93%
126 Yes Yes 0.1 6 6 0.9 4 0.5 6 3.67%
127 Yes Yes 0.1 6 6 0.9 4 10 2 1.40%
128 Yes Yes 0.1 6 6 0.9 4 10 6 2.32%
129 Yes No 0.02 2 2 0.3 1.2 0.5 2 1.00%
130 Yes No 0.02 2 2 0.3 1.2 0.5 6 6.62%
131 Yes No 0.02 2 2 0.3 1.2 10 2 0.00%
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132 Yes No 0.02 2 2 0.3 1.2 10 6 0.60%
133 Yes No 0.02 2 2 0.3 4 0.5 2 7.82%
134 Yes No 0.02 2 2 0.3 4 0.5 6 13.88%
135 Yes No 0.02 2 2 0.3 4 10 2 3.64%
136 Yes No 0.02 2 2 0.3 4 10 6 2.17%
137 Yes No 0.02 2 2 0.9 1.2 0.5 2 0.00%
138 Yes No 0.02 2 2 0.9 1.2 0.5 6 0.00%
139 Yes No 0.02 2 2 0.9 1.2 10 2 0.00%
140 Yes No 0.02 2 2 0.9 1.2 10 6 0.00%
141 Yes No 0.02 2 2 0.9 4 0.5 2 0.20%
142 Yes No 0.02 2 2 0.9 4 0.5 6 0.15%
143 Yes No 0.02 2 2 0.9 4 10 2 0.40%
144 Yes No 0.02 2 2 0.9 4 10 6 0.00%
145 Yes No 0.02 2 6 0.3 1.2 0.5 2 0.00%
146 Yes No 0.02 2 6 0.3 1.2 0.5 6 7.76%
147 Yes No 0.02 2 6 0.3 1.2 10 2 0.00%
148 Yes No 0.02 2 6 0.3 1.2 10 6 1.18%
149 Yes No 0.02 2 6 0.3 4 0.5 2 8.75%
150 Yes No 0.02 2 6 0.3 4 0.5 6 15.23%
151 Yes No 0.02 2 6 0.3 4 10 2 0.91%
152 Yes No 0.02 2 6 0.3 4 10 6 0.00%
153 Yes No 0.02 2 6 0.9 1.2 0.5 2 1.20%
154 Yes No 0.02 2 6 0.9 1.2 0.5 6 2.00%
155 Yes No 0.02 2 6 0.9 1.2 10 2 0.00%
156 Yes No 0.02 2 6 0.9 1.2 10 6 0.00%
157 Yes No 0.02 2 6 0.9 4 0.5 2 1.00%
158 Yes No 0.02 2 6 0.9 4 0.5 6 1.50%
159 Yes No 0.02 2 6 0.9 4 10 2 0.00%
160 Yes No 0.02 2 6 0.9 4 10 6 0.00%
161 Yes No 0.02 6 2 0.3 1.2 0.5 2 0.65%
162 Yes No 0.02 6 2 0.3 1.2 0.5 6 9.30%
163 Yes No 0.02 6 2 0.3 1.2 10 2 0.00%
164 Yes No 0.02 6 2 0.3 1.2 10 6 0.00%
165 Yes No 0.02 6 2 0.3 4 0.5 2 9.78%
166 Yes No 0.02 6 2 0.3 4 0.5 6 15.26%
167 Yes No 0.02 6 2 0.3 4 10 2 1.76%
168 Yes No 0.02 6 2 0.3 4 10 6 2.03%
169 Yes No 0.02 6 2 0.9 1.2 0.5 2 0.74%
170 Yes No 0.02 6 2 0.9 1.2 0.5 6 0.84%
171 Yes No 0.02 6 2 0.9 1.2 10 2 1.27%
172 Yes No 0.02 6 2 0.9 1.2 10 6 1.38%
173 Yes No 0.02 6 2 0.9 4 0.5 2 1.07%
174 Yes No 0.02 6 2 0.9 4 0.5 6 1.10%
175 Yes No 0.02 6 2 0.9 4 10 2 1.41%
176 Yes No 0.02 6 2 0.9 4 10 6 1.58%
177 Yes No 0.02 6 6 0.3 1.2 0.5 2 0.00%
178 Yes No 0.02 6 6 0.3 1.2 0.5 6 11.04%
179 Yes No 0.02 6 6 0.3 1.2 10 2 0.00%
180 Yes No 0.02 6 6 0.3 1.2 10 6 0.00%
181 Yes No 0.02 6 6 0.3 4 0.5 2 11.16%
182 Yes No 0.02 6 6 0.3 4 0.5 6 17.97%
183 Yes No 0.02 6 6 0.3 4 10 2 0.00%
184 Yes No 0.02 6 6 0.3 4 10 6 0.66%
185 Yes No 0.02 6 6 0.9 1.2 0.5 2 0.50%
186 Yes No 0.02 6 6 0.9 1.2 0.5 6 1.22%
187 Yes No 0.02 6 6 0.9 1.2 10 2 0.00%
188 Yes No 0.02 6 6 0.9 1.2 10 6 0.00%
189 Yes No 0.02 6 6 0.9 4 0.5 2 1.22%
190 Yes No 0.02 6 6 0.9 4 0.5 6 1.44%
191 Yes No 0.02 6 6 0.9 4 10 2 0.00%
192 Yes No 0.02 6 6 0.9 4 10 6 0.00%
193 Yes No 0.1 2 2 0.3 1.2 0.5 2 9.99%
194 Yes No 0.1 2 2 0.3 1.2 0.5 6 15.92%
195 Yes No 0.1 2 2 0.3 1.2 10 2 4.40%
196 Yes No 0.1 2 2 0.3 1.2 10 6 7.49%
197 Yes No 0.1 2 2 0.3 4 0.5 2 15.24%
198 Yes No 0.1 2 2 0.3 4 0.5 6 22.78%
199 Yes No 0.1 2 2 0.3 4 10 2 8.38%
200 Yes No 0.1 2 2 0.3 4 10 6 9.51%
201 Yes No 0.1 2 2 0.9 1.2 0.5 2 3.60%
202 Yes No 0.1 2 2 0.9 1.2 0.5 6 5.82%
203 Yes No 0.1 2 2 0.9 1.2 10 2 0.00%
204 Yes No 0.1 2 2 0.9 1.2 10 6 1.52%
205 Yes No 0.1 2 2 0.9 4 0.5 2 5.59%
206 Yes No 0.1 2 2 0.9 4 0.5 6 8.05%
207 Yes No 0.1 2 2 0.9 4 10 2 3.85%
208 Yes No 0.1 2 2 0.9 4 10 6 5.97%
209 Yes No 0.1 2 6 0.3 1.2 0.5 2 8.70%
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210 Yes No 0.1 2 6 0.3 1.2 0.5 6 14.35%
211 Yes No 0.1 2 6 0.3 1.2 10 2 3.57%
212 Yes No 0.1 2 6 0.3 1.2 10 6 6.15%
213 Yes No 0.1 2 6 0.3 4 0.5 2 15.58%
214 Yes No 0.1 2 6 0.3 4 0.5 6 23.06%
215 Yes No 0.1 2 6 0.3 4 10 2 9.17%
216 Yes No 0.1 2 6 0.3 4 10 6 8.05%
217 Yes No 0.1 2 6 0.9 1.2 0.5 2 1.74%
218 Yes No 0.1 2 6 0.9 1.2 0.5 6 6.34%
219 Yes No 0.1 2 6 0.9 1.2 10 2 0.00%
220 Yes No 0.1 2 6 0.9 1.2 10 6 0.00%
221 Yes No 0.1 2 6 0.9 4 0.5 2 4.16%
222 Yes No 0.1 2 6 0.9 4 0.5 6 6.67%
223 Yes No 0.1 2 6 0.9 4 10 2 4.78%
224 Yes No 0.1 2 6 0.9 4 10 6 6.00%
225 Yes No 0.1 6 2 0.3 1.2 0.5 2 9.47%
226 Yes No 0.1 6 2 0.3 1.2 0.5 6 14.31%
227 Yes No 0.1 6 2 0.3 1.2 10 2 3.79%
228 Yes No 0.1 6 2 0.3 1.2 10 6 7.96%
229 Yes No 0.1 6 2 0.3 4 0.5 2 14.62%
230 Yes No 0.1 6 2 0.3 4 0.5 6 22.30%
231 Yes No 0.1 6 2 0.3 4 10 2 6.77%
232 Yes No 0.1 6 2 0.3 4 10 6 10.39%
233 Yes No 0.1 6 2 0.9 1.2 0.5 2 2.33%
234 Yes No 0.1 6 2 0.9 1.2 0.5 6 4.54%
235 Yes No 0.1 6 2 0.9 1.2 10 2 0.00%
236 Yes No 0.1 6 2 0.9 1.2 10 6 2.46%
237 Yes No 0.1 6 2 0.9 4 0.5 2 4.26%
238 Yes No 0.1 6 2 0.9 4 0.5 6 8.13%
239 Yes No 0.1 6 2 0.9 4 10 2 4.38%
240 Yes No 0.1 6 2 0.9 4 10 6 5.41%
241 Yes No 0.1 6 6 0.3 1.2 0.5 2 9.24%
242 Yes No 0.1 6 6 0.3 1.2 0.5 6 16.35%
243 Yes No 0.1 6 6 0.3 1.2 10 2 3.11%
244 Yes No 0.1 6 6 0.3 1.2 10 6 6.77%
245 Yes No 0.1 6 6 0.3 4 0.5 2 15.72%
246 Yes No 0.1 6 6 0.3 4 0.5 6 22.31%
247 Yes No 0.1 6 6 0.3 4 10 2 7.10%
248 Yes No 0.1 6 6 0.3 4 10 6 8.66%
249 Yes No 0.1 6 6 0.9 1.2 0.5 2 3.99%
250 Yes No 0.1 6 6 0.9 1.2 0.5 6 5.79%
251 Yes No 0.1 6 6 0.9 1.2 10 2 0.00%
252 Yes No 0.1 6 6 0.9 1.2 10 6 0.00%
253 Yes No 0.1 6 6 0.9 4 0.5 2 4.31%
254 Yes No 0.1 6 6 0.9 4 0.5 6 8.42%
255 Yes No 0.1 6 6 0.9 4 10 2 3.42%
256 Yes No 0.1 6 6 0.9 4 10 6 5.68%
257 No Yes 0.02 2 2 0.3 1.2 0.5 2 0.49%
258 No Yes 0.02 2 2 0.3 1.2 0.5 6 3.22%
259 No Yes 0.02 2 2 0.3 1.2 10 2 0.00%
260 No Yes 0.02 2 2 0.3 1.2 10 6 0.36%
261 No Yes 0.02 2 2 0.3 4 0.5 2 4.42%
262 No Yes 0.02 2 2 0.3 4 0.5 6 7.64%
263 No Yes 0.02 2 2 0.3 4 10 2 1.74%
264 No Yes 0.02 2 2 0.3 4 10 6 1.42%
265 No Yes 0.02 2 2 0.9 1.2 0.5 2 0.75%
266 No Yes 0.02 2 2 0.9 1.2 0.5 6 2.43%
267 No Yes 0.02 2 2 0.9 1.2 10 2 0.00%
268 No Yes 0.02 2 2 0.9 1.2 10 6 0.00%
269 No Yes 0.02 2 2 0.9 4 0.5 2 0.91%
270 No Yes 0.02 2 2 0.9 4 0.5 6 2.71%
271 No Yes 0.02 2 2 0.9 4 10 2 0.00%
272 No Yes 0.02 2 2 0.9 4 10 6 0.00%
273 No Yes 0.02 2 6 0.3 1.2 0.5 2 1.39%
274 No Yes 0.02 2 6 0.3 1.2 0.5 6 4.89%
275 No Yes 0.02 2 6 0.3 1.2 10 2 0.00%
276 No Yes 0.02 2 6 0.3 1.2 10 6 0.59%
277 No Yes 0.02 2 6 0.3 4 0.5 2 5.01%
278 No Yes 0.02 2 6 0.3 4 0.5 6 7.71%
279 No Yes 0.02 2 6 0.3 4 10 2 0.61%
280 No Yes 0.02 2 6 0.3 4 10 6 0.00%
281 No Yes 0.02 2 6 0.9 1.2 0.5 2 0.00%
282 No Yes 0.02 2 6 0.9 1.2 0.5 6 0.00%
283 No Yes 0.02 2 6 0.9 1.2 10 2 0.46%
284 No Yes 0.02 2 6 0.9 1.2 10 6 0.62%
285 No Yes 0.02 2 6 0.9 4 0.5 2 0.78%
286 No Yes 0.02 2 6 0.9 4 0.5 6 0.13%
287 No Yes 0.02 2 6 0.9 4 10 2 0.28%
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288 No Yes 0.02 2 6 0.9 4 10 6 0.13%
289 No Yes 0.02 6 2 0.3 1.2 0.5 2 0.36%
290 No Yes 0.02 6 2 0.3 1.2 0.5 6 4.67%
291 No Yes 0.02 6 2 0.3 1.2 10 2 0.00%
292 No Yes 0.02 6 2 0.3 1.2 10 6 0.31%
293 No Yes 0.02 6 2 0.3 4 0.5 2 4.77%
294 No Yes 0.02 6 2 0.3 4 0.5 6 10.27%
295 No Yes 0.02 6 2 0.3 4 10 2 0.93%
296 No Yes 0.02 6 2 0.3 4 10 6 0.97%
297 No Yes 0.02 6 2 0.9 1.2 0.5 2 0.40%
298 No Yes 0.02 6 2 0.9 1.2 0.5 6 0.47%
299 No Yes 0.02 6 2 0.9 1.2 10 2 0.77%
300 No Yes 0.02 6 2 0.9 1.2 10 6 0.93%
301 No Yes 0.02 6 2 0.9 4 0.5 2 0.55%
302 No Yes 0.02 6 2 0.9 4 0.5 6 0.62%
303 No Yes 0.02 6 2 0.9 4 10 2 0.85%
304 No Yes 0.02 6 2 0.9 4 10 6 1.02%
305 No Yes 0.02 6 6 0.3 1.2 0.5 2 0.00%
306 No Yes 0.02 6 6 0.3 1.2 0.5 6 7.09%
307 No Yes 0.02 6 6 0.3 1.2 10 2 0.00%
308 No Yes 0.02 6 6 0.3 1.2 10 6 0.00%
309 No Yes 0.02 6 6 0.3 4 0.5 2 5.43%
310 No Yes 0.02 6 6 0.3 4 0.5 6 8.39%
311 No Yes 0.02 6 6 0.3 4 10 2 1.39%
312 No Yes 0.02 6 6 0.3 4 10 6 0.43%
313 No Yes 0.02 6 6 0.9 1.2 0.5 2 3.23%
314 No Yes 0.02 6 6 0.9 1.2 0.5 6 1.85%
315 No Yes 0.02 6 6 0.9 1.2 10 2 0.46%
316 No Yes 0.02 6 6 0.9 1.2 10 6 0.57%
317 No Yes 0.02 6 6 0.9 4 0.5 2 1.39%
318 No Yes 0.02 6 6 0.9 4 0.5 6 1.49%
319 No Yes 0.02 6 6 0.9 4 10 2 0.00%
320 No Yes 0.02 6 6 0.9 4 10 6 0.00%
321 No Yes 0.1 2 2 0.3 1.2 0.5 2 6.56%
322 No Yes 0.1 2 2 0.3 1.2 0.5 6 10.31%
323 No Yes 0.1 2 2 0.3 1.2 10 2 2.51%
324 No Yes 0.1 2 2 0.3 1.2 10 6 4.27%
325 No Yes 0.1 2 2 0.3 4 0.5 2 6.77%
326 No Yes 0.1 2 2 0.3 4 0.5 6 12.11%
327 No Yes 0.1 2 2 0.3 4 10 2 4.26%
328 No Yes 0.1 2 2 0.3 4 10 6 4.69%
329 No Yes 0.1 2 2 0.9 1.2 0.5 2 1.98%
330 No Yes 0.1 2 2 0.9 1.2 0.5 6 3.21%
331 No Yes 0.1 2 2 0.9 1.2 10 2 0.22%
332 No Yes 0.1 2 2 0.9 1.2 10 6 0.83%
333 No Yes 0.1 2 2 0.9 4 0.5 2 3.51%
334 No Yes 0.1 2 2 0.9 4 0.5 6 4.79%
335 No Yes 0.1 2 2 0.9 4 10 2 1.89%
336 No Yes 0.1 2 2 0.9 4 10 6 3.60%
337 No Yes 0.1 2 6 0.3 1.2 0.5 2 4.55%
338 No Yes 0.1 2 6 0.3 1.2 0.5 6 9.36%
339 No Yes 0.1 2 6 0.3 1.2 10 2 2.01%
340 No Yes 0.1 2 6 0.3 1.2 10 6 3.76%
341 No Yes 0.1 2 6 0.3 4 0.5 2 10.07%
342 No Yes 0.1 2 6 0.3 4 0.5 6 10.64%
343 No Yes 0.1 2 6 0.3 4 10 2 4.96%
344 No Yes 0.1 2 6 0.3 4 10 6 3.76%
345 No Yes 0.1 2 6 0.9 1.2 0.5 2 1.03%
346 No Yes 0.1 2 6 0.9 1.2 0.5 6 3.49%
347 No Yes 0.1 2 6 0.9 1.2 10 2 0.44%
348 No Yes 0.1 2 6 0.9 1.2 10 6 0.10%
349 No Yes 0.1 2 6 0.9 4 0.5 2 2.70%
350 No Yes 0.1 2 6 0.9 4 0.5 6 4.59%
351 No Yes 0.1 2 6 0.9 4 10 2 3.30%
352 No Yes 0.1 2 6 0.9 4 10 6 3.17%
353 No Yes 0.1 6 2 0.3 1.2 0.5 2 4.84%
354 No Yes 0.1 6 2 0.3 1.2 0.5 6 7.54%
355 No Yes 0.1 6 2 0.3 1.2 10 2 2.03%
356 No Yes 0.1 6 2 0.3 1.2 10 6 5.11%
357 No Yes 0.1 6 2 0.3 4 0.5 2 8.90%
358 No Yes 0.1 6 2 0.3 4 0.5 6 13.38%
359 No Yes 0.1 6 2 0.3 4 10 2 3.26%
360 No Yes 0.1 6 2 0.3 4 10 6 5.50%
361 No Yes 0.1 6 2 0.9 1.2 0.5 2 1.04%
362 No Yes 0.1 6 2 0.9 1.2 0.5 6 2.60%
363 No Yes 0.1 6 2 0.9 1.2 10 2 0.00%
364 No Yes 0.1 6 2 0.9 1.2 10 6 1.48%
365 No Yes 0.1 6 2 0.9 4 0.5 2 2.68%
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366 No Yes 0.1 6 2 0.9 4 0.5 6 3.98%
367 No Yes 0.1 6 2 0.9 4 10 2 3.00%
368 No Yes 0.1 6 2 0.9 4 10 6 3.75%
369 No Yes 0.1 6 6 0.3 1.2 0.5 2 5.44%
370 No Yes 0.1 6 6 0.3 1.2 0.5 6 8.81%
371 No Yes 0.1 6 6 0.3 1.2 10 2 1.58%
372 No Yes 0.1 6 6 0.3 1.2 10 6 4.18%
373 No Yes 0.1 6 6 0.3 4 0.5 2 9.30%
374 No Yes 0.1 6 6 0.3 4 0.5 6 14.39%
375 No Yes 0.1 6 6 0.3 4 10 2 4.03%
376 No Yes 0.1 6 6 0.3 4 10 6 5.59%
377 No Yes 0.1 6 6 0.9 1.2 0.5 2 2.04%
378 No Yes 0.1 6 6 0.9 1.2 0.5 6 3.73%
379 No Yes 0.1 6 6 0.9 1.2 10 2 0.00%
380 No Yes 0.1 6 6 0.9 1.2 10 6 0.00%
381 No Yes 0.1 6 6 0.9 4 0.5 2 2.74%
382 No Yes 0.1 6 6 0.9 4 0.5 6 5.65%
383 No Yes 0.1 6 6 0.9 4 10 2 2.02%
384 No Yes 0.1 6 6 0.9 4 10 6 2.85%
385 No No 0.02 2 2 0.3 1.2 0.5 2 1.14%
386 No No 0.02 2 2 0.3 1.2 0.5 6 8.58%
387 No No 0.02 2 2 0.3 1.2 10 2 0.00%
388 No No 0.02 2 2 0.3 1.2 10 6 0.83%
389 No No 0.02 2 2 0.3 4 0.5 2 10.94%
390 No No 0.02 2 2 0.3 4 0.5 6 18.72%
391 No No 0.02 2 2 0.3 4 10 2 4.52%
392 No No 0.02 2 2 0.3 4 10 6 3.28%
393 No No 0.02 2 2 0.9 1.2 0.5 2 0.00%
394 No No 0.02 2 2 0.9 1.2 0.5 6 0.00%
395 No No 0.02 2 2 0.9 1.2 10 2 0.00%
396 No No 0.02 2 2 0.9 1.2 10 6 0.00%
397 No No 0.02 2 2 0.9 4 0.5 2 0.23%
398 No No 0.02 2 2 0.9 4 0.5 6 0.18%
399 No No 0.02 2 2 0.9 4 10 2 0.50%
400 No No 0.02 2 2 0.9 4 10 6 0.00%
401 No No 0.02 2 6 0.3 1.2 0.5 2 0.00%
402 No No 0.02 2 6 0.3 1.2 0.5 6 10.43%
403 No No 0.02 2 6 0.3 1.2 10 2 0.00%
404 No No 0.02 2 6 0.3 1.2 10 6 1.69%
405 No No 0.02 2 6 0.3 4 0.5 2 11.72%
406 No No 0.02 2 6 0.3 4 0.5 6 17.93%
407 No No 0.02 2 6 0.3 4 10 2 1.31%
408 No No 0.02 2 6 0.3 4 10 6 0.00%
409 No No 0.02 2 6 0.9 1.2 0.5 2 1.61%
410 No No 0.02 2 6 0.9 1.2 0.5 6 2.57%
411 No No 0.02 2 6 0.9 1.2 10 2 0.33%
412 No No 0.02 2 6 0.9 1.2 10 6 0.55%
413 No No 0.02 2 6 0.9 4 0.5 2 1.39%
414 No No 0.02 2 6 0.9 4 0.5 6 1.86%
415 No No 0.02 2 6 0.9 4 10 2 0.00%
416 No No 0.02 2 6 0.9 4 10 6 0.00%
417 No No 0.02 6 2 0.3 1.2 0.5 2 1.01%
418 No No 0.02 6 2 0.3 1.2 0.5 6 11.74%
419 No No 0.02 6 2 0.3 1.2 10 2 0.00%
420 No No 0.02 6 2 0.3 1.2 10 6 0.00%
421 No No 0.02 6 2 0.3 4 0.5 2 13.02%
422 No No 0.02 6 2 0.3 4 0.5 6 19.64%
423 No No 0.02 6 2 0.3 4 10 2 2.30%
424 No No 0.02 6 2 0.3 4 10 6 2.98%
425 No No 0.02 6 2 0.9 1.2 0.5 2 1.08%
426 No No 0.02 6 2 0.9 1.2 0.5 6 1.00%
427 No No 0.02 6 2 0.9 1.2 10 2 1.73%
428 No No 0.02 6 2 0.9 1.2 10 6 1.86%
429 No No 0.02 6 2 0.9 4 0.5 2 1.56%
430 No No 0.02 6 2 0.9 4 0.5 6 1.21%
431 No No 0.02 6 2 0.9 4 10 2 2.01%
432 No No 0.02 6 2 0.9 4 10 6 2.19%
433 No No 0.02 6 6 0.3 1.2 0.5 2 0.00%
434 No No 0.02 6 6 0.3 1.2 0.5 6 15.91%
435 No No 0.02 6 6 0.3 1.2 10 2 0.00%
436 No No 0.02 6 6 0.3 1.2 10 6 0.00%
437 No No 0.02 6 6 0.3 4 0.5 2 14.90%
438 No No 0.02 6 6 0.3 4 0.5 6 22.56%
439 No No 0.02 6 6 0.3 4 10 2 0.00%
440 No No 0.02 6 6 0.3 4 10 6 0.93%
441 No No 0.02 6 6 0.9 1.2 0.5 2 0.61%
442 No No 0.02 6 6 0.9 1.2 0.5 6 1.81%
443 No No 0.02 6 6 0.9 1.2 10 2 0.00%

139



Chapter B. Detailed Values for Each Experimental Analysis

444 No No 0.02 6 6 0.9 1.2 10 6 0.00%
445 No No 0.02 6 6 0.9 4 0.5 2 1.35%
446 No No 0.02 6 6 0.9 4 0.5 6 1.79%
447 No No 0.02 6 6 0.9 4 10 2 0.00%
448 No No 0.02 6 6 0.9 4 10 6 0.00%
449 No No 0.1 2 2 0.3 1.2 0.5 2 14.75%
450 No No 0.1 2 2 0.3 1.2 0.5 6 20.28%
451 No No 0.1 2 2 0.3 1.2 10 2 5.95%
452 No No 0.1 2 2 0.3 1.2 10 6 9.90%
453 No No 0.1 2 2 0.3 4 0.5 2 22.93%
454 No No 0.1 2 2 0.3 4 0.5 6 31.30%
455 No No 0.1 2 2 0.3 4 10 2 11.45%
456 No No 0.1 2 2 0.3 4 10 6 11.28%
457 No No 0.1 2 2 0.9 1.2 0.5 2 4.42%
458 No No 0.1 2 2 0.9 1.2 0.5 6 9.05%
459 No No 0.1 2 2 0.9 1.2 10 2 0.00%
460 No No 0.1 2 2 0.9 1.2 10 6 2.07%
461 No No 0.1 2 2 0.9 4 0.5 2 7.50%
462 No No 0.1 2 2 0.9 4 0.5 6 12.35%
463 No No 0.1 2 2 0.9 4 10 2 4.50%
464 No No 0.1 2 2 0.9 4 10 6 7.00%
465 No No 0.1 2 6 0.3 1.2 0.5 2 12.52%
466 No No 0.1 2 6 0.3 1.2 0.5 6 18.55%
467 No No 0.1 2 6 0.3 1.2 10 2 4.39%
468 No No 0.1 2 6 0.3 1.2 10 6 8.31%
469 No No 0.1 2 6 0.3 4 0.5 2 20.85%
470 No No 0.1 2 6 0.3 4 0.5 6 28.68%
471 No No 0.1 2 6 0.3 4 10 2 12.21%
472 No No 0.1 2 6 0.3 4 10 6 9.27%
473 No No 0.1 2 6 0.9 1.2 0.5 2 1.92%
474 No No 0.1 2 6 0.9 1.2 0.5 6 9.32%
475 No No 0.1 2 6 0.9 1.2 10 2 0.00%
476 No No 0.1 2 6 0.9 1.2 10 6 0.00%
477 No No 0.1 2 6 0.9 4 0.5 2 5.58%
478 No No 0.1 2 6 0.9 4 0.5 6 7.36%
479 No No 0.1 2 6 0.9 4 10 2 7.05%
480 No No 0.1 2 6 0.9 4 10 6 7.92%
481 No No 0.1 6 2 0.3 1.2 0.5 2 13.86%
482 No No 0.1 6 2 0.3 1.2 0.5 6 21.28%
483 No No 0.1 6 2 0.3 1.2 10 2 5.83%
484 No No 0.1 6 2 0.3 1.2 10 6 11.64%
485 No No 0.1 6 2 0.3 4 0.5 2 19.64%
486 No No 0.1 6 2 0.3 4 0.5 6 30.01%
487 No No 0.1 6 2 0.3 4 10 2 9.56%
488 No No 0.1 6 2 0.3 4 10 6 16.15%
489 No No 0.1 6 2 0.9 1.2 0.5 2 3.31%
490 No No 0.1 6 2 0.9 1.2 0.5 6 5.95%
491 No No 0.1 6 2 0.9 1.2 10 2 0.00%
492 No No 0.1 6 2 0.9 1.2 10 6 3.15%
493 No No 0.1 6 2 0.9 4 0.5 2 6.48%
494 No No 0.1 6 2 0.9 4 0.5 6 12.12%
495 No No 0.1 6 2 0.9 4 10 2 6.07%
496 No No 0.1 6 2 0.9 4 10 6 7.44%
497 No No 0.1 6 6 0.3 1.2 0.5 2 14.18%
498 No No 0.1 6 6 0.3 1.2 0.5 6 21.70%
499 No No 0.1 6 6 0.3 1.2 10 2 3.53%
500 No No 0.1 6 6 0.3 1.2 10 6 9.67%
501 No No 0.1 6 6 0.3 4 0.5 2 21.79%
502 No No 0.1 6 6 0.3 4 0.5 6 33.68%
503 No No 0.1 6 6 0.3 4 10 2 9.32%
504 No No 0.1 6 6 0.3 4 10 6 12.23%
505 No No 0.1 6 6 0.9 1.2 0.5 2 5.69%
506 No No 0.1 6 6 0.9 1.2 0.5 6 7.28%
507 No No 0.1 6 6 0.9 1.2 10 2 0.00%
508 No No 0.1 6 6 0.9 1.2 10 6 0.00%
509 No No 0.1 6 6 0.9 4 0.5 2 5.14%
510 No No 0.1 6 6 0.9 4 0.5 6 13.10%
511 No No 0.1 6 6 0.9 4 10 2 4.63%
512 No No 0.1 6 6 0.9 4 10 6 7.13%
513 No No 0.06 4 4 0.6 2.6 5.25 4 4.33%
514 Yes Yes 0.06 4 4 0.6 2.6 5.25 4 4.22%
515 No Yes 0.06 4 4 0.6 2.6 5.25 4 4.40%
516 Yes No 0.06 4 4 0.6 2.6 5.25 4 4.11%
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Table B.6: MDP-based model for production lines: sensitivity analysis results, values
displayed in Figure 4.6.

Experiment Nr. Configuration wh [kW] EN Saving [%]
1 WORST 0.5 0.50%
2 WORST 1 0.46%
3 WORST 2 0.33%
4 WORST 3 0.22%
5 WORST 4 0.11%
6 WORST 5 0.05%
7 WORST 6 0.00%
8 WORST 7 0.00%
9 WORST 8 0.00%
10 WORST 9 0.00%
11 WORST 10 0.00%
12 MEDIUM -1 0.5 8.55%
13 MEDIUM - 1 1 7.99%
14 MEDIUM - 1 2 7.55%
15 MEDIUM - 1 3 7.25%
16 MEDIUM - 1 4 5.86%
17 MEDIUM - 1 5 5.01%
18 MEDIUM - 1 6 4.55%
19 MEDIUM - 1 7 4.02%
20 MEDIUM - 1 8 3.55%
21 MEDIUM - 1 9 2.88%
22 MEDIUM - 1 10 1.21%
23 MEDIUM - 2 0.5 18.88%
24 MEDIUM - 2 1 17.77%
25 MEDIUM - 2 2 17.33%
26 MEDIUM - 2 3 16.88%
27 MEDIUM - 2 4 13.44%
28 MEDIUM - 2 5 12.21%
29 MEDIUM - 2 6 10.55%
30 MEDIUM - 2 7 9.66%
31 MEDIUM - 2 8 8.77%
32 MEDIUM - 2 9 6.31%
33 MEDIUM - 2 10 4.33%
34 BEST 0.5 31.30%
35 BEST 1 30.44%
36 BEST 2 30.00%
37 BEST 3 29.55%
38 BEST 4 25.55%
39 BEST 5 22.88%
40 BEST 6 19.77%
41 BEST 7 15.66%
42 BEST 8 13.88%
43 BEST 9 12.55%
44 BEST 10 11.28%

Experiment Nr. Configuration PCR EN Saving [%]
45 WORST 1.2 0.00%
46 WORST 2 0.00%
47 WORST 2.5 0.00%
48 WORST 3 0.00%
49 WORST 3.5 0.00%
50 WORST 4 0.00%
51 MEDIUM - 1 1.2 0.11%
52 MEDIUM - 1 2 0.44%
53 MEDIUM - 1 2.5 1.22%
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54 MEDIUM - 1 3 2.33%
55 MEDIUM - 1 3.5 3.55%
56 MEDIUM - 1 4 4.33%
57 MEDIUM - 2 1.2 5.85%
58 MEDIUM - 2 2 6.66%
59 MEDIUM - 2 2.5 7.01%
60 MEDIUM - 2 3 8.99%
61 MEDIUM - 2 3.5 9.55%
62 MEDIUM - 2 4 10.44%
63 BEST 1.2 20.28%
64 BEST 2 21.55%
65 BEST 2.5 23.66%
66 BEST 3 26.66%
67 BEST 3.5 28.66%
68 BEST 4 31.30%

Experiment Nr. Configuration δ EN Saving [%]
69 WORST 0.02 0.00%
70 WORST 0.02 0.00%
71 WORST 0.03 0.00%
72 WORST 0.03 0.00%
73 WORST 0.05 0.00%
74 WORST 0.10 0.00%
75 MEDIUM - 1 0.02 0.00%
76 MEDIUM - 1 0.02 0.22%
77 MEDIUM - 1 0.03 1.55%
78 MEDIUM - 1 0.03 3.33%
79 MEDIUM - 1 0.05 4.55%
80 MEDIUM - 1 0.10 7.88%
81 MEDIUM - 2 0.02 0.00%
82 MEDIUM - 2 0.02 1.22%
83 MEDIUM - 2 0.03 4.55%
84 MEDIUM - 2 0.03 6.77%
85 MEDIUM - 2 0.05 9.66%
86 MEDIUM - 2 0.10 13.55%
87 BEST 0.02 12.11%
88 BEST 0.02 18.72%
89 BEST 0.03 21.33%
90 BEST 0.03 23.44%
91 BEST 0.05 27.66%
92 BEST 0.10 31.30%

Experiment Nr. Configuration K EN Saving [%]
93 WORST 2 0.00%
94 WORST 3 0.00%
95 WORST 4 0.00%
96 WORST 5 0.00%
97 WORST 6 0.00%
98 WORST 7 0.00%
99 WORST 8 0.00%

100 WORST 9 0.00%
101 WORST 10 0.00%
102 MEDIUM - 1 2 1.33%
103 MEDIUM - 1 3 2.44%
104 MEDIUM - 1 4 5.86%
105 MEDIUM - 1 5 6.66%
106 MEDIUM - 1 6 7.77%
107 MEDIUM - 1 7 8.01%
108 MEDIUM - 1 8 9.02%
109 MEDIUM - 1 9 10.11%
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110 MEDIUM - 1 10 11.12%
111 MEDIUM - 2 2 10.44%
112 MEDIUM - 2 3 13.33%
113 MEDIUM - 2 4 17.77%
114 MEDIUM - 2 5 18.55%
115 MEDIUM - 2 6 19.33%
116 MEDIUM - 2 7 21.22%
117 MEDIUM - 2 8 22.33%
118 MEDIUM - 2 9 25.55%
119 MEDIUM - 2 10 26.66%
120 BEST 2 22.93%
121 BEST 3 24.33%
122 BEST 4 25.66%
123 BEST 5 28.66%
124 BEST 6 31.30%
125 BEST 7 33.00%
126 BEST 8 34.55%
127 BEST 9 35.55%
128 BEST 10 36.55%

B.3 Detailed Results for Chapter 5

Table B.7: RL-based model for single workstations: comparison of different agents.
Values displayed in Figure 5.3.

Agent φ TH Loss [%] EN Saving [%]
Tensorforce - General 0.00 100.00% ± 0.00% 100.00% ± 0.00%
Tensorforce - General 0.50 58.19% ± 0.58% 63.25% ± 0.63%
Tensorforce - General 0.75 12.51% ± 0.13% 24.94% ± 0.25%
Tensorforce - General 0.90 3.28% ± 0.03% 12.79% ± 0.13%
Tensorforce - General 0.95 1.67% ± 0.02% 7.79% ± 0.08%
Tensorforce - General 1.00 0.00% ± 0.00% 0.00% ± 0.00%

PPO 0.00 100.00% ± 0.00% 100.00% ± 0.00%
PPO 0.50 72.98% ± 0.73% 71.24% ± 0.71%
PPO 0.75 17.06% ± 0.17% 17.11% ± 0.17%
PPO 0.90 4.21% ± 0.04% 8.81% ± 0.09%
PPO 0.95 2.34% ± 0.02% 9.35% ± 0.09%
PPO 1.00 0.00% ± 0.00% 0.00% ± 0.00%

TRPO 0.00 100.00% ± 0.00% 100.00% ± 0.00%
TRPO 0.50 83.01% ± 0.83% 82.02% ± 0.82%
TRPO 0.75 26.62% ± 0.27% 24.39% ± 0.24%
TRPO 0.90 13.58% ± 0.14% 11.98% ± 0.12%
TRPO 0.95 4.62% ± 0.05% 9.08% ± 0.09%
TRPO 1.00 0.00% ± 0.00% 0.00% ± 0.00%
DQN 0.00 100.00% ± 0.00% 100.00% ± 0.00%
DQN 0.50 62.81% ± 0.63% 70.31% ± 0.70%
DQN 0.75 21.81% ± 0.22% 36.96% ± 0.37%
DQN 0.90 8.83% ± 0.09% 26.11% ± 0.26%
DQN 0.95 1.27% ± 0.05% 7.00% ± 0.07%
DQN 1.00 0.00% ± 0.00% 0.00% ± 0.00%
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Table B.8: RL-based model for single workstations: comparison of different φ-values.
Values displayed in Figure 5.4.

φ TH Loss [%] EN Saving [%]
0.93 4.82% ± 0.34% 10.87% ± 0.76%
0.94 3.34% ± 0.23% 9.92% ± 0.69%
0.95 1.27% ± 0.05% 7.00% ± 0.07%
0.96 1.27% ± 0.09% 7.62% ± 0.12%
0.97 1.20% ± 0.05% 7.72% ± 0.10%
0.98 0.54% ± 0.04% 2.72% ± 0.19%
0.99 0.40% ± 0.03% 2.46% ± 0.01%

1 0.00% ± 0.00% 0.00% ± 0.00%

Table B.9: RL-based model for single workstations: 2k factorial analysis results. Val-
ues displayed in Figure 5.7.

Experiment Nr. δ c ρ PCR K EN Saving [%] TH Loss [%]
1 0.100 4 0.75 1.2 5 7.23% ± 0.11% 3.52% ± 0.05%
2 0.016 4 0.75 1.2 5 5.64% ± 0.08% 1.76% ± 0.03%
3 0.100 8 0.75 1.2 5 6.96% ± 0.10% 2.07% ± 0.03%
4 0.016 8 0.75 1.2 5 4.75% ± 0.07% 1.04% ± 0.02%
5 0.100 4 0.95 1.2 5 4.65% ± 0.07% 2.54% ± 0.04%
6 0.016 4 0.95 1.2 5 5.62% ± 0.08% 1.53% ± 0.02%
7 0.100 8 0.95 1.2 5 4.58% ± 0.07% 2.62% ± 0.04%
8 0.016 8 0.95 1.2 5 5.04% ± 0.08% 0.75% ± 0.01%
9 0.100 4 0.75 4 5 9.43% ± 0.14% 3.17% ± 0.05%
10 0.016 4 0.75 4 5 7.31% ± 0.11% 2.46% ± 0.04%
11 0.100 8 0.75 4 5 8.28% ± 0.12% 2.07% ± 0.03%
12 0.016 8 0.75 4 5 7.64% ± 0.11% 1.74% ± 0.03%
13 0.100 4 0.95 4 5 8.83% ± 0.13% 1.90% ± 0.03%
14 0.016 4 0.95 4 5 8.76% ± 0.13% 1.15% ± 0.02%
15 0.100 8 0.95 4 5 9.79% ± 0.15% 1.87% ± 0.03%
16 0.016 8 0.95 4 5 9.85% ± 0.15% 0.75% ± 0.01%
17 0.100 4 0.75 1.2 20 9.03% ± 0.14% 1.67% ± 0.03%
18 0.016 4 0.75 1.2 20 7.16% ± 0.11% 3.36% ± 0.05%
19 0.100 8 0.75 1.2 20 7.38% ± 0.11% 1.68% ± 0.03%
20 0.016 8 0.75 1.2 20 7.06% ± 0.11% 2.68% ± 0.04%
21 0.100 4 0.95 1.2 20 5.29% ± 0.08% 1.03% ± 0.02%
22 0.016 4 0.95 1.2 20 5.57% ± 0.08% 1.03% ± 0.02%
23 0.100 8 0.95 1.2 20 6.32% ± 0.09% 1.37% ± 0.02%
24 0.016 8 0.95 1.2 20 6.19% ± 0.09% 0.68% ± 0.01%
25 0.100 4 0.75 4 20 9.21% ± 0.14% 2.01% ± 0.03%
26 0.016 4 0.75 4 20 8.61% ± 0.13% 1.34% ± 0.02%
27 0.100 8 0.75 4 20 8.96% ± 0.13% 1.01% ± 0.02%
28 0.016 8 0.75 4 20 8.89% ± 0.13% 1.34% ± 0.02%
29 0.100 4 0.95 4 20 7.70% ± 0.12% 1.03% ± 0.02%
30 0.016 4 0.95 4 20 7.94% ± 0.12% 2.75% ± 0.04%
31 0.100 8 0.95 4 20 9.65% ± 0.14% 3.08% ± 0.05%
32 0.016 8 0.95 4 20 8.65% ± 0.13% 3.42% ± 0.05%
33 0.058 6 0.85 2.6 12 7.44% ± 0.11% 1.90% ± 0.03%

B.4 Detailed Results for Chapter 6
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Table B.10: RL-based model for production lines: comparison of different agents.
Values displayed in Figure 6.4.

φ Agent TH Loss [%] EN Saving [%]
0.95 Tensorforce - General 4.93% ± 0.35% 6.51% ± 0.46%
0.97 Tensorforce - General 1.83% ± 0.18% 5.52% ± 0.55%

1 Tensorforce - General 0.00% ± 0.00% 0.00% ± 0.00%
0.90 PPO 8.59% ± 0.40% 12.88% ± 0.40%
0.95 PPO 4.08% ± 0.29% 9.02% ± 0.40%
0.97 PPO 1.27% ± 0.20% 6.51% ± 0.33%

1 PPO 0.00% ± 0.00% 0.00% ± 0.00%
0.90 TRPO 10.99% ± 0.77% 6.73% ± 0.40%
0.95 TRPO 5.63% ± 0.39% 5.34% ± 0.37%
0.97 TRPO 5.49% ± 0.55% 3.53% ± 0.33%

1 TRPO 0.00% ± 0.00% 0.00% ± 0.00%
0.90 DQN 9.15% ± 0.64% 6.73% ± 0.40%
0.95 DQN 4.93% ± 0.35% 5.34% ± 0.37%
0.97 DQN 2.11% ± 0.21% 3.53% ± 0.33%

1 DQN 0.00% ± 0.00% 0.00% ± 0.00%

Table B.11: RL-based model for production lines: comparison of different φ-values.
Values displayed in Figure 6.5.

φ TH Loss [%] EN Saving [%]
0.95 4.08% ± 0.29% 9.02% ± 0.40%
0.96 3.52% ± 0.43% 8.89% ± 0.55%
0.97 1.27% ± 0.20% 6.51% ± 0.33%
0.98 0.85% ± 0.10% 5.79% ± 0.44%
0.99 0.70% ± 0.10% 2.91% ± 0.55%

1 0.00% ± 0.00% 0.00% ± 0.00%

Table B.12: Multiple RL agents for production lines: comparison of different φ-values.
Values displayed in Figure 6.9.

φ TH Loss [%] EN Saving [%]
0.95 11.13% ± 0.39% 16.24% ± 0.57%
0.96 10.28% ± 0.36% 14.67% ± 0.51%
0.97 8.87% ± 0.31% 14.53% ± 0.51%
0.98 4.51% ± 0.16% 9.18% ± 0.32%
0.99 2.11% ± 0.07% 4.91% ± 0.17%

1 0.00% ± 0.00% 0.00% ± 0.00%

Table B.13: RL-based model for production lines: results for the 5-stages experiments.
Values displayed in Figure 6.7.

Experiment Nr. Stage Sequence TH Loss [%] EN Saving [%]
1 B-C-B-C-A 2.59% ± 0.08% 7.95% ± 0.14%
2 B-B-B-B-A 2.46% ± 0.07% 6.68% ± 0.12%
3 C-B-A-B-C 1.67% ± 0.05% 5.66% ± 0.10%

145



Chapter B. Detailed Values for Each Experimental Analysis

4 A-C-C-C-B 1.72% ± 0.05% 5.28% ± 0.09%
5 B-A-C-B-B 2.16% ± 0.06% 5.43% ± 0.10%
6 A-C-C-C-C 2.59% ± 0.08% 4.81% ± 0.08%
7 A-C-B-A-A 2.59% ± 0.08% 6.28% ± 0.11%
8 A-A-A-C-B 2.93% ± 0.09% 6.56% ± 0.11%
9 C-C-A-A-A 1.68% ± 0.05% 5.18% ± 0.09%

10 A-B-A-C-A 1.90% ± 0.06% 4.92% ± 0.09%
11 C-A-A-B-B 1.67% ± 0.05% 4.55% ± 0.08%
12 B-A-C-A-A 1.29% ± 0.04% 5.41% ± 0.09%
13 A-B-A-B-B 2.10% ± 0.06% 6.91% ± 0.12%
14 C-B-B-A-B 2.08% ± 0.06% 7.28% ± 0.13%
15 C-C-C-A-A 2.69% ± 0.08% 5.28% ± 0.09%
16 C-A-B-B-B 2.50% ± 0.08% 5.38% ± 0.09%
17 A-A-B-B-C 2.75% ± 0.08% 4.48% ± 0.08%
18 A-B-C-C-A 2.76% ± 0.08% 4.09% ± 0.07%
19 C-B-B-A-B 1.67% ± 0.05% 6.47% ± 0.11%
20 B-C-B-A-C 2.59% ± 0.08% 4.18% ± 0.07%
21 B-A-C-A-C 3.45% ± 0.10% 5.25% ± 0.09%
22 C-A-B-A-C 1.25% ± 0.04% 3.94% ± 0.07%
23 B-B-B-C-A 1.29% ± 0.04% 6.64% ± 0.12%
24 C-A-C-B-B 1.71% ± 0.05% 4.17% ± 0.07%
25 B-A-A-A-C 0.83% ± 0.03% 3.59% ± 0.06%

Table B.14: RL-based model for production lines: results for the 15-stages experi-
ments. Values displayed in Figure 6.8.

Experiment Nr. Stage Sequence TH Loss [%] EN Saving [%]
1 B-C-B-C-A 2.59% ± 0.08% 7.95% ± 0.14%
2 B-B-B-B-A 2.46% ± 0.07% 6.68% ± 0.12%
3 C-B-A-B-C 1.67% ± 0.05% 5.66% ± 0.10%
4 A-C-C-C-B 1.72% ± 0.05% 5.28% ± 0.09%
5 B-A-C-B-B 2.16% ± 0.06% 5.43% ± 0.10%
6 A-C-C-C-C 2.59% ± 0.08% 4.81% ± 0.08%
7 A-C-B-A-A 2.59% ± 0.08% 6.28% ± 0.11%
8 A-A-A-C-B 2.93% ± 0.09% 6.56% ± 0.11%
9 C-C-A-A-A 1.68% ± 0.05% 5.18% ± 0.09%

10 A-B-A-C-A 1.90% ± 0.06% 4.92% ± 0.09%
11 C-A-A-B-B 1.67% ± 0.05% 4.55% ± 0.08%
12 B-A-C-A-A 1.29% ± 0.04% 5.41% ± 0.09%
13 A-B-A-B-B 2.10% ± 0.06% 6.91% ± 0.12%
14 C-B-B-A-B 2.08% ± 0.06% 7.28% ± 0.13%
15 C-C-C-A-A 2.69% ± 0.08% 5.28% ± 0.09%
16 C-A-B-B-B 2.50% ± 0.08% 5.38% ± 0.09%
17 A-A-B-B-C 2.75% ± 0.08% 4.48% ± 0.08%
18 A-B-C-C-A 2.76% ± 0.08% 4.09% ± 0.07%
19 C-B-B-A-B 1.67% ± 0.05% 6.47% ± 0.11%
20 B-C-B-A-C 2.59% ± 0.08% 4.18% ± 0.07%
21 B-A-C-A-C 3.45% ± 0.10% 5.25% ± 0.09%
22 C-A-B-A-C 1.25% ± 0.04% 3.94% ± 0.07%
23 B-B-B-C-A 1.29% ± 0.04% 6.64% ± 0.12%
24 C-A-C-B-B 1.71% ± 0.05% 4.17% ± 0.07%
25 B-A-A-A-C 0.83% ± 0.03% 3.59% ± 0.06%
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