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Abstract

The Self-Diagnosis application, which use the chatbot system to help people check symptom 
are more widely used in recent years. While they promise faster, more convenient and 
accurate, little is known about how their inner algorithm works and what are the differences 
between different diagnostic paths for lay users, especially when they give unfaithful outputs. 
According to the user review on Google Play Store, negative reviews about the output account 
for not a small proportion of diagnosis applications, and through the subsequent experiments, 
the different decision-making paths can result in totally different outputs even with the same 
input. Therefore, there is a keen need to interpret the diagnostic process and build an 
explanation path for lay users or relevant stakeholders to help them understand how this kind 
of algorithm takes high-stake decisions in people’s daily life.

The user reviews of the top 3 downloads diagnosis applications on Google Play Store are 
collected in this project, intending to define the most common pain point of symptom and 
disease from the user’s perspective, and then use these symptoms as cases to build a 
visualization method to disclose how decision-making model works and show the comparison 
of different diagnostic paths in an understandable way.

Key word: Self-Diagnosis Application; AI chatbot; Decision making path; Question-answering 
system; Visualization model;
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1. Introduction

With the rapidly growing of Artificial Intelligence and machine learning technologies, using 
smart applications to help people make some important decisions is more and more common 
in our daily life, such as diagnostic applications for symptom checking. Although the digital 
diagnosis provides users with a fast, low-cost and highly portable health assessment through 
smart algorithms, there is still s a wide gap between the lay user's elementary knowledge and 
those sophisticated machine learning models.
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1.1 Diagnosis Applications

In recent years, the development of the artificial intelligence industry results in the rise of 
advanced digital medical and health platforms, and seeking health information or help on the 
internet becomes more and more common in people’s daily life. Until 2019, there are over 
100,000 mobile phone software applications1 have been designed for the medical and health 
field, including diagnosis, monitoring, providing information and so on according to the function. 
Among those categories, diagnosis application constitutes a major part and it has more than 
200,000 downloads and over 100,000 user reviews on both Google Play store and App store. 

Digital diagnosis provides users with a fast, low-cost and highly portable health assessment 
through complicated and complex algorithms, which usually is an AI Chatbot system. The AI 
Chatbot applied in diagnosis applications contains various machine learning models, including 
natural language processing and deep learning, which finally presents as a question-answering 
system for the user. They input the key word of their symptoms, and then the system will 
give possible causes of the symptom after a series of question and answer paths. Although 
sophisticated computer science allowed the digital diagnosis faster, smarter, more convenient 
and bigger database, the potential of negative consequences still exist such as inaccurate 
diagnosis and inappropriate treatment. Moreover, little is known about the inner work of this 
kind of application, since its final user is general public rather than medical experts and no 
adequate professional information is provided for them.Thus, we cannot deny that there is 
potential risk for lay users when they are excluded from relevant knowledge. For instance, an 
elderly person who without any medical knowledge wants to seek some information for his 
mild headache online, and the diagnosis application tells him that he may get cancer after 
asking a few simple questions. Leave aside if the result is unfaithful or not, just the mysterious 
algorithm procedure can make him panic-stricken, which seems like totally a black box for 
him. Unfortunately, this kind of case happens hundreds of times based on the user reviews on 
Google Play Store and App Store.

1　Jutel, Annemarie & Lupton, Deborah. (2015). Digitizing diagnosis: a review of mobile applications in the diagnostic process. Diagnosis. 2. 
10.1515/dx-2014-0068. 
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1.2 AI Chatbot used for healthcare

Chatbot is a kind of smart software tool used for online conversation between computer/mobile 
phone and human via text or text-to-speech. This kind of dialog system applied in various fields 
including e-commerce, education, finance, healthcare and so on, which is always equipped with 
various complicated algorithms such as natural language processing, dialogue management 
and database management. 

AI chatbot has been widely used for the healthcare field in recent years like doctor 
appointment, medicine reminders, mental healthcare counseling and symptom checker. A 
study suggested that physicians in the United States believed that chatbots would be most 
beneficial for scheduling doctor appointments, locating health clinics, or providing medication 
information1. On the one hand, healthcare is seeing big cost savings with the adoption of 
chatbots. Annual cost savings are estimated to reach $3.6 billion globally by 2022, up from 
an estimated $2.8 million in 20172. On the other hand, AI in the health field designed for the 
lay user is helping them take medium and high-stake decisions in their daily life, which is 
not a small risk for people although it promises reliability and smartness. For instance, some 
people who are not available or inconvenient to see a doctor, they will choose to use diagnosis 
applications to check their symptoms. In general, there are several procedures when chatbot 
works, the first step is the input from the user, and analyze the user's request through the key 
words of input, and then identify the intent and entities, and the last step is composing a reply. 
As for chatbots of diagnosis applications, the whole procedure is much more linear and goal-
directed. First, users input the symptoms they are experiencing and select the best fit from 
application. Then, the chatbot will ask them a few more questions about the symptom, and 
most question-answering type is choice question including single choice question and multiple 
choice question. After gathering enough details, the chatbot will provide users with information 
about conditions, and even medication suggestions. However, the implementation of AI 
chatbots used for healthcare field is still a developing area with high risk because of the limited 
database and irregular language processing, especially when it is related to some complicated 
diseases such as cancer and syndrome.

1　Palanica, Adam; Flaschner, Peter; Thommandram, Anirudh; Li, Michael; Fossat, Yan (January 3, 2019). "Physicians' Perceptions of 
Chatbots in Health Care: Cross-Sectional Web-Based Survey". Journal of Medical Internet Research. 21(4): e12887. doi:10.2196/12887. PMC 
6473203. PMID 30950796.

2　Swapnil. Dambe. Chatbots for healthcare. Retrieved from https://www.engati.com/chatbots-for-healthcare
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1.3 Why is interpretation needed?

With the rapid development of computer technology and it’s popularization to the public, there 
is growing demand among building plain access between professional experts and lay users 
who are influenced by these technologies. Until now, there are abundant AI-based medical 
visualization systems for various usages like 3D medical imaging for breast cancer detection, 
which allows radiologists to capture images from multiple angles and depths, and 3D computed 
tomography angiography for mapping vascular anomalies, in which doctors can visualize 
arterial and venous vessels. In other computer science fields, visualization for interpreting 
machine learning is also experienced and mature. In supervised learning, there is Baobab View 
system1 for interactively visualizing and analysis of decision tree, and in neural network models 
there is directed acyclic graph2 to help understand convolutional neural networks, which is a 
node-link visualization and the color, shape and symbol can represent different elements of the 
network. For image classifiers, experts use gradient maps to help them label the factors that 
have influence on prediction. Due to the complexity of machine learning models, visualization 
or explanation of artificial intelligence enable people to reveal the inner work of operations that 
how a given input turns to a certain output and further develop the performance of sophisticated 
models.

However, most of these visualizations in the computer science field are developed for experts 
to better understand machine learning models, rather than for lay users. There is still a big gap 
between the operation of algorithms and stakeholders’ understanding of related professional 
knowledge, which can result in severe consequences affecting ordinary people even give 
rise to ethical problems in society. Obviously, effective visualizations provide new insights 
for computer engineers and make machine learning in the healthcare field meaningful for 
clinicians, but the patients are also part of the user or stakeholder, even the most affected one, 
and they should not be excluded from the so-called mystic “black box” which they have the right 
to know. For instance, a patient can fully trust his doctor but it’s hard for him to unconditionally 
believe an untouchable AI, which is unfamiliar and never explains to him the diagnosis process 
and result.
 
So far we cannot find many visualizations in the healthcare field, especially the AI symptom 
checker targeted at lay users, so there is a keen need to build a bridge between obscure 
algorithms and normal people. Aside from those professional computer science images, 
interpreting machine learning models can have many other aspects, while a complicated 
algorithm is hard to build explanation path, we still can find some effective ways to translate it 
to understandable visualizations that people who don’t have any computer related knowledge 
can even understand without boundaries, because the lay user should be allowed to know how 
this kind of algorithm works and takes high-stake decision in their daily life. As a communication 
designer, the visualization from communication and design perspective can provide helpful 
insights and methods to translate the complicated machine learning models in understandable 
ways, which can give lay users the full view of how it works and highlight the comparison of 
different decision making paths.

1　S. Stumpf, V. Rajaram, L. Li, W.-K. Wong, M. Burnett, T. Dietterich, E. Sullivan, and J. Herlocker. Interacting meaningfully with machine 
learning systems: Three experiments. International Journal of Human- Computer Studies, 67(8):639-662, 2009. 

2　A. W. Harley. An interactive node-link visualization of convolutional neural networks. In Int. Symp. on Visual Computing, pp.867-877. 
Springer, 2015.
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2. Methods and experiments

In the whole process of determining the experimental methods and doing experiments, the 
research is based on the data and the findings after data collection and analysis. All the data 
is from the user reviews of Google Play Store, and in the process of data collection, these 
user reviews are screened and sorted out according to the research needs. Subsequently, the 
experiment of this project is conducted according to the results of data analysis, which are the 
seven chosen symptoms of pain and top three downloaded applications on Google Play Store. 
After selecting the symptoms, they are tested in three different applications by controlling 
variables, and then the whole process and results of the experiments will be contrastively 
analyzed and visualized.

The main research question is how to collect and classify the user review to define the most 
mentioned pain point about symptoms of the user? how to map and visualize the decision 
making path of specific symptoms in Self-Diagnosis Apps?  In order to bring experiments 
in three carefully selected  applications into correspondence with the same standard, in the 
following the methods of choosing and controlling parameters will be presented detailedly. 

One thing needs to be emphasized here is that this experiment didn’t contain all the symptoms 
of each application, and those parameters in the experiment could also be changed according 
to different profiles or users. The main aim of the experiment is to provide a visualization 
method to explore how decision making model works and disclose the behavior or surface of 
the question-answering system of AI Chatbot applied in different applications, which can enable 
users to have general idea of how chatbot algorithm works in understandable way and make 
them be aware of what is behind the unfaithful outputs.
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2.1 Data source

There are more than 1,000 diagnosis applications in both Google Play Store and App Store if 
you search the key word of ‘symptom checker’, and the user reviews of some diagnosis apps 
are more than 50,000 such as Ada health and WebMD(Figure.1). Although most of those 
applications have a high score over 4.5, there are still a large number of negative comments 
about the unfaithful or inaccurate diagnosis results. Those negative comments are from various 
aspects, which could be classified as registration problem, update and subscription problem, 
limited options of symptom and unfaithful outputs. Among these classifications, the unfaithful 
output accounts for not a small amount and it includes “inaccurate results”, “extreme results”, 
“fail to recognize” and so on. Even the application with the highest score like Ada health has 
more than 5,000 one-star negative user reviews, so we cannot deny that this kind of self-
diagnosis applications who promise smarter and more precise still have unfaithful diagnoses 
which can lead to serious influence on their lay users.

Figure.1  The score of Ada health in Google Play Store and App Store   
               The score of WebMD in Google Play Store and App Store

This finding from the user reviews generated three research questions: what disease or 
symptom has the highest error rate from the user’s perspective and they complain about most? 
Why does this kind of application result in inaccurate or unfaithful outputs sometimes? How 
does the algorithm system work to make decisions? With the intentions of researching these 
meaningful questions, two experimental tests have been carried out, which help to provide 
research evidence and guidance for the following data collection and experiments procedure. 
The input or the symptom of the tests respectively are “cough” and “blurred vision”, and then 
these two inputs are tested in three different applications. In the process of test, to simulate a 
real scenario, the profile background and testing environment are the same for different inputs 
and apps:
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• Profile Background: 25-year-old, female; around 1 week duration; without other medical 
histories

• Environment: i phone 8; App version: Ada health - 4.2.0,  WebMD - 3.4.0, Healthily - 4.1.3

The three different apps respectively are Ada Health, WebMD and Healthily1 based on the 
number of user reviews on Google Play Store. The parameters of the first test(Figure.2) 
with the input of “cough” are cough, runny nose and sneezing, which are always the same 
in different apps by controlling the answers. For example, in Ada health there is a question 
asking “Do you have the symptom of runny nose”, the answer should be “yes” according to 
the determined parameter, and  if it asks about symptom without mentioning about above-
mentioned parameters, the answer should be “no” or “not sure”. The same procedure and 
routine carried out in other two apps. The parameters of the second test(Figure.3) are blurred 
vision, thirst and tiredness, which should be the symptom of diabetes on the basis of disease 
descriptions page in Ada health website2. For the outputs, the diagnoses of the first test with 
the input of “cough” are almost the same, which are some mild cases like common cold or 
flu. However, the outputs of the second test are vastly different-two apps are cataract and 
another one is diabetes. From the various, it could be acknowledged that although the input 
and parameter are the same, the output from different apps can be totally different and some of 
them must be inaccurate sometimes, especially for those complicated or chronic diseases.

1　https://play.google.com/store/apps/details?id=com.ada.app&hl=en
      https://play.google.com/store/apps/details?id=com.webmd.android&hl=en
      https://play.google.com/store/apps/details?id=md.your&hl=en

2　https://ada.com/conditions/diabetes/

Figure.2  The first experimental test with the input of “cough”

Figure.3  The second experimental test with the input of “blurred vision”
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The experimental tests prove the possibility of inconsistencies, mistakes or error diagnoses 
in diagnostic apps, even those apps who have higher scores in application store, which has 
potential risk for people’s daily life for the reason that the target user of this kind of apps is 
lay user, especially who don’t want or inconvenient to seek advice from professional doctors. 
Hence if they are utterly ignorant of how it works, they cannot build independent justifications 
and critical thinking of those unfaithful outputs. After the experimental tests, the clue of finding 
and collecting data according to the previously mentioned research questions is more clear. 

The aim of data collection is to figure out what are the user complaining about and what is the 
most common pain point of users based on their reviews on application store, and the protocol 
of data collection(Figure.4) includes four steps: 

1. defining the applications
2. collecting user reviews
3. filtering the reviews
4. visualization

8



Figure.4  Protocol of data collection
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• Define apps: In consideration the user of Android System is more extensive than Apple 
iOS System, so the Google Play Store is chosen as the appropriate platform to collect 
user reviews. Since there are more than 1,000 diagnosis apps in each platform and it’s 
impossible to browse through all user reviews, the standard of numbers of reviews can 
help filter the apps. Therefore, the first step of data collection is to input the query of “check 
symptom” in Google Play Store and choose the top three apps based on the ranking of the 
user review numbers, which respectively are Ada health, WebMD and Healthily.

• Collect reviews: The aim of data collection is to define what is the user complaining about 
most, which is rooted in their negative comments, so the collected reviews are all from one 
to four-star reviews, except five-star reviews. 

• Filtrate the review: There are around 10,000 negative comments from 1-4 star user reviews, 
and those negative comments can be classified into various types, such as registration 
problem, update and subscription problem, limited options of symptom and unfaithful 
outputs. Since the research question is focusing on the user’s common pain point from 
those unfaithful or inaccurate outputs, in this step only those negative comments mentioned 
about symptoms or disease can be collected into the database. For example, a user review 
said: “it repeatedly asks me about chest pain and pain in knees, but it gives results about 
arthritis and diabetes, those diseases are not my conditions at all.” In this review, “not my 
conditions at all” means it’s a negative review, and the symptom is “chest pain and pain 
in knees”; the disease is “arthritis and diabetes”. By using this rule, all these negative 
comments can be classified into disease and symptom, and then ranked by their mentioned 
times finally, which is the common pain points that users complain about most.

• Visualization: The reviews are from three different apps, so in order to effectively compare 
their commons and differences, it’s better to use visualization to make the data visible and 
clear to compare. The visualization tool used in this case in Gephi, which can present both 
the mentions by different sizes and the network between the corresponding symptom and 
disease.

The data collection is a heavy workload, but it is the cornerstone of this research and provides 
guidance for the following experiments and final visualizations.

10



2.2 Data Analysis
After collecting and classifying those reviews, arranging reviews by their mentioned times and 
types of disease and symptom can help us understand data and generate useful findings. 
Since the types of disease and symptom are limited, the reviews are arranged manually 
and ranked by mentions orderly. For example, Figure.5 shows the processed data from the 
negative user reviews of WebMD on Google Play Store, and there are more than 60 types 
of symptoms and diseases, but the symptom of “pain” and the disease of “cancer” both have 
13 mentions which are the most mentioned ones so rank the first. As for the classification of 
disease and symptom, different colors represent different types of diseases or symptoms, and 
only the same type of disease or symptom mentioned more than four times will be colored 
because it can be classified into a large category to be compared and analyzed. In this figure, 
all the symptoms with the same key word of “pain” are colored by orange, and all the diseases 
with the key word of “cancer” are colored by bluish violet, which can visually show their big 
proportion in the whole types of diseases and symptoms.

Figure.5  Processed data of the user reviews of WebMD
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Compare the three different apps, WebMD has 67 types of symptoms and 64 types of disease 
in all, in which “pain” is the most mentioned symptom that has 13 mentions and “cancer” is 
the most mentioned disease that also has 13 mentions; Ada health has 44 types of symptoms 
and 61 types of disease in all, in which “fatigue”, “abdomen pain” and “cough" are the most 
mentioned symptoms that all have 3 mentions and “cancer” is the most mentioned disease that 
has 5 mentions; Healthily has 28 types of symptoms and 37 types of disease in all, in which 
“headache”  and “back pain” are the most mentioned symptoms that both have 2 mentions 
and “heart attack” is the most mentioned disease that also has 4 mentions. To compare those 
symptoms and disease in an effective and visible way, a visualization made by Gephi is a 
suitable tool to display those data which can present both the mentions by different sizes and 
the network between the corresponding symptom and disease, which is shown as figure.16.

Figure.6  Symptom and disease from user review

HealthilyAda HealthWebMD

12



WebMD

Ada Health
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Healthily
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In the data visualization (Figure.6), all the diseases and symptoms of three different apps are 
shown in one image in the same size, clearly displaying the comparison of different apps and 
which disease or symptom accounts for the biggest proportion. Since the visualization is to 
define the user’s most pain points, it does not distinguish the symptom or disease by visual 
language, but only highlights the most mentioned key categories by different colors which 
respectively are the category of “pain” and the category of “cancer”, and other less mentioned 
diseases and symptoms are all colored by inconspicuous green. From the visualization, some 
findings can be generated: The disease of cancer has the most mentions in all the apps but 
not shown in many specific cancers; The category of pain is the most mentioned symptom, and 
it also has various detailed description such as back pain and abdomen pain; Some common 
diseases and symptoms also have many mentions, such as sore throat, cough and infection. 

After data arranging and visualizing, the most common pain points of the user are already 
defined which are the category of “pain”, mentioned 35 times in three different apps in total; 
and the category of “cancer”, mentioned 10 times in three different apps in total. The research 
question of “what disease or symptom has the highest error rate from the user’s perspective 
and they complain about most?” is solved, and the next step is carrying out the experiments in 
different apps based on the findings of data visualization to research why diagnosis apps result 
in unfaithful outputs sometimes? And how does the algorithm system work to make decisions? 
In order to conduct the experiments effectively, the experimental object should be selected 
carefully. From the user reviews, cancer and pain are the most mentioned disease and 
symptom, but cancer as a disease, which should be the output of the diagnosis path, is futile 
and difficult to satisfy the research aim. Therefore, the experimental object is targeted at the 
symptom of pain. Since the “pain” is too general and cannot be input in those diagnosis apps, 
the more specific pain should be chosen. Ranked by the mentioned times, there are 33 kinds 
of specific pain in all, and 7 of them are mentioned two or more than 2 times, in which back 
pain is the most mentioned one that has 3 mentions. As a result, the 7 specific symptoms are 
selected as experimental objects, which are: back pain, abdomen pain, leg pain, chest pain, 
knee pain, foot pain and joint pain.
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2.3 Experiments

Following the initial research questions and data visualization, the aim of the experiments 
is to figure out how the algorithms of diagnosis apps work to make decisions and how to 
visualize its decision path for lay users to understand. The experimental objects have been 
defined and the flow path of experiments is carried out on the grounds of previous research. 
The two experimental tests have been done before the data collecting step, which provides 
the guidance and method for next experiments. The referable part from previous experimental 
tests are using the same profile background and controlling the parameters to ensure all the 
elements are the same in different apps, and they are still suitable for the experiments.

The seven specific symptoms and three different apps result in twenty-one total experiments 
and all of them have the same experimental background and follow the same experimental 
procedure, which is constituted by following four steps: Define profile and parameter, input, 
question-answering path, record the path. It should be noted that WebMd does not have the 
diagnostic process and it only provides the user outputs at once when input the symptom, 
so the step of question-answering path and the subsequent data statistical analysis will not 
include this app.

• Define profile and parameter: In order to ensure the outputs are not influenced by the 
experimental process, it is necessary to define the same profile and parameter for all the 
different symptoms and apps. All diagnosis applications will ask the user’s age, gender and 
health background, which is the profile of users. To make the experimental process concise 
and comparable, the profile background is the same for all the seven different symptoms 
and three different apps in the experiments: female, around 30-year-old, no smoker and 
without other medical history. In different apps, the question asking about profile background 
is in different scenes, but no matter where it is, these elements of profile should always be 
the same in different symptoms, like the Figure.7 shows. 

Besides the profile, another parameter needs to be the controlled as the same is the 
relevant symptoms, which are those symptoms mentioned by various kinds of questions 
from the diagnostic path, and once the relevant symptoms of one input are defined, they 
should be always the same in that input tested in different apps. For instance, supposing 
the input is back pain, the relevant symptoms could be lower back pain and worse with 
activities. If the questions from different apps asking about “Do you have lower back pain?” 
or “Is your symptom becoming worse when you are doing activities?”, the answer should 
always be “yes” according to the defined parameters, and the questions mentioned about 
other symptoms such as “Do you have abdomen pain?” should be answered with “no” or “not 
sure”. 

16



Figure.7  Profile and background page
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In the experiments, the parameters of seven different inputs are as following:

Abdomen pain: pain in both sides;
                         worse with activities;

Back pain: lower back pain;
                  menstrual pain;
                  worse with activities;

Chest pain: heavy and tight feeling;
                   worse with activity;
                   feel exhausted;

Foot pain: worse with activity;
                  pain in heel;
                  difficulty walking;

Joint pain: difficult to move joints;
                  stiff joints;
                  feel exhausted;

Knee pain: pain in both sides;
                  pain in outer side of knee;
                  difficult to bend

Leg pain: tender thigh muscles;
                pain in thigh;
                pain in back thigh

In order to avoid the complexity and influence on experimental results, the parameters 
should not be excessive or uncommon, such as some rare symptoms like phenylketonuria, 
which even does not show in some of these diagnosis apps. In the experiments, the 
parameters for each input are not more than 3 elements, and all of them are common 
symptoms such as feeling exhausted and pain being worse with activities. However, one 
important thing needs to be clarified here is that all the profile background and parameters 
in the experiment are not unmodifiable, and they could be changed according to different 
profiles or users based on different needs. Also, this kind of method can be used for other 
similar projects or apps to carry out experiments.

18



• Input: As the data visualization shows, there are 32 kinds of pains and 7 kinds of cancer 
in total, which respectively are the most mentioned symptom and disease from the user 
reviews. Since cancer as a disease should be the output of experiments, it can not be used 
as input even if there are some specific types of cancer. “Pain” is also too general for the 
input, which needs to be more specific, so the defined inputs are: back pain, abdomen pain, 
leg pain, chest pain, knee pain, foot pain and joint pain, that are all the specific symptoms of 
“pain” mentioned more or equal to two times in user reviews. 

These inputs are tested in three apps successively, and the user profile and parameters for 
each input should be the same in different apps. Every input has three different diagnostic 
paths based on three different apps which are Ada health, Healthily and WenMD, and all the 
paths will be compared and analyzed together finally.

• Question-answering path: Question-answering path is the most important and 
complicated part of the diagnostic process for the reason that it is the procedure to ensure 
all the profile background and parameters are the same by controlling the answer, and it is 
also the factor that has the influence on the outputs. When start one experiment in a time, 
the input is same for three apps, and in order to make the outputs are not influenced by the 
different questions in the diagnostic process of different apps, it’s necessary to comply the 
standard, which is the profile background and parameters, by replying the same answers in 
different apps.

In general, the question number is different according to different inputs and apps, and 
the types of questions are also various(Figure,8) such as there are yes-no questions 
and multiple choices questions in the same app, but the key is focusing on the specific 
symptoms or elements mentioned in those questions. For example, when testing the input 
of “foot pain”, there is a multiple choice question in Healthily asking “Do you have any of 
these symptoms?” and the answers include “skin change; pain in heel; pain on the top of 
the forefoot; joints pain”. On the basis of defining profile background and parameter step, 
“pain in heel” is one of the define parameters of “foot pain”, so the chosen answer should 
only be “pain in the heel”. Nonetheless, there are no questions mentioned about “pain in 
heel” in Ada health, so the proper way is choosing the answers of “no” or “not sure” when 
encountering the questions of other irrelevant symptoms to defined parameters.
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Figure.8  Screenshots of questions in Ada health and Healthily

On the whole, most questions in Healthily are multiple choice questions; in Ada health 
most questions are yes-no questions, and WebMd doesn’t have any question-answering 
path. Since the parameters are same for each input, so output can only be influenced by 
the decision making algorithms of different apps, which also conforms to the aim of the 
experiments that how the algorithms of diagnosis apps work to make decisions and why 
their outputs are unfaithful or various, and the answer is from those different question-
answering paths.
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• Record the path: The question-answering path is already completed during the 
experimental process, and in order to better analyze the paths for figuring out the research 
questions in previous, it’s necessary to use an appropriate and effective method to 
record those paths and make them easy to compare and statistically analyze. The whole 
experimental process is a linear flow, and it contains inputs, questions, answers and 
outputs. Figure.9 completely restores the whole process of one input experimented in one 
app, and in this process there are 30 questions and 2 outputs in all.

However, only the linear flow image is difficult to display the numbers and the types of 
question visually, so a form is used to record and manage the diagnostic paths. As Figure.10 
shows, there are seven main columns in the form: App name, input, question, key symptom, 
answer and output. Among them, the key symptom is those specific symptoms mentioned 
by the questions, which is an important factor to influence the outputs of different apps 
because different apps have totally different types of questions and mentioned symptoms on 
account of the difference of algorithm and data base. For example, when testing the input 
of “back pain”, there is a question on Ada health asking “Do you have pain in your tailbone 
area?” but does not show in Healthily, so “tailbone area” is a key symptom for Ada health. 
Also, some symptoms could be the same of different apps, and they are the commonalities 
of those apps. Comparing the question numbers and key symptoms of different apps can 
help us analyze how the algorithms work and why they result in totally different results.

Figure.9  The process of foot pain experimented in Healthily
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The column of answer is recording the answer replying to each question, and it is the step 
to control all the chosen symptoms are the same for different apps with one same input, 
by defining the profile background and parameters as mentioned before. The column of 
output shows that although the input and parameters are the same, the results of different 
apps are almost completely different. With the seven inputs, there are 79 outputs in all after 
experimenting in three different apps, and only 4 of them are the same.

Figure.10  The form recording the process of back pain experimented in Ada health

22



2.4 Data Design Process

To better compare and analyze the diagnostic paths of different apps, it’s necessary to go 
deeper for the data based on the record form because the different key symptoms and outputs 
are not enough for representing the whole decision making process. Since the target of this 
project is lay users who don’t have knowledge about complicated machine learning models 
or algorithms, the analysis should focus more on the behavior and surface or the diagnostic 
process rather than obscure inner programs, which also can demonstrate the algorithms of 
different apps in an effective way. As mentioned above, the most important procedure of the 
diagnostic process is the question-answering path that has a big influence on the outputs. The 
question-answering path contains questions from the applications and answers from the user, 
and the different types and key symptoms of questions from different apps result in various 
outputs, so further classifying and contrastively analyzing the questions can provide a clue to 
why there are different results with the same input. 

Throughout all the questions from three apps, the types of question can be classified into three 
categories: 

• yes-no question
• single choice question 
• multiple choice question

In Ada health, the type of yes-no question accounts for the largest proportion, and in Healthily 
the type of multiple choice question has the largest number, which doesn’t show any in Ada 
health. Besides the types of questions, those questions that are the same from different inputs 
and apps should also be emphasized. For instance, the question “How long has this been 
troubling you” is always asked in Ada health for all the seven inputs, and when experimented 
the “back pain”, the question “Do you have lower back pain” shows in both Ada health and 
Healthily, although the the way of asking is not identical, they both mention about “lower pain”. 
The proportion that those same questions account for in different apps can demonstrate how 
many differences of the apps’ algorithms and database.

On the whole, the types and numbers of questions are different in different apps with the same 
input. For “abdomen pain”, the total question numbers in Ada health is 31 and in Healthily is 
24, and among them there are 9 same questions for both the two apps; for “back pain”, the 
total question numbers in Ada health is 30 and in Healthily is 21, and among them there are 
13 same questions for both the two apps; for “chest pain”, the total question numbers in Ada 
health is 32 and in Healthily is 23, and among them there are 11 same questions for both the 
two apps; for “foot pain”, the total question numbers in Ada health is 25 and in Healthily is 11, 
and among them there are 9 same questions for both the two apps; for “joint pain”, the total 
question numbers in Ada health is 26 and in Healthily is 25, and among them there are 13 
same questions for both the two apps; for “knee pain”, the total question numbers in Ada health 
is 13 and in Healthily is 7, and among them there are 4 same questions for both the two apps; 
for “leg pain”, the total question numbers in Ada health is 18 and in Healthily is 12, and among 
them there are 6 same questions for both the two apps.
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Since the inputs are all about “pain” which is the pivotal symptom to determine a disease, the 
questions mentioned about the key word of pain should also be emphasized, such as questions 
about “lower back pain” from the input of “back pain”. Looking over the questions of different 
inputs and apps, the times they mention about pain are different. For example, the input of 
“back pain” has most questions mentioned about pain in both Ada health and Healthily, which 
respectively are 14 times and 9 times. The questions mentioned about pain with the same input 
in different apps can also demonstrate how the different algorithms work to make decisions. 
On the whole, for “abdomen pain”, the question mentioned about pain in Ada health occurs 
5 times, and in Healthily occurs 7 times; for “back pain”, the question mentioned about pain 
in Ada health occurs 14 times, and in Healthily occurs 8 times; for “chest pain”, the question 
mentioned about pain in Ada health occurs 5 times, and in Healthily occurs 6 times; for “foot 
pain”, the question mentioned about pain in Ada health occurs 6 times, and in Healthily occurs 
5 times; for “joint pain”, the question mentioned about pain in Ada health occurs 4 times, and in 
Healthily occurs 6 times; for “knee pain”, the question mentioned about pain occurs 5 times in 
both Ada health and Healthily; for “leg pain”, the question mentioned about pain in Ada health 
occurs 6 times, and in Healthily occurs 5 times; Except the input of “back pain”, the times that 
questions mentioned pain  of other inputs are very similar which is around five to seven in 
different apps. To better compare those different types of questions and the same questions of 
different apps, Figure.11 visually shows the comparison of three different apps.

Some findings can be generated from the data statistical analysis, the first finding obviously 
is that the same inputs and parameters can result in totally different outputs because of the 
disparate decision making paths. Second, some questions are the same of different apps, but 
most questions including the types and key symptoms mentioned are different from different 
apps and inputs, like Ada health has more yes-no questions and most questions in Healthily 
are multiple choice questions. Another finding is about the output, although the WebMD doesn’t 
show any decision making path, it always gives more outputs than other two apps and some 
outputs are even the same with others. The step of data analysis figures out the research 
questions of how the algorithms of diagnosis apps work to make decisions and why their 
outputs are various sometimes with the same input and parameters, and it also provides the 
basics and methods for the following visualization.
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Figure.11  The comparison of questions of 3 different apps
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2.5 Visualization Methods

The data statistical analysis can explain how different the algorithms from different apps, but 
it is not an effective way to demonstrate for the people. Since the target user of this project 
is lay users and apparently those intricate professional computer science visualizations are 
difficult for them to understand, so the way of visualizing the diagnostic path is supposed to 
be understandable and lucid for common people because they should not be excluded from 
knowing how this kind of algorithm works and takes high-stake decision in their daily life. 
Therefore, as the same with the data analysis step, the visualization will focus more on the 
behavior and surface of those algorithms which are the question-answering path. Through the 
visualization, the aim is to  provide a method to explore how decision making models work and 
disclose the inner work of this kind of algorithm by visualizing the decision making path, and 
the visualization method can also be used for other similar apps and AI chatbot systems except 
the diagnosis apps. 

From the data statistical analysis, we know that the different decision making paths can result 
in diverse outputs even with the same input, so the visualization intends to enables lay users 
to have general idea of how chatbot algorithm works in understandable way and make them 
be aware of what is behind the unfaithful or diverse outputs. As a result, the user can develop 
justification and critical thinking of this kind of algorithm/app by themselves. In order to make 
the visualization not difficult to comprehend for lay users, the perspective from a communication 
designer is essential and effective to be used for translating the decision making process. Also, 
all the paths and outputs are orderly shown in one integrated visualization by the same way, 
that can give lay users the full view of how it works and highlight the comparison of different 
decision making paths.

In the section of experiment, the method of recording data is already introduced and the 
process of the whole diagnostic path is also restored by mind mapping software, which 
completely retains the question-answering path and is the substantial content of visualizations. 
The diagnostic path is a linear flow and with a lot of branches that are the different answers, 
so the alluvial diagram and dendrogram can be used as references for the basic structure of 
visualization. To maintain the readability for lay users, the first step of visualizing is simplifying 
the restored image and extracting the essential elements by visual language. Looking through 
the restored image of experiment in Ada health(Figure.13), it stars from an input which is 
“back pain” in this case, and then made up by a series of questions from the app and answers 
from the user that account for the the largest proportion of the flow, and finally the output is 
generated from the question-answering path. Hence, the questions, the chosen answers 
by users and the connection between them should be highlighted and linked clearly. As the 
simplified version of visualization shows(Figure.13), the black dot represents the questions 
and those green lines mean the answers, in which the line connecting one dot to another is the 
answer chosen by the user. This image can visually show how long the diagnostic path is and 
how the questions and answers generate the outputs step by step. 
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Figure.12  The restored image and simplified visualization of “back pain” in Ada health
(The first image only shows the flow of diagnostic path, so it doesn't need to see the texts clearly )

As I mentioned in the section of data design process, the types of questions and key symptoms 
mentioned by questions of different algorithms are also the essential elements to result in the 
different outputs, so highlighting those various kinds of questions is important to help lay users 
understand what are the differences between the different algorithms of three apps. Besides 
the questions, answers are the step to control the profile and parameters, thus displaying what 
answers are chosen can show how one question is connected to another. For most questions 
the user only needs to choose “yes”, “no”, or “none of them” since the defined parameters are 
limited and the multiple choice questions only occur in one app that is Healthily. In general, 
combined with the data statistical analysis, in visualization the questions can be classified into: 
single choice question, yes-no question, multiple choice question and question mentioned 
about pain, while the answers can be classified into answer with yes and answer with no/none 
of them. As for the outputs, although most outputs are totally different, a few same outputs 
should also be emphasized because it will give a clue of how various those outputs are. In 
order to compare the diagnostic paths of three apps effectively, the visualizations of different 
flows could be put together to enhance the comparison and visual impact, and the curving 
flow is regulated to a straight path with different dots. Since the categories of questions and 
answers are numerous, it’s a smart and efficient way to distinguish by different shapes, sizes 
and colors. For example, the different types of questions are highlighted by the same circle but 
in different colors and the questions mentioned about pain are highlighted by triangles.

All these regulations and elements generate the visualization of diagnostic decision making 
paths together(Figure.13), and this method can also be used for other similar question-
answering systems and apps, such as the AI customer service chatbot in the e-commerce field.
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Figure.13  The decision making path of “back pain” in different apps
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3. Results

Seven inputs about pain have been experimented in three different apps, for a total of 21 
experiments all together. All the experiments are following the same regulations and completed 
the full path, in which the only variables are different inputs and diagnosis apps. The rigorous 
experimental methods and process lead to a comprehensive comparison and analysis that is 
beneficial for preliminary visualization and the visualization also provides a helpful perspective 
to understand better those experiments and results correspondingly. These two procedures 
combined together to enable lay users to have an overview of how diagnostic apps take high-
stake decisions in their daily life and why the diagnoses are inaccurate and diverse sometimes. 
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3.1 Overview of experimental results

To evaluate the 21 experiments comprehensively, there are several aspects that need to 
be considered: input, question-answering path, the characteristic of questions and answers 
,outputs. The inputs  are determined which are the seven types of pain. The question-
answering path mainly refers to the length of diagnostic path, for example, for the same input, 
Ada health always has more questions and longer decision making process while WebMD only 
gives one question every time. Through the analysis in the section of data design process and 
visualization method, the questions of three apps can be be classified into four categories: 
yes-no question, single choice question, multiple choice question and question mentioned 
about pain; while for the answers only the answer with “yes” and the answer with “no/none” 
are emphasized. Throughout all the experiments, the input of “abdomen pain” has the longest 
question-answering path which is 31 questions for Ada health and 25 questions for Healthily in 
total, and Ada health always has more questions than Healthily and WebMD in all the inputs. 
As for the characteristic of questions, most questions in Ada health are yes-no questions, 
while Healthily has most multiple questions and WebMD doesn’t have any diagnostic path. 
Comparing all the questions of two different apps, only less than half of them asked the same 
questions or mentioned the same symptoms, and most questions including the types and 
the mentioned key symptoms are totally different. Also, for different inputs there are different 
numbers of questions mentioned about pain, but always they are not more than half for both 
the two apps.

For the outputs, 79 different outputs are generated by the the seven inputs experimented in 
three apps, and only 4 of them are the same, which are “Gallstones” in the input of “abdomen 
pain”, “Costochondritis” in the input of “chest pain”, “Plantar fasciitis” in the input of “foot 
pain”, and “Iliotibial band syndrome” in the input of “knee pain”. Although WebMD doesn’t 
show any decision making path, it always has more outputs and provides 3 same outputs 
with other apps. This result shows how different these algorithms of diagnostic apps are even 
the same inputs and parameters can lead to totally various outputs. Figure.14 demonstrates 
the general comparison of different diagnostic paths and outputs from the seven inputs. 
Through the experiments, some significant findings can be generated: different diagnostic 
apps produce diverse outputs because of different decision making paths, which is influenced 
by the key symptoms or elements mentioned by questions and the way of asking. Therefore, 
it’s unadvisable for lay users to fully trust one app and algorithm, and if the user wants to gain 
more accurate diagnoses without seeking help from a doctor it’s better to check his symptoms 
in more than one diagnosis apps; another finding is that the diagnoses are not only determined 
by the diagnostic path, for example, WebMD has no question-answering path but it also gives 
diagnoses and some of them even are the same with other apps. Therefore, the diagnostic 
path can only be a reference for the outputs and it doesn’t mean the longer diagnostic path will 
generate the more accurate diagnoses.
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Figure.14  The comparison of the decision making paths and outputs of seven inputs 

The statistical analysis of experiments figures out the research questions of how the 
different inner decision making processes of diagnostic apps work and why they can result 
in diverse outputs sometimes, while the visualization displays the reasons and factors in 
an understandable way by showing the algorithms’ surface and behavior for lay users. The 
experiments and preliminary visualization enables lay users to be aware of what behind those 
unfaithful outputs is different AI chatbot models and databases, thus they can develop their 
own justification and critical thinking of this kind of app and algorithm.
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3.2 Visual analytics in interpretation

With the rapidly growing of Artificial Intelligence and machine learning technologies, there are 
abundant visualizations for complicated algorithms and the user group is gradually expanding 
to normal users, such as Explainable Artificial Intelligence (XAI), which aims to make the 
algorithm and machine learning more understandable to users rather than computer experts. 
In recent years, good progress has been made in XAI and these relevant research can be 
classified by the types of techniques being illuminated like black-box techniques and white-
box techniques1. However, these XAI works are always based on an algorithm-centric view and 
somehow ignore the real needs of lay users, relying on “researcher’ intuition of what constitutes 
a ‘good’ explanation”2. For example, one of the most popular methods to explain a prediction 
machine learning model3 is by listing the features of algorithm data with the highest weights 
contributing to a model’s outputs, which is not clear that whether such an explanation satisfies 
the expert’s needs or builds an understandable path for lay users. 

To make the lay users who don’t have a deep technical understanding of machine learning 
not neglected by researchers from the Artificial Intelligence field, it’s necessary to consider 
the needs from the users and visualize those complicated machine learning models from a 
designer perspective who has the ability of communicating with them. For lay users, they do 
not need to understand deeply the inner work of algorithms such as how to transform the 
natural language input with potential ambiguity into a kind of unambiguous computer internal 
language, and they also do not need to know what are the features of different databases. The 
thing that they are interested in and feel relevant to their daily life is how these models work in 
practical aspects, like the different question-answering paths of diagnostic application, which 
they can actually feel and contact with. Therefore, the visualization will focus on the behavior 
and surface of those machine learning models, which mostly are the question-answering paths 
in diagnostic applications. 

Nevertheless, visualizing the surface and behavior does not mean translating those 
sophisticated algorithms in a superficial way. In diagnostic applications, question-answering 
path contains the basic logic of machine learning models, information of database and data 
generation process, which is the exterior performance of the intricate inner algorithm and it can 
represent the inner work of this system to a large degree. Moreover, focusing on the surface 
can make the complicated machine learning models furthest transparent and understandable 
for lay users and they can compare and analyze different AI chatbot systems even without any 
relevant knowledge. 

1　J. Zhu, A. Liapis, S. Risi, R. Bidarra and G. M. Youngblood, "Explainable AI for Designers: A Human-Centered Perspective on Mixed-
Initiative Co-Creation," 2018 IEEE Conference on Computational Intelligence and Games (CIG), Maastricht, 2018, pp. 1-8, doi: 10.1109/
CIG.2018.8490433.

2　Tim Miller. 2018. Explanation in artificial intelligence: Insights from the social sciences. Artificial Intelligence (2018). 

3　 Riccardo Guidotti, Anna Monreale, Salvatore Ruggieri, Franco Turini, Fosca Giannotti, and Dino Pedreschi. 2019. A survey of methods for 
explaining black box models. ACM computing surveys (CSUR) 51, 5 (2019), 93 
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As I mentioned in the section of visualization methods, the question-answering path is made 
up of questions from the applications and the answers from the user. In general, the questions 
can be classified into: single choice question, yes-no question, multiple choice question and 
question mentioned about pain; while the answers can be classified into answer with yes and 
answer with no/none of them. Hence, the key point is how to interpret these different categories 
of questions and answers in a lucid and visual way. Figure.13 already displayed the method 
of using different colors, shapes and sizes to highlight the different types of question, and 
using lines and dotted lines to represent different types of answer as well as their connection 
with questions, but it was only shown as one single case that is the input of “back pain”. On 
the contrary, figure.14 showed the general view of decision making paths of all inputs and 
applications, but it did not develop the detailed question-answering path. Therefore, to make 
lay users have a overview of all the decision making path of different inputs and applications 
in detail, it’s necessary to put the visualizations of detailed question-answering path of all 
seven inputs together and show them orderly in one image, so that lay users can compare 
and analyze all the paths effectively. In addition, the previous visualizations never mentioned 
the profile background and parameter, which is indispensable for the experiments and can 
give the user a clue of how the experiment is carried out and why choosing the specific 
answer rather than a random one during the question-answering path. Hence, the final 
visualization(Figure.15) should contain all the elements that are useful for lay users as well as 
follow the same visual regulations as the previous images.

Through figure.15, it’s clear for lay users to understand and compare different diagnostic paths 
even if they do not know any computer knowledge, and this method of visualizing complicated 
machine learning models for lay users can also be used for other similar applications or AI 
chatbot systems except the diagnosis apps. By comparing these decision making paths they 
can have a general idea of how this kind of algorithm works and in what way the different paths 
result in totally different output, and finally they can develop their own justifications. 
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Figure.15  Visualization of all diagnostic paths with seven inputs
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3.3 Visualization result

The final visualization contains all the 21 experiments as well as provides an understandable 
perspective of interpreting the sophisticated AI chatbot systems. However, more progress 
needs to be made to let lay users have the opportunity to come into contact with and then have 
a comprehensive understanding of this project. The single visualization is difficult to explain 
clearly the whole process of the project and attract users, so there should be a platform to 
involve all the information in a well structured and concise way. Thinking about the stability and 
convenience, an interactive website could be a suitable choice to present the whole project 
and final visualizations, which is convenient to communicate with lay users and is also easy to 
widely spread.

The website is not only a platform to transmit the project to lay users, but also a tool to make 
all the information and visualizations interactive and attractive. In order to clarify the whole 
process and highlight the most important information of the project, the website is structured 
into three part orderly: introduction page, main page and about page.

• Introduction page: To briefly introduce the background of the project and the status quo 
of diagnosis applications in order to attract lay users for the first time. For the reason that 
some users do not have comprehensive knowledge about diagnostic applications and 
have doubt of the outputs, there is a section of user reviews (Figure.16) which is classified 
into “wrong result” and “extreme result” by the key words. The wrong result means those 
reviews that mention the wrong or inaccurate diagnoses, while the extreme result means 
those reviews complaining about the more severe outputs such as cancer and syndrome. 
This section explains to users why this project is important for them and why they should 
know some basic knowledge of this kind of application. After the user reviews section, the 
visualization of data collection is also displayed in the introduction page, which continues 
from reviews and provides the basis for the following visualization of the experiments in the 
main page.
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Figure.16  The section of user reviews in introduction page
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• Main page: The main page includes the visualization of all the experiments, which is the 
most essential part of this project. In the beginning of the main page, there is a general 
visualization(Figure.17) containing all the decision making paths and outputs of seven 
inputs, but it only shows the rough length of them that doesn’t provide any detailed 
information. The aim of the general visualization is to let the user have an overview of the 
different diagnostic paths and realize how diverse these outputs are even with the same 
input. If they are interested in one specific input of them, they can click and see the detailed 
visualization with highlighting the questions and answers. Between the general visualization 
and detailed visualization of each input is the legend part, which tells the user how to read 
those visualizations effectively. The detailed visualization is interactive and if the user wants 
to know more about the questions, he/she can hover the mouse over that and the original 
question sentence will show up. However, it can only display one original question in one 
time and the main visual element is still the visualization, so at the end of the main page 
there is a section(Figure.18) of the comparison of all questions only by texts, which can 
let the user compare all types of question overall if they want to know the details of those 
questions beyond visualization.

Figure.17  The general visualization of all diagnostic paths
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Figure.18  The comparison of all types of question by texts
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• About page: About page is the explanation and supplement of the project which is mostly 
explained by texts, containing the sections of “about this project”, “data and method” and 
“protocol”. “About this project” explains the background and intends of this project, and “data 
and method” demonstrates how the data is collected and analyzed, as well as the method 
of carrying out the experiments. The “protocol” section uses a visualization(Figure.19) to 
briefly illustrate the whole protocol of this project, from the start point and data collection to 
final visualizations.
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Figure.19  The whole protocol of the project
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4. Conclusion and discussion 

This project provides a perspective and a method of how visualization targeted at lay users 
can be applied for the algorithm of diagnosis applications or similar machine learning models, 
with a focus on visualizing the surface of question-answering systems rather than the inner 
algorithm routine. Beginning with the negative user reviews of diagnosis applications on Google 
Play Store, the project is carried out through data collection, data analysis, experiments and 
visualization result. All these steps are logical and linked with each other, in which the roughly 
browse of negative user reviews leads to the procedure of collecting more data and statistical 
analysis, and the data analysis provides the cause of doing experiments, and then the process 
and result of experiments contribute to the final visualization. During the process, to guarantee 
the outputs are not influenced by other irrelevant factors, all the 21 experiments are following 
the same regulation and method, and then the final visualizations also demonstrate these 
experiments in an understandable way. From the results of the experiments and visualization, 
we can summarize that the different decision making paths of diagnostic applications result in 
totally different outputs, and the diagnostic path is influenced by the key symptoms mentioned 
by questions and the types of questions. Another summary is that the diagnostic path is not the 
only determinant of diagnoses, like WebMD does not have any question-answering path but it 
also gives outputs.

The statistical analysis of experiments identifies how the decision making process of diagnosis 
applications work and what factors can affect its outputs, and the visualizations display all the 
paths and outputs in an understandable way by highlighting the surface of the inner algorithm. 
However, the aim of this project is not to tell users which diagnosis application is more 
accurate or suggest people that do not trust these obscure Artificial Intelligence. This project 
only demonstrates the performance of different diagnostic paths and discloses their inner 
question-answering systems objectively in an approachable way. The approachable method of 
translating sophisticated machine learning models enables lay users to have a general idea of 
how diagnostic applications take high-stake decisions in their daily life and why the diagnoses 
are inaccurate and diverse sometimes. Therefore, they can be aware that behind those 
unfaithful outputs are different AI chatbot systems and databases, and they will develop their 
own justification and critical thinking of this kind of application and algorithm finally.

Nonetheless, there are still some limitations and more advances could be developed in the 
further work. For example, the experiments only contain three diagnosis applications based 
on the downloads on Google Play Store, but there are more than 1,000 different diagnosis 
applications on different platforms. Therefore, in order to get more extensive and weighted data 
and results in the further work, more diagnostic applications can be taken into account with 
the same method. Also, during the process of user reviews collection, the five-star reviews are 
excluded from the database because of its positivity and enormous amount. However, those 
positive user reviews can also provide few information of unfaithful or inaccurate diagnoses 
although they are really negligible, so all the reviews can be collected and analyzed in the 
future if time permits. As I mentioned before, one important thing always needs to be clarified 
is that, during the experiments all the profile background and parameters are not unmodifiable, 
which means they could be changed according to different profiles or users based on 
different needs. Hence, this step could be more rigorous such as restricting the numbers and 
determining the types of parameters according to the features of different symptoms.
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On the whole, this project develops the approach of interpreting algorithms for lay users from a 
communication designer perspective, and the method can also be used for other applications 
with the AI chatbot system, such as online chatbots in the field of e-commerce and finance. In 
addition, more data collection and experiments need to be carried out in the further work with 
the deeper research in this field.
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