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Abstract

X-ray computed tomography (XCT) is a non-destructive technique that has gained
significant importance, particularly in the context of additive manufacturing. With the
ability to capture detailed information about complex-shaped parts, XCT offers valuable
insights that conventional measuring systems often struggle to provide. However,
the XCT process involves multiple steps, each contributing to uncertainties. One cru-
cial aspect are the segmentation techniques, which focuses on distinguishing different
materials or regions of interest within the scanned object. Despite the availability of
numerous segmentation algorithms in the literature, there is a lack of standardization
and guidelines for selecting the most appropriate method for specific scenarios.
This thesis aims to bridge this gap by conducting a comprehensive review of existing re-
search on segmentation in industrial XCT. By examining the state of the art we sought to
gain a deeper understanding of the current landscape, including the methods employed
and the research groups involved. Subsequently, we identified a set of commonly used
segmentation methods in XCT and performed a comparative analysis among them. To
facilitate this analysis, an aluminum stepped cylinder was utilized as a test object, and
evaluations were conducted based on three distinct features: diameter, cylindricity, and
height. Furthermore, we propose a subvoxeling technique that leverages Taylor Expan-
sion series up to the third order to refine the measurement accuracy of the segmentation
methods at a subvoxel level.
The results of the comparisons demonstrated varying behaviors among the applied
methods depending on the specific feature of interest and the chosen scan conditions
and parameters. Notably, the subvoxeling technique exhibited remarkable efficacy,
particularly in the case of cylindricity, surpassing both other methods and those that in-
herently incorporate subvoxeling. Overall, this thesis contributes to the understanding
of segmentation in industrial XCT by comprehensively surveying the existing literature,
identifying commonly employed methods, and conducting comparative evaluations.

Keywords: Industrial Computed Tomography, Geometric Measurement, Segmenta-
tion Technique, Subvoxeling Technique
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Abstract in lingua italiana

La tomografia computerizzata a raggi X (XCT) è una tecnica non distruttiva che ha
acquisito un’importanza significativa, in particolare nella produzione additiva. Con
la capacità di catturare informazioni dettagliate su parti di forma complessa, la XCT
offre una visione che i sistemi di misurazione convenzionali spesso faticano a fornire.
Tuttavia, il processo di XCT coinvolge molteplici fasi, ciascuna delle quali contribuisce
a incertezze. Un aspetto cruciale sono le tecniche di segmentazione, che si concen-
trano sulla distinzione di materiali diversi o regioni di interesse all’interno dell’oggetto
scansionato. Nonostante l’esistenza di numerosi algoritmi di segmentazione nella letter-
atura, manca una standardizzazione e linee guida per selezionare il metodo più adatto
per scenari specifici. La tesi si propone di colmare questa lacuna mediante una revisione
delle ricerche esistenti sulla segmentazione nella XCT industriale. Esaminando lo stato
dell’arte, compresi i metodi impiegati e i gruppi di ricerca coinvolti, abbiamo cercato di
ottenere una comprensione più approfondita del panorama attuale. Successivamente,
abbiamo identificato un insieme di metodi di segmentazione comunemente usati nella
XCT e abbiamo effettuato un’analisi comparativa tra di essi. Per agevolare questa analisi,
è stato utilizzato un cilindro gradinato in alluminio come oggetto di prova, e sono state
condotte valutazioni basate su tre distinte caratteristiche: diametro, cilindricità e altezza.
Inoltre, proponiamo una tecnica di "subvoxeling" che sfrutta la serie di espansione
di Taylor fino al terzo ordine per affinare l’accuratezza di misurazione dei metodi di
segmentazione a livello di "subvoxel". I risultati delle comparazioni mostrano compor-
tamenti variabili tra i metodi applicati a seconda della caratteristica considerata e delle
condizioni e parametri di scansione scelti. In particolare, la tecnica di "subvoxeling" ha
dimostrato un’efficacia notevole, soprattutto nel caso della cilindricità, superando sia
gli altri metodi sia quelli che incorporano intrinsecamente il "subvoxeling". In generale,
questa tesi contribuisce alla comprensione della segmentazione nella XCT industriale
mediante una revisione completa della letteratura esistente, l’individuazione dei metodi
comunemente impiegati e la conduzione di valutazioni comparative.

Parole chiave: Tomografia Computerizzata Industriale, Misurazione Geometrica,
Tecnica di Segmentazione, Tecnica di Subvoxeling
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1| Introduction

The first appearance of the X-Ray Computed Tomography (XCT) machines dates back
to 1971 in a medical application with the first patient brain scan performed in Wim-
bledon, UK [1, 2]. Then, since 1980, it became popular for material analysis and first
non-destructive tests (NDT), allowing to observe the inner structure of materials and
detecting defects [3]. As far as dimensional metrology is concerned, the first attempt
dates back to 1991 (with low accuracy, no better than 0.1mm) [4]. The breakthrough
came in 2005 with the dedicated dimensional XCT machine exhibited at the Control
Fair in Germany.
The advantage of this technology is to be able to visualize and measure both the inner
and outer features of an object without having to cut it through and destroy it, also
allowing the performing of dimensional quality control and material quality control
simultaneously.
For these reasons, it is very important for the industrial quality control of workpieces
having non-accessible internal features (e.g. additive manufactured components) or
multi-material components.

Even if the dimensional metrology field shares the same physical and mathematical
principles, the procedures are quite different with respect to the other fields of appli-
cation. In the medical application, in fact, the doses of the radiation (power) have
to be limited to protect the patient, just as it cannot be rotated the same way as me-
chanical workpieces. In addition, the requirement on accuracy and spatial resolution
are relatively low [5]. As we said, XCT is a relatively new technique for industrial
dimensional metrology. Combined with the fact that to model the attenuation of X-rays
through a material is a complex problem, as a result there are no currently international
standards to guide uncertainty estimation. Current initiatives for uncertainty estimation
are typically based on comparison with calibrated objects and other approaches like
simulation and statistical methods.
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1.1. Basic Principles

A source emits X-rays which then pass through the material of the workpiece. During
this process, the X-rays are attenuated due to either absorption or scattering. The extent
of attenuation depends on factors such as the distance traveled through the absorbing
material, the composition and density of the material, and the energy of the X-rays. To
quantify this attenuation, the remaining X-rays that pass through the workpiece are
captured using an X-ray detector. This yields a 2D gray-scale image, particularly when
using a flat panel detector. Multiple images are taken from different angles around the
workpiece. By mathematically reconstructing these projected images, a 3D voxel model
is created. In this model, the gray value of each voxel represents the material’s level of
attenuation
Subsequent steps involve identifying the workpiece’s cloud of points through segmen-
tation, followed by dimensional measurement and quality control[5].

Figure 1.1: Cone-beam with 2D flat panel detector [6]

1.2. X-rays

X-rays are produced by accelerating electrons through a high voltage and allowing
them to collide with a metal target. X-rays are produced through two distinct processes:
bremsstrahlung and characteristic radiation. Bremsstrahlung is caused when an electron
approaches very close to the nucleus of an atom but does not actually collide with any
part of it. In fact, when high-energy electrons pass through a material, such as a metal
target, they experience the electromagnetic force from the positively charged atomic nu-
clei. This interaction causes the electrons to change direction and lose energy. As a result
of this sudden deceleration, the electrons emit a radiation, known as bremsstrahlung
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radiation, which is characterized by a continuous spectrum and and constitutes the
dominant production of X-rays in the process. Characteristic radiation is caused when
the high-energy electrons collide directly with one of the shell electrons, creating an
electron vacancy. When this vacancy is filled with an electron from an outer shell, a
discrete spectrum of X-rays is emitted. This type of radiation takes the name from the
fact that it is a property of the target material, depending on the atomic number of the
target. It produces energy spikes that are superimposed onto the continuous radiation.

Figure 1.2: X-ray radiation spectrum [7]

The generated X-ray radiation is characterized by its energy distribution (also called
quality) and its intensity (flux). The highest-energy present in the X-ray spectrum
determines the penetrating power of the X-ray beam into matter. The intensity of an
X-ray beam is a measure of the amount of radiation energy flowing per unit of time. [8].

1.3. System and components

The objective of this section is to present a comprehensive overview of the primary
elements comprising an XCT machine. Specifically, our focus will be on:

• Source

• Detectors

• Kinematic System
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• Software

1.3.1. X-ray sources

The X-ray source consists of the following elements:

• Thin Filament (Cathode): Typically composed of tungsten, the thin filament pro-
duces electrons through thermionic emission, which occurs when the filament is
electrically heated.

• Target (Anode): The target is made of tungsten and copper, known for its high
melting point.

• Vacuum Environment: The X-ray source is maintained in a vacuum environment to
prevent interactions with gas molecules.

• Window: Located at the exit of the X-ray tube, the window consists of either a
circular aperture (for cone beam) or collimating plates (for fan beam). Its purpose
is to shape the X-ray beam that will interact with the workpiece [7].

Figure 1.3: Structure of a typical X-ray source [7]

The electrons emitted by the cathode are accelerated towards the anode through an
electric potential. Upon reaching the anode, they collide with the atoms in the target,
causing a sudden deceleration. This collision results in the conversion of energy into
heat and X-rays.
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1.3.2. X-ray detectors

The most commonly used detectors nowadays are indirect flat panel detectors (FPD).
These detectors are equipped with a scintillator coating that facilitates the conversion of
high-energy X-ray photons into lower energy photons within the visible wavelength
range. Subsequently, a photodiode is employed to detect the visible light and convert it
into a digital output.

Figure 1.4: Structure of a scintillation detector [9]

1.3.3. Kinematic systems

In an industrial XCT machine, the object of interest is positioned between the X-ray
source and the detector. To capture images from various perspectives, the object under-
goes rotation. The kinematic system commonly employed for this purpose typically
consists of the following components:

• Turntable: This component enables the rotation of the workpiece, allowing for the
acquisition of images from different angles.

• Horizontal Translation Axis: The horizontal translation axis is responsible for posi-
tioning the turntable. Additionally, it can be utilized for geometrical magnification,
where adjusting the distance between the object and the source results in higher
resolution.

• Vertical Translation Axis: The vertical translation axis is used for positioning the
workpiece. In the case of 1D detectors, this axis also facilitates the scanning of
different slices.
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1.3.4. Software

Once the images have been captured by the detector for each rotational position, they
undergo a series of computations that convert the collected information into voxel data.
In this process, the software used plays a crucial role, particularly in the reconstruction
of a volumetric model from the acquired 2D projection images. The software employs
algorithms and techniques to reconstruct a three-dimensional representation of the
object under examination. This step is vital in transforming the acquired image data
into a comprehensive volume model that can be further analyzed and visualized for
various applications.

1.4. Workflow for dimensional metrology

The dimensional metrology process in XCT imaging involves two types of steps: physi-
cal measurement and subsequent data processing.

Physical measurement involves the use of a XCT machine to conduct a series of x-
ray scans on the object of interest. These scans generate grayscale images that are
captured by the detector. The process results in an ordered collection of images, that
can be utilized for subsequent measurements of the object’s characteristics and features.
This collection of images serves as the basis for further analysis and measurements.
During this step, various parameters must be carefully considered due to their influence
on the X-ray imaging process. These parameters include the source current, source
voltage, number of projection images per pose, and the type of target used, among
others. Additionally, scale identification is performed as a calibration step to establish a
global scale factor that links the voxel size to the unit of length. This step is important
for determining the position of the magnification axis and is typically achieved by
measuring a simple calibrated reference object.

On the other hand, the aim of the processing steps is to extract the required point cloud
information starting from the acquired gray images. These processing steps are crucial
for transforming the raw image data into a usable form, enabling the further analysis
of dimensional measurands. The main steps involved in this process are reconstruc-
tion, segmentation, and feature extraction from the point cloud. The first major step
is reconstruction. This involves utilizing the back-projection algorithm to generate a
voxel-based representation of the part based on the XCT projection images. After the
reconstruction, the next step in the process is the application of segmentation techniques.
Segmentation techniques typically involve three key steps: noise reduction, segmenta-
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tion, and subvoxeling. Noise reduction is an optional step that aims to filter out any
noise present in the original data, enhancing the quality of the subsequent segmentation.
Segmentation is then performed to identify and separate the object of interest from the
surrounding background or other structures within the XCT volume. This step enables
the isolation of the specific region or object for further analysis or measurement. Finally,
the subvoxeling technique is introduced to refine the segmentation results by adjusting
the identified points to be closer to the actual surface of the object. This refinement helps
improve the accuracy and precision of the dimensional measurements obtained from
the XCT data. These methods often originate from image processing and sub-pixeling
techniques. A review of the current state of these methods in image processing can be
found in the work by Jing, Junfeng, et al. (2022) [10]

Figure 1.5: Steps in X-ray Computed Tomography for metrology

After the segmentation process, industrial XCT analysis typically branches into two
paths: geometrical verifications and reverse modeling. This thesis will focus on the
geometrical verifications path.

After obtaining the points of the surface, precise identification of the measuring points
and their corresponding coordinates is necessary. These points represent the measurand,
such as the dimensions to be measured or the features of interest. Once the measurand
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is identified, it can be measured, and the analysis and comparisons are performed to
assess the results.

1.5. Objective of the thesis

Despite the significant progress made in the field, there are still several challenges that
need to be overcome. One of the major limitations is the absence of a standardized
procedure on how to proceed with segmentation and determine the most suitable
method for a given application. Researchers often face the problem of choosing from
a wide range of segmentation algorithms without clear guidelines or benchmarks to
guide their decision-making process. This lack of standardization makes it difficult to
compare and evaluate different methods objectively.

Another limitation in the current literature is the insufficient depth of comparative
studies among segmentation methods. While individual research papers often demon-
strate the effectiveness of a specific algorithm or propose novel techniques, there is a
lack of comprehensive comparisons that assess the performance of various segmen-
tation methods. This gap prevents researchers and potential industrial users from
gaining a comprehensive understanding of the strengths and weaknesses of different
segmentation approaches and limits their ability to make informed choices.

Given these limitations, the objectives of this thesis can be summarized as follows:

• Conduct a thorough literature review that classifies the methods employed in
segmentation analysis.

• Perform a comprehensive comparison of the identified common methods found
in the literature.

• Propose a subvoxeling technique to improve the overall accuracy of the segmenta-
tion results.

By accomplishing these objectives, this research aims to contribute to the advancement of
segmentation analysis in X-ray Computed Tomography. The findings of this thesis will
provide valuable insights into the strengths and weaknesses of different segmentation
methodologies across different features.
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1.6. Organization of the thesis

This thesis work focuses on investigating the impact of the segmentation step in X-ray
Computed Tomography. It is structured into six chapters.

Chapter 2 presents a comprehensive review of the current state of the art in segmentation
techniques and discusses the main challenges associated with the topic. It includes the
literature research conducted to identify typical methods used in metrology and their
classification, active research groups in the field, and the evaluation methods commonly
employed.

Chapter 3 describes the experimental setup in detail. This includes the XCT machine
used, the specimen under investigation, the evaluated features, the software processing
steps for data preparation, the chosen segmentation methods, their implementation
using MATLAB software, and the extraction and measurement of features.

Chapter 4 presents the results obtained from the segmentation process and provides
relevant observations and analysis.

Finally, Chapter 5 summarizes and discusses the overall findings and achievements of
the research. It also includes a discussion on future work and potential improvements
in the field.
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2| State of the art

The objective of this thesis chapter is to provide a comprehensive overview of works
related to segmentation. The chapter aims to cover various aspects, starting from the
definition of segmentation and progressing to a brief classification of segmentation
methods. Additionally, the chapter presents a summary of contributions made in the
field of segmentation, highlighting the most commonly applied methods and their
distribution among a set of reviewed papers.

The chapter is structured as follows:

• In Section 2.1, an introduction to the topic of segmentation is provided, along with
its definition.

• Section 2.2 outlines the research methodology employed to conduct a compre-
hensive review of the current state of the art in the segmentation for Industrial
Computed Tomography. It discusses the process of searching and identifying
relevant research papers, as well as the creation of a classification map based on
the identified methods.

• Section 2.3 focuses on the conclusions of the literature review conducted, analyzing
the most frequently used methods, active research groups, and their workflow in
the field of segmentation.

By following this chapter structure, readers will gain a comprehensive understanding
of segmentation, its classification, and the state of the art in this field.

2.1. Segmentation

Segmentation plays a critical role in processing XCT images by dividing an image or
volume into multiple regions. This process is essential for identifying and isolating
interior or exterior regions of interest within a scanned specimen.
In metrology applications, once the 3D model has been reconstructed, it becomes neces-
sary to separate the object from the surrounding background or, in the case of multiple
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materials, to distinguish between different materials. The resulting segmentation serves
as a foundation for various calculations, including the determination of lengths, diame-
ters, and shape factors of the targeted features. It also provides an initial estimation of
component regions and their boundaries, which can be further refined in subsequent
steps such as surface determination. This preliminary segmentation step is crucial in
enabling accurate analysis and measurement of the scanned specimen [11].
The impact of segmentation on the accuracy of dimensional measurements in surface
determination is an actively researched topic [12–15]. In current X-ray XCT metrol-
ogy applications, the most commonly used methods are Otsu-based thresholding [16]
and local adaptive thresholding techniques. However, alternative approaches such as
Canny-based algorithms [17, 18] can also be found for surface determination [19].

The limitations in image quality and the occurrence of local boundary errors in seg-
mentation algorithms can be attributed to several main factors. These include image
artifacts such as beam hardening, scattering, and cone-beam effects, as well as errors
arising from image scaling, finite voxel discretization, and noise [20].

Figure 2.1: Example of beam hardening artifact on the X-ray image of a hollow cylinder
[5]
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These effects can introduce distortions and inaccuracies in the segmentation process, im-
pacting the overall quality of the resulting image and potentially affecting the accuracy
of subsequent measurements and analyses.

The fundamental issue is that the presence of artifacts in the XCT data modify the spatial
grey values of the reconstructed images and as a result, degrades their quality and
affects the accuracy of dimensional measurements based on such data. The definition of
the term ’artifact’ is given in ISO 15708-1 [21] as: the discrepancy between the actual
value of some physical property of an object and the map of that property generated by
a XCT imaging process.

A summary of XCT artifacts commonly encountered in metrology applications is pre-
sented in Table 2.1.

Artifacts in XCT
Name Cause
Beam Hardening Low energy radiation part of the X-ray spectrum atten-

uates at a faster rate than the high energy portion. How-
ever, most of the current reconstruction algorithms as-
sume beam monochromaticity, which leads to errors in
the XCT data.

Scatter radiation X-ray photons that deviate from the line connecting
source-to-detector may hit the detector in unexpected
cell locations, increasing photon count at these detector
cells.

Partial volume Caused by limited field of view of the XCT system.
The attenuation coefficients in the volume cannot be
calculated properly due to missing information.

Ring artifact Defective or uncalibrated detector elements that gener-
ates ’noise-like’ rings centered at the XCT rotation axis.

Table 2.1: Description of XCT artifacts [22]
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2.2. Literature review

To make this literature review, a comprehensive selection process was employed. The
initial step involved gathering a large number of papers through a systematic search
on the Scopus database. The search was performed using specific keywords related
to segmentation in industrial computed tomography. The keywords used included
"segmentation," "surface determination," "surface extraction," "edge detection," and
"threshold." The search was limited to English language papers and excluded studies
related to diseases and clinical applications.

From the initial set of papers obtained, a rigorous screening process was done to select
the most relevant ones for further analysis. The selection criteria primarily focused on
papers related to segmentation in industrial computed tomography, particularly those
involving monomaterial metallic parts. Additionally, the papers were assessed based
on their emphasis on metrology rather than defect analysis.

After this screening process, approximately 60 papers were identified as highly relevant
and chosen for detailed examination. These papers formed the basis for extracting a
satisfactory collection of segmentation methods currently applied in the state of the art.
Tables 2.2-2.4 presents the collection of papers found in the literature.

The selected papers were thoroughly analyzed to identify the segmentation methods
employed and to determine the main research groups working in this area. To categorize
and visualize the distribution of these methods, a classification map was created (Figure
2.2). This map divided the methods into macro classes, highlighting the most prominent
ones.

A comprehensive description of each method within these macro classes is provided
below:

• Threshold-based methods involve selecting a threshold value to separate objects
or regions of interest based on intensity values. Global thresholding applies a
single threshold value to the entire image or volume, assuming that the inten-
sity values of objects and background can be separated by a single threshold.
In contrast, local thresholding adjusts the threshold value for each voxel based
on its local neighborhood, taking into account spatial information and intensity
variations within smaller regions.By adapting the threshold locally, this technique
can handle images with varying illumination or intensity gradients more effec-
tively. Both global and local thresholding techniques have their advantages and
limitations, and the choice of method depends on the specific characteristics of
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the image or volume being segmented.[80]

• Boundary-based methods, as the name suggests, focus on detecting the borders
or boundaries between components based on the relative differences in grey val-
ues of voxels within a neighborhood. Unlike threshold-based methods that rely
solely on intensity thresholds, boundary-based methods take into account the
local variations in grey values to identify edges or boundaries. The advantage of
boundary-based methods is their ability to capture local borders between com-
ponents, which can be important in certain application scenarios. By considering
the local variations, these methods can detect fine details and intricate structures
within an image or volume.

• Region-based methods Region-based methods in segmentation involve the ini-
tialization of one or multiple regions, which are then expanded based on a ho-
mogeneity criterion. These methods aim to group pixels or voxels together into
coherent regions that share similar characteristics. One example of a region-based
method is region growing [81], which starts with seed regions. These seed regions
can be manually set by the user or automatically determined by the algorithm.
The algorithm then iteratively grows these seed regions by incorporating neigh-
boring pixels or voxels that satisfy certain growing criteria. Another example of a
region-based algorithm is the watershed transform [82]. In this method, regions
are constructed by simulating a flooding process. The image or volume is consid-
ered as a topographic relief, and water is poured into the basins defined by the
relief. As the water level rises, the basins start to merge, and the flooding process
continues until a complete segmentation is obtained. Region-based methods are
useful in scenarios where the boundaries between objects are not well-defined or
when there are variations in the intensity or texture within regions.

• Neural network methods utilize neural networks for segmentation tasks. These
methods leverage the capabilities of neural networks to learn and extract features
from images, enabling accurate segmentation. Neural networks have shown
promising results in various segmentation applications. One of the commonly
used neural network architectures in image processing tasks, including XCT image
analysis, is the Convolutional Neural Network (CNN). CNNs are particularly
well-suited for tasks involving image recognition, classification, and segmentation.

• Graph-based methods utilize graph theory concepts to model and analyze the
connectivity of image elements for segmentation purposes. These methods rep-
resent images as graphs, where nodes correspond to image elements, and edges
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represent relationships between these elements. Graph-based algorithms exploit
the connectivity information to achieve effective segmentation.

• Clustering methods involves the grouping of pixels or voxels into clusters based
on their shared characteristics. Clustering methods typically utilize statistical
techniques, such as k-means clustering, to model the underlying distribution of
the data and assign pixels to the most suitable clusters. These algorithms prove
particularly valuable when working with images that contain multiple objects or
regions exhibiting diverse characteristics.

• Miscellaneous methods encompass segmentation approaches that primarily apply
statistical and mathematical techniques. These methods may not fit into the
previous macro classes but make valuable contributions to the segmentation field.
They involve the utilization of statistical analysis, mathematical modeling, and
other specialized techniques for segmentation purposes.

In addition to the identified classes of methods, it is worth noting that a distinct class
emerged from the reviewed literature, which is referred as "Joint Reconstruction and
Segmentation" in the Figure 2.2. This class encompasses methods that aim to inte-
grate reconstruction and segmentation techniques together. These approaches aim to
jointly address the challenges of accurate reconstruction and segmentation in computed
tomography applications. While the number of papers specifically focusing on joint
reconstruction and segmentation was limited, their inclusion highlights the growing
interest in developing unified methodologies that can simultaneously address both
reconstruction and segmentation tasks in the field of industrial computed tomography.

2.3. Current State of the Art of Segmentation

The conducted literature review focused on segmentation in X-ray Computed Tomogra-
phy within an industrial context. Based on the analysis, specific algorithms emerged as
the most frequently utilized within each macro class. For region-based algorithms, the
Chan-Vese [83] and Region Growing methods were prominent in the selected papers.
Global threshold-based algorithms commonly relied on the Otsu method [16], while
boundary-based methods often employed the Canny algorithm [17]. Local adaptive
threshold methods were identified as being widely applicable. Notably, Convolutional
Neural Networks (CNN) methods were highly relevant in recent papers.

The analysis also revealed significant research activity in specific geographical regions.
Spanish research groups primarily focused on edge-based algorithms such as Canny and
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Deriche [18]. The Morse complex theory and graph-based methods received significant
emphasis in Japanese research. Chinese groups showcased diverse topics, including
Clustering, CNN, and Chan-Vese.

Regarding the objects used in the studies, no common objects were found across the ex-
amined papers. However, the most prevalent verification methods involved comparing
the measurements obtained from the segmentation methods with established standards
or commercial software, such as VGStudioMax, as well as with measurements obtained
using Coordinate Measuring Machines (CMM). In some cases, the measurements were
also compared to CAD models, predominantly in simulation-based works. These com-
parative evaluations were crucial for validating the performance of the segmentation
methods.

In conclusion, the literature review conducted on segmentation in industrial computed
tomography revealed valuable insights into the current state of the art. The main classes
identified were threshold-based, boundary-based, region-based, neural network-based,
graph-based, and miscellaneous methods. Each class encompasses specific techniques
and approaches used for segmentation purposes.

The analysis highlighted the prevalence of certain algorithms within each macro class.
Prominent methods included Otsu’s method segmentation for global threshold-based
techniques, the Canny edge detector for boundary-based methods, and region grow-
ing and Chan-Vese for region-based methods. Additionally, Convolutional Neural
Networks (CNN) methods emerged as highly relevant in recent papers.

One notable limitation observed in the current state of the art is the lack of comprehen-
sive and exhaustive comparisons among segmentation methods. Many studies focus
on comparing algorithms to prove specific points rather than providing a clear general
view or attempts at standardization. This limitation opens for future research to address
the need for more extensive and standardized comparisons to guide the selection of
segmentation methods.
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Figure 2.2: Map of the segmentation methods identified
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The chapter is structured as follows. In Section 3.1, the XCT machine used in the study
is described, along with the calibration process carried out prior to the actual scans.
Section 3.2 provides details about the selected objects and the specific features chosen
for evaluation. The software tools employed are outlined in Section 3.3. In Section
3.4, an overview of the selected segmentation methods is presented, including their
formulation, implementation details, and the specific parameter settings used for each
method. In 3.6, we describe the process of obtaining measurements for the selected
features. Specifically, we explain how the point cloud obtained from the segmentation
is processed.

3.1. XCT machine

X25 XCT scanner produced by North Star Imaging was utilized to scan the samples.

Figure 3.1: XCT scanner used



24 3| Experimental setup

The tomographic system is composed of the following components:

• Manipulator controlled via software or through a hardware control console.

• X-ray generator produced by X-Ray Worx, model XWT-160-TC, using Tungsten as
the target material.

• Flat detector produced by Dexela, model 1512N-C16-DRZS.

• Computers with dedicated software used for image acquisition and object recon-
struction.

To mitigate the effects of beam hardening, an artifact caused by X-ray hardening, a
physical filter was employed during the scan. Specifically, an aluminum filter was used
for an aluminum sample.

Before conducting the scan, the system necessitates a warm-up phase, followed by a
calibration phase for the geometry and sensor. The calibration and calibration phases
are performed once the final position of the manipulator is determined. This involves
analyzing a single scan of the sample to evaluate the optimal position.

The sensor calibration phase comprises two parts. The first part involves manual
inspection of the pixels through a "blank" scan, allowing the detection and exclusion of
any non-functioning pixels on the detector. The second part is an automatic correction
process aimed at equalizing the response of the pixels. Three scans are carried out with
different excitation currents (60 µA, 40 µA, and 20 µA), and a null current value, known
as the "dark current," is assigned. Subsequently, the software performs the necessary
corrections to equalize the pixel response.

The geometric calibration phase is conducted by scanning a sample provided by the
scanner manufacturers (Figure 3.2). The sample consists of an aluminum base and a
vertical column made of polymers containing equidistant calibrated tungsten spheres.
During a 360° rotation of the turntable, the system performs a scan of the sample,
recording the elliptical projection of the trajectories of the spheres on the detector.
Geometric calibration of the system is then calculated based on the trajectories of the
spheres. For the purpose of this automatic calibration, at least three spheres must remain
within the acquisition window throughout the entire revolution.

Both calibration procedures need to be repeated at each warm-up cycle of the machine
or whenever there is a change in the position of the manipulator.

Once the system calibration phases are completed, the scanning of the objects can be
carried out.
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Figure 3.2: Sample used for XCT geometric calibration

3.2. Specimen and features evaluated

3.2.1. Specimen

The test sample used in the experiment was designed following the guidelines outlined
in the German standard VDI/VDE 2630/2617, which is in accordance with the widely
recognized ISO 10360 standard [84] for Coordinate Measuring Machine (CMM) systems.
To create the sample, a lathe was employed, resulting in overlapping concentric cylin-
ders as depicted in Figure 3.3.

The design specifications prescribed by the standard are as follows:

• The number of steps should be between 5 and 10.

• The ratio of height to diameter should range from 0.8 to 1.2.

• Linear diameter increments are used.

• The steps should be of equal size.

• The cylinders should be coaxial.

The maximum diameter chosen for the aluminum sample was 28 mm. As shown in
Figure 3.3, there is a deviation from the standard regarding the height of the bottom
step. In the sample, the height of the bottom step was set at 10mm. This decision was
made to provide a region for gripping during the calibration using the CMM.
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Figure 3.3: Technical drawing of the aluminum specimen

Table 3.1 provides an overview of the scan data obtained from the XCT machine. In
total, there were 8 scans performed, each representing a distinct combination of two
parameters: voltage and filter. The high voltage setting used in the scans was 90kV,
while the lower voltage setting was 60kV. When the physical filter was employed, an
aluminum filter with a thickness of 1.3mm was used. Other relevant parameter which
were fixed in the different scans are:

• Voxel dimension: 0.0221 mm

• Number of projections: 1940

• Focal spot: 9.9 µm

• Frame averaging: 4

• Beam Hardening coefficient: 0.475

Additionally, four replicas were included for each parameter combination, resulting in
a comprehensive dataset for analysis.
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Parameter Combinations
Scan Filter Voltage

TI1 and TI4 No High
TI2 and TI6 No Low
TI3 and TI7 Yes Low
TI5 and TI8 Yes High

Table 3.1: Choice of scans’ parameters combination

Finally, Table 3.2 presents the measurements obtained from the calibration of the alu-
minum object using the CMM.

Results of the Calibrated Aluminum Object

Geometrical feature
Nominal

value
[mm]

Calibrated
Value [mm]

Extended
uncertainty

Coverage
factor

Diameter Cylinder 28 28 27.9795 0.2 2
Diameter Cylinder 24 24 23.9847 0.2 2
Diameter Cylinder 20 20 19.9886 0.2 2
Diameter Cylinder 16 16 15.9928 0.2 2
Diameter Cylinder 12 12 11.9942 0.3 2
Diameter Cylinder 8 8 7.9958 0.4 2
Cylindricity 8 N/A 0.0044 1.0 2
Cylindricity 12 N/A 0.0046 0.8 2
Cylindricity 16 N/A 0.0049 0.9 2
Cylindricity 20 N/A 0.0045 0.5 2
Cylindricity 24 N/A 0.0046 0.6 2
Cylindricity 28 N/A 0.0069 0.6 2
Cartesian Distance 5 5 4.9978 1.3 2
Cartesian Distance 10 5 4.9975 1.4 2
Cartesian Distance 15 5 4.9973 1.1 2
Cartesian Distance 20 5 4.9956 0.9 2
Cartesian Distance 25 5 4.9987 0.8 2

Table 3.2: Calibrated object measurement

3.2.2. Features

In our study, we aimed to measure and compare three various features of the specimens
under investigation. More specifically, our focus was on assessing two features of
size, namely the dimensional tolerance on the diameter (referred as "Diameter") and
the dimensional tolerance on the distance between two planes (referred as "Height").
Additionally, the other one was related to the form tolerance, specifically the cylindricity
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of the object (referred as "Cylindricity"). For the tolerance on the diameter, we solely
considered the top step of the stepped cylinder, which had a fixed diameter of 8mm.
Similarly, when evaluating the form tolerance, we concentrated solely on the top step to
ensure consistency in the analysis. Lastly, we examined the tolerance on the distance
between two planes considering all five steps of the stepped cylinder, enabling us to
comprehensively assess any variations or deviations in the vertical dimension. By
utilizing these specific feature extractions, we were able to conduct a comprehensive
and precise analysis of the specimens under investigation.

3.3. Software processing

In order to perform the segmentation, MATLAB was utilized as the primary tool.
However, prior to that, the data needed to be prepared for MATLAB analysis. This
involved importing the NSI proprietary format file, obtained from the XCT machine, into
VGStudio MAX [85], a software specifically designed for visualization and analysis of
XCT data. Within VGStudio MAX, the data was subsequently exported as an ANALYSE
file. This file format allowed for the creation of a suitable file that could be read by
MATLAB as a volumetric matrix. The matrix contained the gray values of the object, in
our case represented as uint16 data format, facilitating the subsequent segmentation
process.

Figure 3.4: Raw grayscale image exported from VGStudioMax

3.4. Segmentation methods applied

This section introduces the segmentation methods employed in this study. Each method
is presented along with its formulation. Subsequently, we describe how these methods
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were implemented for our specific experiments, including the functions utilized and
the parameter choices made.

3.4.1. Otsu

The Otsu’s segmentation method was developed by Nobuyuki Otsu in 1979 [16] and
has since become one of the most popular techniques for image segmentation.

It is a nonparametric and unsupervised method of automatic threshold selection. At its
core, the Otsu method aims to find an optimal threshold value that separates an image
into two classes: foreground and background. The goal is to set a discriminant criterion
to evaluate the "goodness" of the threshold at the gray level k. One discriminat criterion
that can be used from the discriminant analysis is

η =
σ2
B

σ2
T

where σ2
B is the between-class variance and σ2

W is the within-class variance and they are
computed as follow:

σ2
B = ω0ω1 (µ1 − µ0)

2

σ2
W = ω0σ

2
0 + ω1σ

2
1

being µ0 and µ1 the class mean level of the gray values of background and foreground
respectively, and ω0 and ω1 the probabilities of class occurance.

Then the problem is reduced to an optimization problem to search for a threshold k that
maximises the objective function η, so the optimal k∗ that maximises η, or equivantely
that maximises σ2

B, can be obtain by

σ2
B(k

∗) = max
1≤k<L

σ2
B(k)

The Otsu method’s strength lies in its ability to automatically determine an optimal
threshold without requiring prior knowledge about the image or manual parameter
tuning. By maximizing the between-class variance, it effectively separates objects of
interest from the background, making it particularly useful for image segmentation
tasks.
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For the implementation of the method, we utilized MATLAB functions:

Totsu = graythresh(V )

to determine the Otsu’s threshold value. V is the volumetric matrix containing the gray
values.

3.4.2. Phansalkar

The Phansalkar method of segmentation is a technique used for local thresholding
grayscale images. It was proposed by N.Phansalkar et al. [86] and provides an adap-
tive thresholding approach that can handle images with non-uniform illumination or
varying contrast.

The Phansalkar method addresses the limitations of global thresholding techniques by
considering local image characteristics. It calculates the threshold value for each pixel
based on the statistical properties of its surrounding neighborhood.
To apply the Phansalkar method, the image is divided into overlapping windows or
blocks, and for each block, a local threshold is computed. The size of the block and
the level of overlap can be adjusted based on the characteristics of the image and the
desired segmentation results.
The local threshold for each block is determined using the following formula:

Tph = µ ·
(
1 + k ·

( σ

R
− 1

))
Where µ and σ represent the average pixel intensity and the standard deviation within
the block and they are computed as follows:

µ =
1

N

N∑
i=1

I(i, j)

σ =

√√√√ 1

N − 1

N∑
i=1

(I(i, j)− µ)2

where N is the total number of pixels in the block and I(i, j) is the intensity value of the
pixel at position (i, j) in the image.

k and R are parameters that control the sensitivity of the thresholding. The value of
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k determines the extent to which the threshold is influenced by the local standard
deviation, while R helps normalize the standard deviation to a desired range.

After computing the local thresholds for each block, the Phansalkar method applies
these thresholds to segment the image. Pixels with intensity values below the local
threshold are assigned to the background, while pixels with intensity values above the
threshold are considered part of the foreground.

The output of the Phansalkar method is a binary image where the foreground objects
are separated from the background. By adapting the threshold based on local image
characteristics, the Phansalkar method can effectively handle variations non-uniform
illumination in the tomographic images.

For the implementation, since a 3D version of the methods was not available in MAT-
LAB, we developed our own function based on the original paper and extended it to
the third dimension. The script of the function can be found in the Appendix A. The
function utilizes a cubic filter of dimensions nxnxn to iterate through the volumetric
matrix and calculate the threshold value for each voxel based on the Phansalkar’s
formula discussed earlier.

To optimize the performance of the method for our specific case, we tuned the parame-
ters: p, q, R, k, n.

The R parameter was set to 0.5 since the gray values of the volumetric matrix were
rescaled between 0 and 1.

N.Phansalkar et al. [86] identified that the pixels corresponding to nuclei in the images
lie below the value 0.4. Knowing that the exponential function in the formula reaches
approximately 98% of its final value when the exponent is 4, then the relationship is set
as follows:

q · 0.4 = 4

Following the same logic, we computed its value based on the observation that, ac-
cording to Otsu’s method, the surface lies above its threshold value. Following the
relationship presented above, we set the relationship for the q parameter as follows:

q · Totsu = 4

In the table below, the selected parameters for each scan are presented.
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Phansalkar’s parameters chosen
Scan p q R k n
TI1 15 9 0.5 0.25 5
TI2 15 9 0.5 0.25 5
TI3 15 6 0.5 0.25 5
TI4 15 9 0.5 0.25 5
TI5 15 8 0.5 0.25 5
TI6 15 8 0.5 0.25 5
TI7 15 9 0.5 0.25 5
TI8 15 9 0.5 0.25 5

Table 3.3: Selected parameters for Phansalkar segmentation

3.4.3. Canny

The Canny method of segmentation is an edge detection algorithm widely used in
computer vision and image processing. It was developed by John Canny in 1986 and is
known for its ability to accurately detect edges while minimizing noise and spurious
responses.

At its core, the Canny method consists of several steps to achieve robust edge detection.
These steps include:

Gaussian Smoothing: The input image is convolved with a Gaussian filter to reduce
noise and create a smoothed representation of the image. This step helps to suppress
high-frequency noise that can interfere with edge detection.

Gradient Calculation: The gradient of the smoothed image is computed using gradient
operators such as the Sobel operator. The gradient magnitude M(x, y) and direction
θ(x, y) are determined for each pixel, representing the strength and orientation of the
edges.

Non-maximum Suppression: Local maxima in the gradient magnitude are identified
to obtain thin edges. This step involves suppressing non-maximum pixels along the
direction perpendicular to the edge. Only pixels with the maximum gradient magnitude
in their local neighborhood are preserved, while others are suppressed.

Double Thresholding: Two threshold values, a low threshold Tlow and a high threshold
Thigh, are applied to classify the edges into strong, weak, and non-edges. Pixels with
gradient magnitudes above the high threshold are considered strong edges, while those
below the low threshold are classified as non-edges. Pixels with gradient magnitudes
between the low and high thresholds are marked as weak edges.
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Edge Tracking by Hysteresis: Weak edges that are connected to strong edges are
retained, while isolated weak edges are discarded. This process involves connecting
adjacent pixels that are part of the same edge and have a gradient magnitude above the
low threshold.

The output of the Canny method is a binary image where the edges are detected as
white pixels, while the non-edge regions are black. The algorithm effectively highlights
the boundaries between different regions or objects in the image.

For Canny’s implementation, we utilized the MATLAB function

edge3(V, approxcanny, [Tlow, Thigh])

This function applies the steps of the Canny method to detect edges in the volume
V. It requires the selection of lower and higher thresholds for performing hysteresis
thresholding. In our case, the table below presents the selected thresholds that yielded
the best results.

Canny’s parameters chosen
Scan Tlow Thigh

TI1 0.15 0.5
TI2 0.15 0.5
TI3 0.15 0.5
TI4 0.15 0.5
TI5 0.15 0.5
TI6 0.10 0.2
TI7 0.05 0.2
TI8 0.15 0.5

Table 3.4: Selected parameters for Canny’s thresholds

3.4.4. Chan-Vese

The Chan-Vese method of segmentation is a widely used algorithm for image segmenta-
tion. It was introduced by Tony F. Chan and Luminita A. Vese in 2001 [83] and is known
for its ability to segment images into regions based on their intensity homogeneity.

At its core, the Chan-Vese method formulates segmentation as an energy minimization
problem. It requires the definition of an initial contour, called Mask, that will iteratively
evolve until it reaches the desired boundary. The method combines region-based and
boundary-based techniques to achieve accurate segmentation.
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The formulation of the Chan-Vese method involves the following steps:

• Energy Functional: The method defines an energy functional that represents the
segmentation objective. It consists of two terms: the region term and the boundary
term. The region term encourages homogeneity within each segmented region,
while the boundary term promotes smoothness and regularity of the contour.

• Minimization Process: The energy functional is minimized iteratively using
mathematical optimization techniques. This involves updating the contour to
minimize the energy, while simultaneously adjusting the region parameters to
improve the segmentation.

The Chan-Vese method often employs a level set formulation, where the contour is
represented implicitly as the zero level set of a signed distance function. The level
set framework allows for efficient evolution of the contour during the minimization
process.

The output of the Chan-Vese method is a binary image where the segmented regions
are represented as distinct regions separated by a contour. The contour separates the
image into areas that exhibit homogeneous characteristics based on intensity values or
other specified properties.

(a) Contour voxels identified by Canny. (b) Voxels identified by Chan-Vese.

Figure 3.5: Example of two segmentation results.
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For the implementation of the segmentation method, we utilized the available MATLAB
function

activecontour(V,Mask)

The Mask parameter represents the initial contour from which the segmentation evo-
lution starts. It is specified as a binary image with the same size as the volumetric
matrix.

Choosing a full-size binary matrix of ones as the initial mask would be the easiest option.
However, due to the large size of the volumetric matrix, this choice would render the
computation infeasible. Therefore, a smaller and simpler mask was selected. In this
case, a square-based parallelepiped with dimensions slighlty smaller than the object is
being used as the initial mask.

3.4.5. VGStudioMax

In addition to the methods, it is also been considered the measurements of the features
from the surface determination result of the software VGStudioMax. For this software,
different evaluation methods have been considered.

• Direct measurement from software: the results have been calculated directly
using the tools available on the software for the evaluation of the features

• Exporting the representation of the surface determination: the result coming
from the surface determination has been exported as a mesh using three different
representations available on the software. The differences are presented in the
Table 3.5

VGStudio Surface Determination Representations
Name Description

Grid-based Applies a conversion algorithm that is suitable for
working with full resolution and yields high-quality
meshes.

Ray-based Applies a conversion algorithm that is suitable for
working with reduced resolution.

Grid-based +
Simplification Same as the Grid-based. The simplification algorithm

combines groups of triangles to larger triangles, reduc-
ing reducing the overvall number (Figure 3.6)

Table 3.5: Different representations of the surface determination used



36 3| Experimental setup

Figure 3.6: Example of the simplification algorithm performed by VGStudio software
[85]

3.5. Canny + Subvoxel

As we already presented in Section 1.4, subvoxeling techniques allows a more precise
estimation of the position of the surface of an object with subvoxel accuracy, going
beyond the limitations of discrete voxel grid coordinates.

The decision to apply the subvoxeling technique to the Canny method was driven by
its ability to directly identify the voxels corresponding to the surface, eliminating the
need for an additional step to determine surface points. Furthermore, considering that a
significant portion of the research contributions in boundary-based methods came from
a particular research group that mainly utilized the Canny and Deriche methods, we
chose to replicate their subvoxeling technique applied to Canny to enable a comparison
with a state-of-the-art method.

3.5.1. Explanation of the literature subvoxeling technique

Following the initial surface voxel identification using the Canny algorithm, a gravity
center algorithm is employed to enhance the spatial resolution of the edge. This algo-
rithm is applied to a neighborhood, referred to as a window, around each of the local
maximum points detected by Canny. The optimal window size is 3 (Figure 3.7), which
means considering only the closest neighboring voxel for the calculation.
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Figure 3.7: Application of the Gravity center algorithm to the three directions [47]

The optimal positions of the points inside the voxel are calculated by applying:

X ′ =

∑i=3
i=1(Xi ·GX,i)∑i=3

i=1(GX,i)
;Y ′ =

∑j=3
j=1(Yj ·GY,j)∑j=3

j=1(GY,j)
;Z ′ =

∑k=3
k=1(Zk ·GZ,k)∑k=3

k=1(GZ,k)
;

where X ′, Y ′ and Z ′ are the optimal positions of the points in the x-,y- and z-axis. Xi, Yj

and Zk are the coordinates of the voxels inside the window, and i, j and k indicate the
number of the voxel, i.e from 1 to 3 for the window considered. GX,i, GY,j and GZ,k are
the gray value transitions obtained in the preliminary surface detection for the X, Y

and Z directions.

The refinement has been carried out separately and independently along all the three
directions. This technique is described in detail in the study by Yagüe-Fabra et al. (2013)
[47].

3.5.2. Formulation of subvoxeling technique

In this work, we used the Taylor expansion series to identify the subvoxel accurate
locations of the edge which corresponds to the zero-crossings in the second derivative
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of the grey values in the gradient direction. We attempted to adapt and apply a method
commonly used in image processing to our XCT grayscale volumes, aiming to combine
it with the results obtained from the Canny algorithm. This approach allowed us to
explore the potential application of this method in the context of XCT data analysis.

The formulation of Taylor expansion series is as follows:

In a local neighborhood of point a, the function f can be approximated along a line
in the gradient direction using a third-order Taylor polynomial [87]. The third-order
Taylor polynomial is given by:

f (a+ wŵ) ≈ f (a) + wfw (a) +
1

2
w 2fww (a) +

1

6
w 6fwww (a)

In this equation, f (a) represents the value of f at point a, fw (a) denotes the first
derivative of f at point a along the gradient direction, fww (a) represents the second
derivative and fwww (a) represents the third derivative, and w represents the coordinate
along the line. The grey values along this line are given by

g (w) = f (a+ wŵ)

The zero crossing in the second-order derivative can be determined as follows:

g′′ (w) = fww + wfwww (a)

Therefore, the zero crossing relative to a can be found at:

azc = a− fww (a)

fwww (a)
ŵ

To compute the derivatives on the data, we used the MATLAB function imgradientxyz,
which returns the directional gradients along the x, y and z directions of the three-
dimensional greyscale volume.

We first applied a Gaussian smoothing filter on the data and subsequently we applied
the function imgradientxyz to compute the matrices of first derivates in x, y and z.
Applying again the same functions to the three new matrices, we are able to obtain the
second derivatives terms: xx, yy, zz, xy, xz, yz. Finally, the function is applied one last
time on the obtained terms to obtain the third derivative terms: xxx, yyy, zzz, xxy, xyy,
xxz, xzz, yyz, yzz, xyz.
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With these terms we are now able to define the second and third derivatives in three-
dimensions as follows:

fww = f 2
xfxx + f 2

y fyy + f 2
z fzz + 2fxfyfxy + 2fxfzfxz + 2fzfyfzy

fwww = f 3
xfxxx + f 3

y fyyy + f 3
z fzzz + 3f 2

xfyfxxy + 3fxf
2
y fxyy + 3f 2

xfzfxxz + 3fxf
2
z fxzz

+3f 2
z fyfzzy + 3fzf

2
y fzyy + 3fzfyfzfxyz

So, the new point’s coordinates will be:

• x = ax − fww

fwww
· fx

• y = ay − fww

fwww
· fy

• z = az − fww

fwww
· fz

Where ax, ay, and az represent the coordinates in the x, y, and z directions of the original
point identified by Canny. On the other hand, fx, fy, and fz correspond to the partial
derivatives of f with respect to x, y, and z, respectively. These derivatives represent the
gradients in the x, y, and z directions of the image.

Figure 3.8: Subvoxel refinement compared to the initial identified points by Canny

Figure 3.8 provides a visual representation of the subvoxel refinement technique applied
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to the Canny segmentation method. The blue points represent the centroids of the edge
voxels identified by Canny, while the red points represent the new points generated
after displacement through the subvoxel refinement technique.

The blue points exhibit a saw-tooth configuration, which is characteristic of using voxel
centroids for edge detection. This configuration can introduce some irregularities in the
contour. In contrast, the red points, which have been moved along the gradient direction
using the subvoxel refinement technique, form a smoother and more continuous contour.
This displacement of points allows for a more accurate representation of the object’s
boundary.

3.6. Surface definition and measuring methods

In our feature extraction and measurement procedure, we utilized the segmented
volume obtained from various segmentation algorithms. In the case of Phansalkar
and Chan-vese, the algorithms provided a binary map indicating the location of the
object. To generate a surface from these binary maps, we used the MATLAB function
isosurface(binarymatrix, isovalue) with an isovalue of 0.5. This returned the vertices
of the polygon surface, which were then used for measurements.

For the algorithms that directly provided the surface points, such as Canny and its
subvoxel implementation, we simply extracted the coordinates of these points. For the
Otsu method, we employed the function isosurface(binarymatrix, Totsu) to generate the
surface at the determined isovalue. This approach was chosen because Otsu’s threshold
inherently provides the value of the surface, enabling a subvoxel implementation of the
method.

Once we obtained the vertices of the surface, we employed specific functions to extract
the diameter, cylindricity, and height. For diameter and cylindricity measurements,
we utilized the ctollbyfervs function (Appendix A), which calculate the cylindricity
tolerance of a set of points using the Carr-Ferreira algorithm, which reduces the original
non-linear problem to a sequence of linear problems that converge to the solution of the
problem. The function requires the vector X containing the x, y and z coordinates of
the surface points. The function returns two outputs: the cylindricity tolerance and the
mean radius of the cylinder.

To perform height measurements, we conducted a more extensive data preparation
process. We extracted the point clouds of all planes and the bottom step of the cylinder.
To calculate the five height of the stepped cylinder, we utilized the planeDist function
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(Appendix A). This function incorporates the lscylinder function, which employs the
Gauss-Newton algorithm to fit a circle that provides an estimated point on the axis of
the stepped cylinder. Subsequently, the point clouds of the planes were fitted, and the
distance between two planes was computed as the distance between two points on the
axis, each belonging to one of the two planes.
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4| Results

In this chapter, we present the results obtained from the measurements of the three
selected features: diameter, cylindricity, and height. The measurements serve as a means
to evaluate the accuracy and precision of the XCT process compared to the calibrated
measurements obtained from the CMM (Coordinate Measuring Machine).

Additionally, we provide insightful observations on the relationships between the
chosen criteria.

The measurements are reported and visualized through a series of plots, where the
deviations from the calibrated measurements are depicted on the coordinate axis. The
abscissa axis represents the different criteria used to evaluate the segmentation, includ-
ing the segmentation methods employed, the presence or absence of a physical filter,
and the application of high or low voltage. Each data point on the plot represents the
mean of all related measurements, providing a representative indication of the overall
performance.

By analyzing the results, we gain valuable insights into the accuracy and reliability
of the segmentation methods applied. Furthermore, we assess the impact of varying
parameters such as the presence of a physical filter and the voltage settings. These
findings contribute to a comprehensive understanding of the segmentation process and
provide valuable information for further optimization and improvement of the XCT
technique.

All the observations have been validated through the analysis of the variance (ANOVA),
in order to provide a statistical evidence of the observations and to further understand
and quantify the dependencies of the results on the different factors.

Overall, this chapter offers a comprehensive overview of the obtained results, highlight-
ing the deviations in measurements and providing significant observations regarding
the segmentation criteria.

In the table below are listed the methods used with their abbreviation and a summary
of the surface representation algorithm used.
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Methods used and corresponding surface representation
Method Abbreviation Surface representation
Otsu Otsu Marching Cube
Canny Canny None
Canny Subvoxel CannySV Taylor Expansion Series
Canny from literature Canny[47] Gravity Center Algorithm
Phansalkar PH Marching Cube
Chan-Vese CV Marching Cube
Direct measurement in VGStudio VGS VGStudio software
Grid-based representation of VGStudio VGS(grid) VGStudio software
Grid-based representation of VGStudio +
simplification

VGS(grid+s) VGStudio software

Ray-based representation of VGStudio VGS(ray) VGStudio software

Table 4.1: Table of methods and their surface representation

It is important to note that the analysis of the diameter and cylindricity included a
comprehensive comparison among all the methods. However, for the height measure-
ment, there were some issues with reproducibility, which led to a separate analysis
of the Cann[47] method. This separate analysis involved comparing Canny[47] to the
other methods using only four tomographic images, without their respective replicas.
Although this limited analysis provided a visual understanding of the algorithm’s per-
formance compared to our implementation based on the available data at our disposal.

4.1. Diameter

Based on the analysis of the results, it is evident that the different segmentation methods
exhibit distinct behaviors, as shown in Figure 4.1. The Chan-Vese and Phansalkar
methods tend to overestimate the diameter with values between 15 and 18 µm, while
Otsu and the commercial software VGStudioMax tend to underestimate it with values
between -16 and -19 µm. Notably, the Canny edge detector and the two subvoxel
implementations stand out with a significantly lower measurement deviation compared
to Otsu and VGStudioMax, with deviations of only -4.5 and -4 µm respectively. Both
subvoxel refinements technique does not exhibit a significant improvement compared to
the Canny segmentation method. The measurements only show a slight improvement,
suggesting that the impact of subvoxel refinement on diameter estimation is limited.

Another interesting finding is related to the three different surface determination repre-
sentations provided by VGStudioMax. Despite the differences in representation, the
resulting measurements were highly similar.
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The presence of a physical filter was observed to contribute to measurement underesti-
mation, with a reduction in underestimation of approximately 72% from a deviation of
-11 to -3 µm when the filter was absent. This suggests that the physical filter introduces
additional factors that affect measurement accuracy for this particular feature. Further-
more, higher voltage settings were found to result in more accurate measurements.

Figure 4.1: Main effects plot for the results of the diameter [mm]

Figure 4.2 illustrates the interaction between various parameters in the segmentation
process. One notable relationship explored is the interaction between the segmentation
method and the presence of a physical filter. It is evident that certain methods are
affected by the presence or absence of the filter in terms of diameter measurements. Otsu,
Chan-Vese, and Phansalkar methods tend to underestimate measurements when the
filter is present, while VGStudioMax, Canny, Canny subvoxel and Canny[47] methods
appear to be unaffected by the filter.

Another influential factor is the voltage level used in the XCT scans. Comparing
measurements obtained at low and high voltage settings, it is observed that lower
voltage levels tend to result in underestimation of measurements across all segmentation
methods. This emphasizes the importance of voltage settings in achieving accurate
segmentation outcomes.

Furthermore, when considering the relationship between voltage and the presence of
the filter, it is clear that the impact of the filter on measurements is relatively minor
compared to the influence of voltage. The presence of the filter does not significantly
affect the measurements, whereas voltage levels have a substantial effect. Measurements
obtained at low voltage exhibit more pronounced underestimation compared to those
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obtained at high voltage.

Figure 4.2: Interaction plot for the results of the diameter [mm]

In Figure 4.3, focusing on the measurement of the diameter, there is an interesting
aspect to explore regarding the relationship between the segmentation method and the
specific Tomographic Image (TI) on which the method is applied. Although Figure 4.1
draws the same conclusion regarding the overall performance, indicating that the three
Canny methods and Otsu methods generally produce more accurate results, a closer
examination uncovers an interesting observation. In the third volume, it is evident
that the Otsu method significantly underestimates the diameter compared to both its
average performance and the measurements obtained by other methods.

This discrepancy could potentially be attributed to the influence of noise present in the
tomographic image or a stronger influence of the beam hardening artifact, as well as
the robustness of the Otsu method in addressing such issues.

This finding emphasizes the importance of considering the specific characteristics of
tomographic images when selecting the appropriate segmentation method. While the
Canny and Otsu methods generally demonstrate strong performance, it is crucial to
acknowledge their potential vulnerability to certain image characteristics and take
necessary precautions to mitigate any adverse effects.
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Figure 4.3: Effects of the segmentation method with respect to each tomographic image
(diameter) [mm]

In conclusion, the results obtained from the analysis of the segmentation methods
provide valuable insights into their behavior and performance. The Canny edge detector,
especially its subvoxel implementations, emerges as a favorable choice, exhibiting
superior measurement accuracy compared to other methods. Furthermore, the influence
of factors such as physical filters and voltage settings on measurement accuracy has
been highlighted. The absence of a physical filter and the use of higher voltage settings
have shown to contribute to improved measurement accuracy.

To provide statistical evidence and support the observations, Figure 4.4 presents the
analysis of variance (ANOVA) results for the diameter. In order for the test to be
considered valid, a standard 5% significance level was applied to the 3 factors under
consideration and their interactions.

The ANOVA results indicate that both the Method and the Voltage have a significant
impact on the measurement, as evidenced by the respective p-values. In particular, the
Voltage factor shows a substantial difference in the magnitude of the F-value compared
to the other factors.

Contrary to the initial visual observations from the plots, the Filter factor seems to have
a very limited impact on the measurement result, as indicated by its p-value, which is
approximately 4,6%.

Additionally, none of the interactions between factors demonstrate any significant
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influence on the measurement.

Figure 4.4: ANOVA - Diameter

4.2. Cylindricity

In Figure 4.5, an interesting observation can be made regarding the measurement of
cylindricity and its comparison to the calibrated measurement of the CMM. The results
show that methods such as Canny, Chan-Vese, and Phansalkar tend to significantly
overestimate the cylindricity compared to the CMM measurement. On the other hand,
Otsu and the direct measurement on VGStudio software yield more accurate results.
Canny instead demonstrates a notable improvement with our subvoxel refinement but
not from Canny[47] technique, which instead performs just slightly better than the
original Otsu. In the CannySV the deviation from the CMM measurement is reduced
by approximately 20 micrometers, indicating a more precise estimation of cylindric-
ity. Canny with subvoxeling significantly improves also the accuracy of cylindricity
measurement compared to the standard methods, bringing it to 9.5 µm. The deviations
from the calibrated measurement of the CMM are notably reduced, indicating a higher
level of precision. Furthermore, it is interesting to note that the subvoxel refinement
technique surpasses the performance of the other two best-performing techniques,
namely Otsu and the direct measurement on VGStudio, respectively at 15.3 and 13.8
µm. This improvement highlights the effectiveness of the subvoxel refinement approach
in achieving more accurate and reliable cylindricity measurements. The comparison
provides strong evidence for the superiority of the subvoxel refinement technique,
positioning it as a highly promising method for cylindricity measurement in the context
of X-ray Computed Tomography.

Additionally, it is noteworthy that the different representations of the same surface deter-
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mination in VGStudio behave differently. The representation with the highest number
of points considered on the surface (grid-based representation without simplification)
performs overall worse in terms of cylindricity measurement. This discrepancy could
be attributed to the number of points generated by these representations, indicating that
a higher density of points does not necessarily result in better cylindricity measurement,
but can instead lead to a higher risk of incurring in outlying points.

Interestingly, the presence or absence of the filter does not seem to have a significant
impact on the cylindricity measurement. Unlike the diameter measurement, higher
voltage tends to underestimate the measurement compared to the lower voltage, but in
the case of cylindricity, this also provides better results.

Figure 4.5: Main effects plot for the results of the cylindricity [mm]

In the interaction plot for cylindricity in Figure 4.6, the influence of the method and the
presence of the filter can be observed. Most of the methods, such as Phansalkar, Chan-
Vese, Canny, and direct measurement in VGStudio, are not significantly affected by the
presence of the filter. These methods demonstrate consistent performance regardless of
the filter.

However, there are two distinct behaviors observed in the Otsu method and the ray-
based and grid-based representations in VGStudio. In the Otsu method and the grid-
based representation, the absence of the filter leads to better results in terms of cylin-
dricity measurement. On the other hand, in the ray-based VGStudio representation, the
filter improves the measurement accuracy.

Regarding the voltage setting, it is evident that all methods benefit from higher voltage.
Increasing the voltage contributes to an improved accuracy in cylindricity measurement
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across the different methods. This observation underlines the importance of voltage
settings in obtaining more reliable and precise measurements.

In the remaining comparisons, it is further evident that voltage plays a more significant
role compared to the filter. Additionally, the presence of the filter appears to have a
more pronounced effect at higher voltage settings.

Figure 4.6: Interaction plot for the results of the cylindricity [mm]

In Figure 4.7 a comparison of the methods with the tomographic images is presented.
It is observed that most methods exhibit similar performance, while a few stand out
in terms of their accuracy in cylindricity measurement. The direct measurement on
the commercial software and the Otsu method are notable for their performance, but
CannySV seems to be superior in all the different scans.

The direct measurement on the software proves to be the most accurate in terms of
cylindricity measurement. However, it is interesting to note that two representations of
the surface determination in the software perform particularly good as well, while the
third representation (grid-based) consistently yields poor results across the tomographic
images. This discrepancy suggests that the choice of the representation within the
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software can significantly impact the accuracy of the measurement.

Figure 4.7: Effects of the segmentation method with respect to each tomographic image
(cylindricity) [mm]

Again, to provide statistical evidence for the observations made from the plots, an
analysis of variance (ANOVA) was conducted. The results further support the findings.

The ANOVA results in Figure 4.8 indicate that both the Method and Voltage factors
have a significant impact on the measurement, as indicated by the p-values. The
Voltage factor has a particularly high F-value, suggesting a stronger influence on the
measurement compared to other factors.

Similar to previous findings, the Filter factor does not show any significant influence on
the measurement, as evidenced by its p-value.

However, the interactions between factors reveal significant influences on the measure-
ment. Specifically, the Method-Filter, Method-Voltage, and Filter-Voltage interactions
exhibit statistical significance. Among these interactions, the Filter-Voltage interaction
stands out as particularly influential. As observed in the interaction plot, the behavior
of the filter changes at high or low voltages. Notably, the absence of the filter at high
voltage yields better results compared to having the filter, while the presence of the
filter is worse at low voltages.

On the other hand, the Method-Filter-Voltage interaction does not demonstrate any
relevance or significant influence on the measurement.



52 4| Results

Figure 4.8: ANOVA - Cylindricity

4.3. Height

In the analysis of the height feature in Figure 4.9, it is observed that the standard
methods perform similarly, with the Canny method showing slightly better results with
a deviation of 7.8 µm and the Phansalkar method performing slightly worse at 12.2 µm.
On the other hand, the measurements obtained from VGStudioMax appear to be the best.
Notably, the measurements from the representations in VGStudioMax tend to approach
the 0 value, even outperforming the direct measurement on the software. However, it is
important to consider that this could be the result of an overestimating systematic error
in the measurement. Another important observation is that the Canny with subvoxel
shows a significant deterioration in the measurement, with an underestimation of
approximately -20 µm. This discrepancy may be attributed to the incorrect identification
of certain points on the planes. Furthermore, it was observed that the top and bottom
planes posed the greatest difficulty in being accurately identified.

Examining the results in terms of each step, an interesting observation emerges. The first
three steps from the bottom tend to overestimate the measurement of the height feature,
while the last two steps tend to underestimate it. This pattern could potentially be
attributed to a cone beam artifact. Due to the cone beam shape of the X-rays, when they
hit areas far from the middle of the object, a positive and negative cupping effect may
occur. This effect could contribute to the observed overestimation and underestimation
of the height measurement.

Furthermore, the presence of the filter and the voltage level appear to have less impact
on the height measurement. However, it is worth noting that the presence of the filter
and a lower voltage level may yield slightly better results.
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Figure 4.9: Main effects plot for the results of the height [mm]

To gain further insights into the plot, we conducted ANOVA analysis. The results of
the ANOVA (Figure 4.10) reaffirm that the step measured has a significant influence
on the measurement, as indicated by its small p-value. On the other hand, the analysis
suggests that the other factors do not have a notable impact on the measurement.
Although, examining the second order factors, the combination of the method and filter
has a significant impact on the measurement. This is evident from the p-value of zero,
indicating the relevance of the method in relation to the specific step being considered.
In other words, the choice of method becomes influential depending on the particular
step of the object.

Although some results are missing, it is still interesting to compare the results obtained
for the height when analyzing only four tomographic images using the Canny[47] sub-
voxeling technique (Figure 4.11). This method shows very similar results to our Canny
subvoxeling technique, with the measurement heavily underestimating compared to
the original Canny.

Moreover, when considering the different steps, it becomes evident that the top step
(h1) is the most influenced by the addition of this other subvoxeling method, resulting
in a more significant underestimation. On the other hand, the bottom step (h5) obtains
an overestimation compared to the results displayed in Figure 4.9. These findings
may indicate that the subvoxeling accuracy is influenced by the type of dimensional
tolerance being considered.
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Figure 4.10: ANOVA - Height

Figure 4.11: Main effects plot for the results of the height with Canny[47] [mm]
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4.4. Discussion

In summary, the comparison of segmentation methods on the three distinct features
revealed interesting findings. Canny proved to be highly effective for diameter measure-
ments, surpassing even the subvoxeling methods like Otsu and direct measurements
from VGStudio. Although Canny performed better than standard methods for the other
features, it couldn’t match the accuracy of subvoxeling techniques. This discrepancy can
be attributed to the discrete nature of surface points identified by standard segmentation
methods, limiting their precision, especially in the cylindricity. For height measure-
ments, Canny displayed potential by outperforming standard methods, although not
being the best overall. Recognizing this potential, the decision was made to implement
a subvoxeling refinement of the Canny algorithm.

The introduction of Canny Subvoxel brought remarkable improvements in the cylin-
dricity measurements. However, it did not yield substantial improvements in diameter
measurements and it did encounter difficulties in accurately identifying some points
for height measurements, resulting in a significant impact on the overall results. This is
likely due the increased noise in the flat surfaces, which are almost parallel to the X-rays.
Based on the observation from the ANOVA analysis for the height measurement, where
the method’s relevance is evident in its interaction with the step, it suggests that the
choice of methods is task-specific. This means that different methods may perform
better or worse depending on the specific characteristics of the object or feature being
measured.

It is also worth looking at the probability plots for the residuals in the three cases (Figure
4.15).

The diameter measurements exhibit a relatively aligned distribution of points along
a line, with the exception of two outliers. Despite these outliers, the overall result is
considered satisfactory as the model used for analysis is balanced [88], ensuring an
equal number of observations for each level or combination of levels in the ANOVA. In
the case of cylindricity, the points form a S-shaped configuration, closely following the
reference line. This indicates a good approximation of the true cylindricity, reinforcing
the accuracy of the measurements. The height measurements display a similar behavior
to the diameter, with the points showing a tendency to align along a line. However, the
presence of multiple outlier points introduces variability and affects the alignment of
the overall distribution along the reference line.

When comparing the results with the Canny method from the literature, it showed very
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similar measurements of the diameter compared to the other Canny methods applied
in this work. However, our Canny with subvoxeling outperformed both methods
in the measurement of cylindricity. On the other hand, both subvoxeling techniques
performed poorly in the height measurement compared to the original Canny and the
other methods.

These observations are further supported by conducting a pairwise comparison of the
methods using Bonferroni’s method to assess the similarity among the segmentation
techniques.

Figure 4.12: Comparisons for the diameter

As shown in Figure 4.12, the methods have been divided into two main groups. Being
part of the same group indicates similarity in performance compared to the other
methods in the same group. For the diameter, the three Canny methods are grouped
together and belong to both groups.

On the other hand, when looking at cylindricity (Figure 4.13), more groups are identified.
In this case, Canny and Canny[47] belong to the same group but show dissimilarity
with CannySV, which is instead grouped together with the other two methods that
apply a subvoxeling technique, namely Otsu and direct measurement using VGStudio
software.

Finally, when examining the comparison for the height and excluding Canny[47], as
we can see from Figure 4.14 the methods do not display significant differences in
performance from each other and are grouped together. However, the ANOVA (Fig.
4.10) shows that the interaction between methods and heights is significant. The
pairwise comparison is not reported here, as it is difficult to interpret.
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Figure 4.13: Comparisons for the cylindricity

Figure 4.14: Comparisons for the height



58 4| Results

Figure 4.15: Probability plots of the residuals for the three features
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5| Concluding remarks and outlook

This thesis aimed to overcome the limitations in segmentation analysis found in existing
literature, specifically in industrial computed tomography. The ability of XCT to cap-
ture detailed information about complex-shaped parts, which conventional measuring
systems often struggle to provide, makes it a valuable tool for quality control and
dimensional analysis. However, the XCT process is not without challenges, and one
crucial aspect is the segmentation process.

A thorough research of the current state of the art on segmentation in industrial XCT
was conducted, resulting in a comprehensive review. This review encompassed seven
major categories of segmentation methods, revealing the prevalent approaches used in
industrial XCT segmentation.

To address the aforementioned lack of comparison among algorithms specified for
different measurands, a comparative analysis of segmentation methods was carried
out. This analysis focused on three key features: diameter, cylindricity, and height. To
facilitate this evaluation, an aluminum stepped cylinder was introduced as a standard-
ized test object. The results revealed that no single method performed optimally for all
features and conditions. Different methods exhibited strengths and weaknesses depend-
ing on specific requirements, emphasizing the importance of considering objectives,
features, and scanning conditions when selecting segmentation methods for industrial
XCT applications.

Additionally, a subvoxeling technique was proposed in this thesis to enhance the mea-
surement accuracy of segmentation methods at a subvoxel level. By leveraging Taylor
Expansion series up to the third order, this technique aimed to improve surface detection.
The evaluations of the subvoxeling technique revealed the following performances:

• Consistent with results obtained with the origina Canny method on the feature of
size of the diameter.

• Excellent for the form tolerance on the cylinders, surpassing other methods and
those that inherently incorporate subvoxeling.
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• Poor performance for the feature of size related to the height.

Overall, this thesis contributes to the advancement of segmentation analysis in in-
dustrial XCT by providing insights into the strengths and weaknesses of different
segmentation methodologies across various features. The comprehensive literature
review, comparative evaluations, and the proposed subvoxeling technique address the
current limitations and highlight the challenges and opportunities in the field.

The findings underscore the need for more extensive and standardized comparisons
among segmentation methods. Clear guidelines and benchmarks are necessary to aid
researchers and industrial users in selecting the most appropriate algorithms. Further
research should explore the application of the subvoxeling technique to other features
and objects to validate its generalizability and investigate potential improvements.
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