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1. Introduction
In recent years there has been growing interest
in applying artificial intelligence (AI) techniques
to assist investors in navigating financial mar-
kets and perform effective investment strategies.
As highlighted in [3], AI has the potential to rev-
olutionize trading and portfolio management by
enabling investors to analyze huge amounts of
data. Therefore the integration of AI represents
a promising opportunity to achieve optimal in-
vestment objectives.
In this thesis, our focus is on applying AI tech-
niques to find the best investment strategy for
US Sector Indices. Therefore we aim to build
a trading model to properly identify buy and
sell signals for US Sectors. The mission of this
project, that goes far beyond the contributions
of this thesis, is to construct a market-neutral
portfolio accordingly to these signals. A portfo-
lio is considered market-neutral if the size of the
long positions equals the size of the short po-
sitions, resulting in a null net exposure against
the market.
First, we consider the main financial indicators
that drive the market. We consider both tech-
nical and fundamental indicators, and through
feature selection algorithms, we find the most

relevant ones. Then we try to handle the non-
stationarity of the data in order to increase the
predictive power. Finally we decide to employ
the Fitted Q-Iteration (FQI, [6]) as reinforce-
ment learning algorithm. To train our model,
we used daily data from 2008 to 2019. We eval-
uated the model’s performance through a back-
test between 2020 and 2022. We achieve pos-
itive performance for most of the sectors for
some iterations of FQI. However, some of the
obtained strategies exhibit excessive volatility.
One way to overcome these instability issues is to
implement effective volatility control techniques
which could make our trading strategy a promis-
ing approach for producing positive and stable
results.

2. Reinforcement Learning
Reinforcement learning [9] is a subfield of Arti-
ficial Intelligence that aims to develop and train
an agent to interact with a given system, called
environment, in order to maximize a reward sig-
nal. The agent-environment interaction is meant
as a sequence of decisions, or actions, each of
which is taken by the agent after observing the
environment state.
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2.1. Markov Decision Process
The reinforcement learning theory is built on
the framework of Markov Decision Processes
which are stochastic mathematical systems able
to model the interaction between an agent and
an environment. A Markov Decision Process
(MDP) is a tuple < S,A, P,R, γ, µ >, where: S
is the set of all possible states called state space,
A is the set of all possible actions called action
space, P is the stationary transition probability
matrix defining P(s’|s,a), R is the reward func-
tion, γ is the discount factor such that γ ∈ [0, 1],
µ is the distribution of the initial state of the
environment. In RL, the agent selects its action
based on a policy, π(·|s), which assigns a dis-
tribution over the action space A to each state
s. Almost all RL algorithms are based on esti-
mating the action-value function Qπ, which de-
scribes the expected future reward for taking a
particular action a in a given state s following a
certain policy π. It can be expressed as:

Qπ(s, a) = Eπ[

T∑
t=0

γtRt|St = s,At = a]. (1)

The goal of the agent is to find the optimal
action-value function, defined as:

Q∗(s, a) = max
π

Qπ(s, a), (2)

which allows to determine the optimal policy.

2.2. Fitted Q-Iteration
Fitted Q-Iteration (FQI, [6]) is a RL algorithm
that uses an approximate model of the system
dynamics in order to approximate the optimal
action-value function for each action in a given
state. The model is iteratively trained on a
dataset in the form (S,A, S′, R) with the aim of
obtaining the optimal policy. Then a regression
model, such as Extra Trees or XGBoost, is em-
ployed to estimate the Q-values for each state-
action pair. This iterative process updates the
model based on a batch of experiences collected
from the environment, allowing it to learn from
the past and improve its predictions of future re-
wards in order to obtain a new policy. The final
result is an approximation of the optimal policy
that maximizes the long-term reward.

3. Related Works
Reinforcement Learning has been shown to be
effective in dealing with dynamic and uncertain
environments, making it well-suited for financial
markets. A commonly employed approach is by
means of deep RL techniques, which use neural
networks to approximate the agent’s decision-
making process. [10] adopts deep reinforcement
learning to generate buy and sell signals for
various financial instruments including stocks,
currencies and cryptocurrencies. The proposed
method is tested on real-world financial daily
data and achieved superior performance com-
pared to other state-of-the-art models in learn-
ing trading rules specific to individual assets.
However there is no analysis of which financial
indicators should be used to better train the
agent and improve the models performance.
An alternative approach that does not rely on
neural networks is the FQI algorithm, which can
be used for single-asset trading with action dis-
cretization. Rather than using neural networks,
FQI typically adopts regressors such as Extra
Trees or XGBoost. This approach enables a
more transparent decision-making process and
mitigates the instability issues frequently en-
countered in continuous framework models. [2]
and [8] develop an effective high frequency FX
trading strategy by training an agent via Fitted
Q-Iteration. They take into account both the
non stationarity of the data and the transaction
costs. However they do not incorporate any fi-
nancial indicators as features.
In this thesis, we propose an approach that man-
ages daily signals to perform weekly trading
without any simplified hypothesis. To achieve
this goal, we incorporate effective techniques
for managing data non-stationarity and selected
financial indicators as input data in order to
better handle the dynamics and complexity of
the financial market. We adopt the FQI algo-
rithm with action discretization as Reinforce-
ment Learning model.

4. Problem Formulation
In order to effectively apply reinforcement learn-
ing algorithms to find the best investment strat-
egy, the first step is to model the trading dy-
namic as a Markov decision process and define
the concepts of state, action, and reward.
Our goal is to create an agent that utilizes RL
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techniques to generate trading signals. There-
fore, we need to introduce fundamental concepts
related to price time series and define the under-
lying dynamics.

4.1. Financial Preliminaries
The closing price of an asset is the price of the
last transaction made on that security during a
trading session.
The opening price of an asset is the price of the
first transaction made on that security during a
trading session.
The performance of an asset is evaluated by cal-
culating its return, which can be determined in
various ways depending on the time horizon un-
der consideration. For instance, if we consider
daily returns, they are computed as:

rt =
ClosePricet
ClosePricet−1

− 1 (3)

Investors can buy, sell or hold financial assets,
depending on their investment objectives and
market conditions.
’Buy’ means purchasing a financial asset, hoping
that its value will increase in the future.
’Sell’ involves disposing of a financial asset and
selling it, either to realize a profit or to cut
losses.
’Hold’ refers to maintaining the current position
in a financial asset.

4.2. Reward
Our objective is to identify the optimal invest-
ment strategy for every sector. Therefore we
have to properly define a reward function in or-
der to reach this goal.
Let us consider a set Ω of financial assets. A
portfolio is a combination of such assets, in a
way that each asset i ∈ Ω at a specific timestep
t is associated to a weight denoted as ωi,t ∈ [0, 1]
and

∑
i ωi,t = 1.

The value of such portfolio can be expressed as:

Vt =
∑
i∈Ω

ωi,t−1(
OpenPricei,t

ClosePricei,t−1
− 1)

+ωi,t(
ClosePricei,t
OpenPricei,t

− 1),

(4)

where OpenPrice and ClosePrice are respec-
tively the opening price and the closing price

of the asset i.
Assuming that the closing price at time t-1 is
equal to the opening price at time t, we obtain:

Vt =
∑
i∈Ω

ωi,t(
ClosePricei,t
ClosePricei,t−1

− 1), (5)

which can be rewritten as:

Vt =
∑
i∈Ω

ωi,tri,t, (6)

where ri,t is the return of the asset i at time t,
introduced in Equation 3.
In real markets, when an investor buys or sells
an asset, a transaction cost must be paid. There-
fore, the value of a portfolio including transac-
tion cost at time t can be defined as:

Vt =
∑
i∈Ω

ωi,tri,t − fee · |ωi,t − ωi,t−1|, (7)

where fee is the transaction cost associated with
each operation.
Given this result, we can define the reward func-
tion of the asset i as the difference between the
return and the transaction cost associated with
the trading operation:

Ri,t = ωi,tri,t − fee · |ωi,t − ωi,t−1|. (8)

In our case, we decide to work with discrete ac-
tions instead of continuous weights ω, therefore
the final reward function of asset i at time t be-
comes:

Ri,t = ai,tri,t − fee · |ai,t − ai,t−1|, (9)

where ai,t ∈ A is the action performed by the
agent as described in (10).
Our approach involves using a reward function
that evaluates the performance of each asset in-
dividually, rather than treating the entire port-
folio as a single entity. Specifically, we construct
a single asset optimal trading strategy for each
sector in which the goal of the agent is to max-
imize the reward expressed in Equation 9 over
time.

4.3. Environment Formulation
In order to construct an environment suitable for
a trading framework, we need to properly define
the reward function (introduced in Section 4.2),
the action space and the state space.
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Action Space The action consists of the allo-
cation the agent chooses for the week, therefore
the set of possible actions is defined as:

A = {−1, 0, 1}, (10)

which corresponds respectively to the three dif-
ferent possible actions described in Section 4.1:
Sell, Hold and Buy.

Feature Space The state in an MDP contains
all information needed to select the best action
to maximize future rewards. While the current
state of an asset is trivially represented by the
current price, we can include a series of financial
indicators that may provide useful information
to better understand the underlying dynamics of
the dynamic process. The most significant finan-
cial indicators we select are Fundamental Indi-
cators (Price to Book (PB), Price over Earnings
(PE), Dividend Yield, Earnings Growth, Earn-
ings Yield) and Technical Indicators (Volatil-
ity, Bollinger Bands, Relative Strength Index
(RSI), Moving Average Convergence Divergence
(MACD), Signal Line, Volume, Volume Oscil-
lator). However the large number of financial
indicators can lead to computational and sam-
ple complexities issues, as well as the possibility
of having correlated features. Therefore a fea-
ture selection process will be conducted in the
next chapter (5) to identify the most relevant
and informative features. Starting from the re-
sults of this analysis, we define the state of our
environment composed of the technical indica-
tors and the returns (daily, weekly, and weekly
lagged). Specifically daily returns are the ones
introduced in Equation 3. Similarly the weekly
returns are computed considering a window of
5 days. The lagged returns we consider are the
weekly returns of 2,3, and 4 previous weeks. Ad-
ditionally we consider the allocation at the pre-
vious step. This last feature is crucial because
when the agent selects an action, he needs to
take into account the previous position because
of transaction costs. In particular, if the price
changes by an amount smaller than the transac-
tion fee, the cost of the operation will be higher
than the return, resulting in a negative reward.
Adding the position of the previous step enables
the agent to choose the ’hold’ action if he pre-
dicts that the costs of a potential transaction
exceed the returns.

4.4. Algorithm Selection
In order to properly choose the more suitable
RL algorithm we opt for a value-based approach
over a policy-based approach. While the latter
is more sample efficient, it tends to be less stable
and more sensitive to the quality of the function
approximator and the choice of hyperparame-
ters, which can lead to suboptimal solutions.
We choose FQI algorithm because it is more ro-
bust than other value-based methods, such as
DQN algorithm which is more sensitive to noise
or inaccuracies in the data. Additionally, FQI is
more interpretable since it uses XGBoost or Ex-
tra Trees instead of neural networks, which are
a black box approach.
Therefore, we train the FQI algorithm consider-
ing daily features as input to perform a weekly
trading strategy for each sector individually. To
evaluate our model, we simulate the optimal
trades according to the predictions of the model
and compute the cumulative returns over the
testing period.

5. Data Analysis
We focus on analyzing the sectors using the
Global Industry Classification Standard (GICS)
classification. The sectors we consider are:
Communication Services, Consumer Discre-
tionary, Consumer Staples, Energy, Financial,
Health Care, Industrial, Information Technol-
ogy, Materials, Real Estate, and Utilities.
Instead of considering sectors prices ’alone’, we
decide to use sector performance data relative
to the market, which means that we construct
an historical time series of sector minus market.
In order to do this we compute the performance
of each sector, and the performance of the mar-
ket and take the difference. We then recalculate
the prices. By doing this, we are able to iden-
tify specific sector risks: by removing the market
component, we eliminate the market risk, lead-
ing to a market neutral time series. We will refer
to this new time series as sectors vs market.
Then we choose the most significant financial in-
dicators, both fundamental and technical, as ex-
plained in Section 4.3. Like for sector prices, we
consider these indicators relative to the market,
constructing for each of them a new historical
time series of Indicators vs Market.
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5.1. Feature Selection
In this section, we perform a feature selection
procedure to detect the most informative indi-
cators, that is, which indicators have an effective
predictive power on asset returns.
In order to do that we choose ExtraTrees Re-
gressor [7] and XGBoost [4], which are super-
vised learning algorithms that have been shown
to be effective in producing accurate predictions
for a wide range of regression problems.

Extra Trees Regressor Extra Trees Regres-
sor is a supervised learning method that pro-
vides an estimator that fits multiple extra-trees
on various sub-samples of the dataset, followed
by averaging the predictions to improve pre-
dictive accuracy and prevent over-fitting. The
fact that the cut points are chosen randomly for
each tree makes the trees diversified and uncor-
related.

XGBoost Extreme Gradient Boosting (XG-
Boost) is a decision-tree-based algorithm that
combines multiple decision trees. It works in a
gradient boosting framework, which is a tech-
nique that uses gradient descent to optimize
the loss function of the model, providing a
parallel tree boosting. It starts by fitting an
initial predictor model (e.g. a tree) to the data.
Then the algorithm works by iteratively adding
predictors to the model while optimizing a
given objective function. Each successive model
attempts to correct for the shortcomings of
the combined boosted ensemble of all previous
models.

In order to assess the accuracy of the fore-
cast, we employ the adjust R2 statistic and
the Accuracy. The adjusted R2 statistic is
a modified version of the R2 that takes into
account the number of independent variables in
the model and better manage overfitting. To
compute the accuracy, since the return values
are continuous, we have considered their sign.
By doing this, we have a measure of how well
the model can predict gains (positive returns)
and losses (negative returns) correctly.

Year p-value Stationarity

2019 8.747e-7 stationary

2020 2.594e-4 stationary

2021 1.044e-6 stationary

2022 1.743e-5 stationary

Table 1: ADF Test - Bollinger Up

5.2. Stationarity
We attempt to make the data more station-
ary while preserving their predictive power. To
achieve this, we employ an approach called Frac-
tional Differentiation, which was first introduced
by Lopez de Prado in [5].
The most common method used to remove non-
stationarity from data is to make the some in-
teger order difference or the logarithm. How-
ever, these approaches erase a significant por-
tion of the data memory, dramatically reducing
their predictive power. Fractional differentiation
overcomes this problem by finding the fraction d
such that the data become sufficiently stationary
while preserving as much information as possi-
ble. In particular, each past value of the time
series is assigned a weight ω such that:

ω = {1,−d,
d(d− 1)

2!
, ..., (−1)k

k−1∏
i=0

d− i

k!
} (11)

When d is equal to k, the memory beyond that
point is removed. The goal is to find d such that
stationarity is achieved and the maximum vol-
ume of memory of the time series is preserved.
We obtained good results in terms of stationar-
ity by setting d = 0.2. In Table 1 we present the
result of The Augmented Dickey-Fuller (ADF)
test on the historical data from 2019 to 2022 of
the technical indicator Bollinger Up. Similar re-
sults were obtained for the other features and
for the other years. In particular we perform an
ADF test on each feature in the dataset after ap-
plying the Fractional Differentiation method for
some value of d. The ADF test is a type of unit
root test that examines how strongly a time se-
ries is defined by a trend. To interpret the results
of this test, we use the p-value. If the p-value
is below a defined threshold α (set to 0.05), we
conclude that the time series is stationary. Con-
versely, if the p-value is above the threshold, we
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R2 Train 0.68

R2 Test -0.03

Accuracy Train 0.87

Accuracy Test 0.56

Table 2: R2 and Accuracy -
Rolling Approach 2018-2021

conclude that the time series is non-stationary.
Therefore, analyzing the p-value, we find that
with d = 0.2 the data became stationary.

5.3. Rolling Approach
We decide to employ a rolling approach in or-
der to avoid a net division between train and
test set: considering a rolling window allows
us to properly evaluate the predictive power of
the features over different periods, leading to
a more stable analysis. In order to find the
best model parameters for each train-test pe-
riod we decide to use Optuna [1], which is a
commonly employed open-source hyperparame-
ter optimization framework for machine learn-
ing.
We consider as training set 3 years of daily data
and validation set the following year. In order to
find the best parameters we set the Optuna ob-
jective function as the adjusted R2 computed on
the weekly returns of the validation set. After
identifying the optimal parameters, we train the
model on 3 years of daily data to predict weekly
returns for the following month. We then shift
the dataset by one month and repeat this pro-
cess. At the end of each year, i.e. after 12 shifts,
we collect and evaluate the predictions.
We present the results for sector Consumer Dis-
cretionary, considering Extra Trees Regressor.
In Table 2 we can see the results in terms of ad-
justed R2 and accuracy with training set from
2018 to 2020 and test set 2021. Unfortunately,
the results at the adjusted R2 level are nega-
tive, despite achieving a reasonable level of ac-
curacy. Through various years of train-test, we
have always obtained negative R2 values. How-
ever, our accuracy score has yielded some good
results (>55%).
One of the reasons we identified for this behavior
is that the adjusted R2 may be too sensitive as a
measure to evaluate prediction in such a volatile

context, and already achieving discrete accuracy
results may indicate that some features are more
significant than others.
Therefore, we have considered the feature im-
portance results obtained from Extra Tree Re-
gressor, which revealed that Fundamental Indi-
cators are not relevant. The importance of a fea-
ture derived from Extra Trees is computed using
the Mean Decrease Impurity (MDI) method con-
sidering as impurity metric the Gini impurity.
As a consequence of feature importance results,
the set of features selected to perform further
analysis includes only technical indicators and
returns.

6. Experimental Results
We trained the FQI model during the period
from 2008 to 2015, using the 2016-2019 data as a
validation set to obtain optimal parameters for
the FQI regressor through Optuna Optimizator.
We experiment XGBoost and Extra Trees as re-
gressors, with XGBoost being selected due to
its superior performance in computational effi-
ciency and accuracy. To ensure the robustness
of the optimal parameters, the Optuna objective
function is set to maximize the average cumula-
tive reward during the validation period across
three different independent runs. Finally, the
validation set is included again in the training
period and the model is re-trained using the pre-
viously obtained parameters on daily data from
2008 to 2019, with performance evaluation con-
ducted on weekly out-of-sample data from 2020
to 2022 with 5 FQI iterations. We assume trans-
action costs of 0.0005 for each operation. There-
fore, in our problem, we have to consider for each
transaction a cost of 0.001 as our historical series
are sector vs market, which requires two trans-
actions each time a signal is generated. In fact
when we have, for instance, a buy signal, it re-
sults in double transaction costs since we have
to buy the sector index and sell the market.
To test the stability and robustness of the model,
we perform backtesting simulations for the same
sector using various seeds to observe the strat-
egy volatility. We present the result for the sec-
tor Consumer Discretionary with 5-day window
and XGboost as regressor. Similar results were
obtained for other sectors. We obtain positive
performance in backtesting for certain iterations
of FQI, such as the 3th iteration which yielded a
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Figure 1: Performance Train - Consumer Dis-
cretionary

mean return of +7.8% across various seeds (Fig-
ure 2). However, the results from validation set
(Figure 3) indicates that the iteration to choose
in the test is the 1th, since it is the iteration
that leads to the better performance (+10.6%).
Therefore if we consider the first iteration of FQI
for the test we get -5.3% (Figure 4). One reason
we identified for this negative results it that the
choice of the iteration to consider is biased due
to our use of Optuna which optimizes the param-
eters only in the first iteration of FQI. Specifi-
cally we train the model and we use Optuna to
find the parameters that maximize the cumula-
tive return on the validation set, but only for
the first iteration of FQI. This is because the
Optuna research is computationally really ex-
pensive therefore the optimization procedure is
limited to the first iteration. However selecting
the best parameters for each iteration during the
validation procedure would lead to a more sta-
ble and correct choice of what FQI iteration to
consider, instead of relying only on the optimal
parameters of the initial iteration.
However, concerns regarding the volatility and
instability of the resulting strategies persist, es-
pecially when we compare the results obtained
with different independent runs (Figures 1, 3
and 2). In conclusion, while the tested FQI it-
erations have shown promising performance for
some US sectors, further investigation is needed
to address the identified issues and ensure the
reliability of the proposed trading model.

Figure 2: Performance Test - Consumer Discre-
tionary

Figure 3: Performance Validation - Consumer
Discretionary

7. Conclusions and future de-
velopments

The aim of this work is to use reinforcement
learning to construct a trading model for US
market sector indices. We begin by selecting and
analyzing a set of financial indicators in order
to identify the most relevant ones in terms of
predictive power on asset returns. We employ
the Fractional Differentiation approach to re-
move non-stationarity in the data while preserv-
ing their predictive power. In order to evaluate
the predictive power of our features we decide to
employ a rolling approach with Extra Trees Re-
gressor. Although the adjusted R2 statistic did
not indicate a strong predictive power among
the features, we obtained a discrete level of ac-
curacy. Therefore we selected the most relevant
features for further analysis according to the Ex-
tra Trees feature importance.
Finally we trained the FQI algorithm on the se-
lected features. Although the robustness of the
algorithm, we notice that the resulting strate-
gies exhibit high volatility and instability issues.
Therefore there are several future developments
that could enhance this work, including:
• investigating additional financial indicators
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Figure 4: Performance Test, First Iteration -
Consumer Discretionary

in order to find other significant features
which can improve the predictive power on
asset returns;

• exploring alternative approaches for man-
aging the non-stationarity of data;

• exploring alternative approaches to perform
feature selection, e.g. discretize the fea-
tures using quantiles and employ a classifier
rather than a regressor;

• developing effective techniques to manage
the volatility, e.g. set a volatility target and
normalize the historical time series of the
sectors and the market by this target.

In conclusion, we developed an effective trad-
ing model with the final goal of constructing a
market-neutral portfolio based on the obtained
strategies. One way to do this can be to con-
sider the Q-value Function of the FQI agent’s
buy action for each sector to derive the optimal
weights since assets with lower Q-values should
have lower weights. The Q-value, in fact, repre-
sents the expected return when buying the asset,
enabling us to assign lower weights to sectors
with lower expected returns. Additionally, we
must perform volatility controls to penalize as-
sets with high expected returns that also have
higher volatility.
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