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Abstract

Data analysis has become a crucial process in various scientific fields, as the increasing
availability of technological tools facilitates decision-making through data-driven mod-
els. The complex task of processing data leading to final decisions is often implemented
in multi-stage pipelines, each assigned to handle different stages of data manipulation.
In scientific contexts, it is common to build models to abstract physical phenomena us-
ing experimental data from different experiments. However, experimental data are often
uncertain and irreproducible, and their processing within pipelines is necessary for the
construction of reliable models. As a result, data preparation techniques have been em-
ployed and refined over the years to improve Data Quality, which is critical to obtaining
a good model. This thesis proposes an approach aimed at the artificial generation of
uncertainty in data through Fault Injection, a common method in the field of Data Qual-
ity. Uncertain data is then given as input to a multi-stage pipeline, and the ambiguity
generated in the output is quantified. Uncertainty propagation is evaluated, showing the
relationship between uncertainty-generating factors and ambiguity in the output. The
case study of this work focuses on the complex multi-stage pipeline of the Curve Match-
ing (CM) framework, which measures the similarity between two curves and assesses the
agreement between experimental data and corresponding simulation obtained from model
prediction. CM is characterized by ambiguity, which is due to the randomness of some
processes, uncertainty, and Data Quality issues. Thus, this thesis aims to help the pipeline
user understand the sources generating ambiguities and their impact on the pipeline and
each stage. The proposed approach quantifies the impact of Fault Injection on both in-
dividual stages and the entire pipeline, providing a comprehensive analysis of the impact
and propagation of uncertainty generated by various factors. The analysis tool developed
through this thesis will help the pipeline user understand the robustness of the results

against different uncertainty and Data Quality conditions in the experimental data.

Keywords: multi-stage pipeline; model validation; curve matching, uncertainty propa-

gation, data quality
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Sommario

L’analisi dei dati é diventata un processo cruciale in vari campi scientifici, poiché la
crescente disponibilita di strumenti tecnologici facilita il processo decisionale attraverso
modelli basati sui dati. La complessa attivita di elaborazione dei dati che porta alle deci-
sioni finali é spesso implementata in pipeline a piu stadi, ognuno dei quali € incaricato di
gestire diverse fasi di manipolazione dei dati. Nei contesti scientifici, € comune costruire
modelli per astrarre i fenomeni fisici utilizzando dati sperimentali provenienti da esperi-
menti diversi. Tuttavia, i dati sperimentali sono spesso incerti e irriproducibili e la loro
elaborazione all’interno di pipeline é necessaria per la costruzione di modelli affidabili.
Di conseguenza, tecniche di preparazione dei dati sono state impiegate e perfezionate nel
corso degli anni per migliorare la qualita dei dati, che ¢ fondamentale per ottenere un
buon modello. Questa tesi propone un approccio finalizzato alla generazione artificiale
di incertezza nei dati attraverso la Fault Injection, un metodo comune nel campo della
Data Quality. I dati incerti vengono quindi dati in ingresso a una pipeline a piu stadi
e Iambiguita generata nell’output viene quantificata. Viene valutata la propagazione
dell’incertezza, mostrando la relazione tra i fattori che generano incertezza e ’ambiguita
in uscita. Il caso di studio di questo lavoro si concentra sulla complessa pipeline multi-
stadio del framework Curve Matching (CM), che misura la somiglianza tra due curve e
valuta ’accordo tra i dati sperimentali e la simulazione corrispondente ottenuta dalla pre-
visione del modello. I1 CM é caratterizzato da ambiguita, dovuta alla casualita di alcuni
processi, all’incertezza e a problemi di qualita dei dati. Pertanto, questa tesi si propone
di aiutare 'utente della pipeline a comprendere le fonti che generano ambiguita e il loro
impatto sulla pipeline e su ciascuna fase. L’approccio proposto quantifica 'impatto della
Fault Injection sia sulle singole fasi che sull’intera pipeline, fornendo un’analisi completa
dell’impatto e della propagazione dell’incertezza generata da vari fattori. Lo strumento di
analisi sviluppato in questa tesi aiutera 1'utente della pipeline a comprendere la robustezza

dei risultati rispetto a diverse condizioni di incertezza e qualita dei dati sperimentali.

Parole chiave: pipeline multi-stadio; validazione modelli; curve matching; propagazione

dell’incertezza; qualita dati
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]_ Introduction

In the digital age, data has become a critical resource for scientific research and business
operations. However, the abundance of available data does not always translate into
quality and reliability. Data often needs to be pre-processed and cleansed to remove
erroneous and unusable information: thanks to these processes, it is possible to build
models of the highest possible quality. Having good data is therefore critical to have good
models, but it is not enough to guarantee high performance. Models need to be validated

with experimental data to ensure their reliability and usability in real-world scenarios.

Experimental data is uncertain and unreliable due to various factors such as measurement
errors. Data pipelines have emerged as a means to address these issues by providing a
streamlined and automated approach to data and model management. Various types of
processes aimed at preprocessing and manipulating data for model validation take place in
these pipelines. However, the operations performed in the pipeline may introduce errors

and ambiguity, and the user is often unaware of these problems.

The approach developed in this thesis is based on the simulation of faults in the data to
evaluate how each process in the pipeline responds to them and to assess the impact on
the final output of the pipeline. By injecting errors into the data at different stages of the
pipeline, it is possible to see where the errors are introduced, how they propagate, and

how they affect the quality of the final output.

Pipelines consist of a series of interconnected processes that work together to transform

and analyze data, with the ultimate goal of producing accurate, high-quality models.

Despite their usefulness, it is widely recognized that errors can be introduced into pipeline

processes and affect the outcome.

By introducing uncertainty into the data through several factors at different stages of the
pipeline, users can identify which stages are most susceptible to errors and understand

how these errors propagate through the pipeline.

The goal of this approach is to help pipeline users understand the potential sources of

error within the pipeline and to help them optimize the pipeline to improve the quality



2 1| Introduction

of the resulting models. In particular, the obtained can be used to evaluate the impact of

uncertainties in experimental data.

Having high-quality data is necessary to have high-quality models: however, if it is ex-
perimental data, there is not much to be done as they can generally be uncertain or
irreproducible for a variety of reasons. This is also reflected in the validation of models,

which is carried out with experimental data and is subject to their quality of them [1].

Data pipelines manage automated approaches to carry out data management and model
validation processes, used in a variety of fields such as data science or machine learn-
ing. However, operations that occur within these fundamentally important pipelines can

introduce additional uncertainty that results in the ambiguity of the output.

Identifying these errors and understanding their propagation process can be critical in

improving data and model management processes.

The subject of this thesis will be Curve Matching [2], a framework used for validating
models against experimental data: it can compare curves generated by experimental data

and models, returning an index of similarity between them.

The results that this method produces, however, can sometimes be ambiguous: when
dealing with curves that are very similar to each other, it is difficult to distinguish one

best model among all or to understand where one model is worse than another.

It is possible to see Curve Matching as a multi-stage pipeline where experimental data
are received as input and a similarity score is returned as output. The stages are shown

in Figure 1.1 group several operations that are used to manipulate the data.

During the research, it was identified that ambiguity in outputs is created by various
factors throughout the operations occurring in the pipeline: to tackle this issue, fault
injection, a widely used technique in the field of Data Quality [3|, was used. This technique
allowed to introduce uncertainty into the data and analyze how it propagates into the

pipeline, resulting in ambiguous outputs.

The developed approach consists of the computation of metrics to quantify the ambiguity
generated by the faults injected into the pipeline. This approach allowed an understanding
of the relationship between the analyzed metrics and the faults injected, ultimately leading

to a better understanding of the factors that contribute to ambiguity in the outputs.
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Figure 1.1: Curve Matching pipeline with three stages.

The developed approach is similar to the one applied by the author of [4], that applied fault
injection on Curve Matching, using the final score to quantify the ambiguity introduced

by uncertain data.

Resuming his work, an application of fault injection extended to individual stages of
the Curve Matching pipeline is presented in this thesis. In addition, combined with the
measurement of output ambiguity, the relationship between ambiguity and uncertainty

factors is quantified.

By introducing perturbations into the data at different stages of the pipeline, users can
identify which aspects of the data are most sensitive to error and optimize the pipeline

accordingly.

This paper’s contribution to research will be the introduction of a tool for analyzing un-
certainty within experimental data pipelines using fault injection. Compared to analyses
such as [4], several uncertainty-generating variables are introduced. The analysis is also
carried out at the level of individual stages through the use of a general metric to quan-
tify ambiguity in the outputs of each stage. Uncertainty propagation shows the pipeline
using the processes that are most sensitive to poor-quality data and thus provides useful

recommendations for improving the pipeline design.
The structure of the thesis is as follows.

Chapter 2, introduction to key concepts in the state of the art. The concepts of Model
Validation and the various existing techniques, modeling uncertainty in data and models,
data pipelines and the transformations that can occur in data within them, the concept

of Data Quality, and the fault injection technique are introduced.

Chapter 3, overview of the research process and methodology design. The research
questions and the context in which the methodology is developed, are highlighted. Also,
the design of the methodology including the core elements of fault injection, uncertainty

assessment, and propagation are explained.

Chapter 4, contains a description of the implementation of the methodology, explaining
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the algorithms used to implement the design presented in Chapter 3. Also, the process
of data collection from the SciExpeM framework|5] and the technologies used to analyze

experimental data are presented.

Chapter 5, contains the results of the application of the methodology developed on the
Curve Matching pipeline. The results of the two main steps of Uncertainty Assessment and

Propagation are presented, in response to the research questions explained in Section 3.1.

Chapter 6, contains a summary of the results achieved through the application of the

methodology, its weaknesses, and insights for future research in the context of the work.
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In this chapter, the concepts of Model Validation, Uncertainty Modelling, Data Quality
and Data Pipeline will be presented, which are crucial for understanding the general
framework on the tools currently available to address various problems in the validation

of complex models that utilise multi-stage pipelines to process the available data.

In Section 2.1, the validation metrics, necessary to establish the validity and reliability
of predictive models, are presented, as well as the Curve Matching index and the entire

process leading to its calculation.

Section 2.2 will delve into the concept of modelling uncertainties, which are inherent in
all predictive models and obviously in data itself. The importance of the presence of
uncertainty and some techniques used to quantify it, and how it propagates from the data

to the final model will be discussed.

Then, in Section 2.3, the concept of Data Quality will be presented, a critical component
in the development of predictive models and, as we will see, a powerful tool for analysing
the quality of the data at our disposal and the analyses done. The factors that contribute
to poor Data Quality will be discussed and the main dimensions included in the proposed

analysis will be analysed.

In Section 2.4, an overview of the data pipeline and the processes that take place within
it and how they impact the final result will be discussed. In addition, an overview will be

given of the possible transformations applicable to the data within the pipeline.

Thus, to understand the key approach used in the methodology, Section 2.5 will present
the fault injection, a technique used to test the sensitivity of a system to the presence
of errors in the data, commonly used in Data Quality studies. Using this technique, one
is able to establish the robustness of a system with respect to varying degrees of data
deterioration.This technique is a very useful tool for an analyst because, especially in the
case of data that are not readily available, it is able to simulate a variety of inputs that

are otherwise not reproducible.

The topics discussed in this chapter will serve to provide an overview of the key areas
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that form the backbone of the entire validation process of a predictive model and how
data are used within it. It is important to bear in mind that the approaches discussed

are broad and provide a general way of handling the situation.

This clearly makes it impossible to establish a precise methodology for the analysis and
impact of uncertainty on the validation of each predictive model, but it does allow the
identification of a set of principles to appeal to, such as the analysis of the various dimen-

sions of Data Quality when subjected to different levels of uncertainty.

2.1. Model Validation

Model validation is an important part in the overall model development procedure: it
verifies that, within its domain of applicability, the assumptions made in the idealization

and generation of the model yield a satisfactory prediction.

However, the term satisfactory takes on a broader meaning because each model has a
specific context and its validity depends on comparisons between his predictions and
results obtained by certain experiments. Moreover, without a way to objectively quantify
the model performance, different experts can have discordant assessments regarding the
model validity. In both cases, with an objective or not objective way to quantify the

model validity, the number and diversity of the experiments have also an impact [6].

Before a validation comparison can be executed there are decisions and criteria to be well-
defined, such as the use of the model and its purpose, validation experiments, metrics and
requirements, domain of comparison and calibration metrics; in literature, there are plenty
of useful model validation guidelines that include best practices to the development of a

successful validation procedure [5, 7, §].

After stressing the importance of having a plan in place to validate a model, Paez et al.
[7] propose a comprehensive framework with activities to carry out model calibration and
validation experiments. In addition, before the experimentation, modeling and validation
activities begin, a set of best-practices to be followed and criteria to be defined are de-
fined. After that, model experimentation activities are specified, at the end of which it is
decided whether the model is valid and therefore can be used, otherwise possible causes of
model invalidity are indicated and the model can be recalibrated. However, the validation
procedures carried out through these guidelines leave much to the judgment of analysts,
experimentalists, and stakeholders. The validation plan should be created cooperatively
by all, as well as the validation requirements should be agreed upon among all parties,

and furthermore, the validation activities should be performed by independent groups
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and then compared with each other.

In this regard, the Guide for Verification and Validation in Computational Solid Mechan-
ics, of which Schwer [8] offers an overview. The key takeaway from this work is that the
guide represents a foundation document for the Verification & Validation (V&V) of com-
putational models, since in such a subject achieving a step-by-step standard is difficult,
V&V being a science where different points of view have value and should not be evaluated
as right or wrong. Therefore, like [7], guidelines directed to analysts, experimentalists,
code developers and physics model developers are outlined in this document. The key

principles of the guidance are:
e Verification must precede validation

e The need for validation experiments and accuracy requirements for computational

model predictions depend on the use of the model and must be part of V&V activities
e Validation of a complex system should be performed in a hierarchical fashion

e Validation is specific to a particular computational model for a particular intended

use

e Validation must assess the predictive ability of the model in the physical realm of
interest and be able to account for uncertainties that arise from simulation results

and experimental data

In both Paez and Schwer, the need for a model verification process, which takes place
before validation, is emphasized. The verification phase is used to determine that a
computational model accurately represents the underlying mathematical model and its

solution. Verification occurs in basically two parts:

e Code verification, to determine that the mathematical model and the algorithm that

implements it work correctly.

e Verification of the calculations to establish that the discrete solution of the mathe-

matical model is correct.

In short, the verification part covers the mathematical domain while the validation part
covers the physical domain. Finally, the importance of the role of Uncertainty Quantifi-
cation (UQ) for both modelers and experimentalists is stressed in both guidelines. For it
is common to perform more than one experiment and produce somewhat different results,
just as each computation includes numerical and physical parameters that have different
distributions of values: the role of UQ is to quantify the variability of experimental results

and the effect of simulation parameters on the final result.
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It goes without saying that an improper validation leads to various problems like poor
performance on unseen data, which is the ultimate purpose of the model itself, or un-
reliable outputs that perform well on the samples on which the model is built but fail
in different scenarios; thankfully, in the last two decades the availability of experimen-
tal data and the development of data sharing systems allowed the development of very
accurate and sophisticated predictive models in a variety of scientific fields where often
the impossibility of acquiring experimental data has been a barrier in modeling certain

systems.

2.1.1. Qualitative techniques

Visualization

The introduction of graphical representations for computational models has meant that
one of the best validation techniques is precisely the visualization of their graphical rep-
resentation: this is because the amount of time and resources required to carry out such

an evaluation is minimised.

Basically, for a team of experts, establishing the goodness of the model based on its

visualization is a relatively quick and easy task.

However, with the advent of ML and DL together with big data, a number of issues, such
as the quantification of uncertainty and its impact on increasingly complex models, as
well as the breadth of scientific applications of the models, required the introduction of

metrics that quantitatively assert the actual validity of the model.

Furthermore, since a qualitative validation relies on the opinion of experts, it is not certain

that the latter will always agree on the actual assessment of the model’s goodness.

2.1.2. Quantitative techniques

Point-wise approach

Point-wise approaches arise as a natural solution to the problems of ambiguity in visu-
alisation techniques: they are able to return an accurate measurement of the agreement
between the model and empirical observations by defining score functions that measure

the error between the prediction and the experimental data point by point [5].

Despite the speed of calculation and ease of use in many applications, these approaches
lack an important feature: in an experimental context, the points belonging to a data set

are a sequence of measurements of a specific physical phenomenon, so they are expected
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to follow some kind of trend.

Therefore, a measurement of the validity of the model based simply on the distance
between the points cannot express how well the model was able to emulate the real-world

system for which it was constructed |2, 5|.

As stressed earlier, data collected from experiments, then used to build predictive models,
have inherent uncertainty and show systematic errors. Running the models shows the
presence of misleading data (so-called outliers) and allows experiments to focus on certain
problem areas, where modelers need to be more careful in calibrating the parameters of

a model.

On the other hand, any errors present in the model’s predictions could result from a defi-
ciency of the modelers in setting the parameters and not from a deficiency of interpretation
by the model itself.

Score functions weighted on the experimental uncertainties, namely Error Function Value
(EFV) and absolute deviation (D), are used to assess the goodness of models with respect

to experimental data:

) 2
B 1 N 1 g Y;;'Lm_}/ijxp

B 1 1 ng Y'ijm_lfzjxp T
iEREC) e

being
Yi; if o(Y;;") = constant

}/’L.A =
! In(Yy;) if o(In(Y;5™)) = constant

(2.3)
where N and n; are respectively the number of datasets and number of data within the i-th
dataset. Y;;™ is the j-th experimental observation within each i-th dataset and o(Y;;™)
its standard deviation. A full explanation can be found in the Supplementary Material of

the corresponding work [9].

After collecting the experimental and simulation data, for each type of experiment con-
sidered (2.1) and (2.2) were computed in order to calculate an overall score for each type
of model and find the best one [9, 10].
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Figure 2.1: Drawback of point-wise approaches: indeed, such a score function would return

the same score for both models despite the fact the shapes are significantly different|11].

This paper shows how comparing three models qualitatively (i.e., graphically observing

which one performs better) and quantitatively yields outcomes that are quite the opposite.

Not only does a validation approach based on two scoring functions that also account
for experimental uncertainties fail to identify the best model, but it also fails to provide

useful information for modelers to calibrate the models.

Beware however, as has already been mentioned, each type of validation process concerns
a specific model: for example in the context of ML models, such as linear regression, score

functions are an excellent way of performing model validation and selection.
Among these, the most famous is the Sum Squared Error (SSE):

SSE = (y; — f(z:)’ (2.4)
n=1
where y; is the i-th empirical observation, z; the i-th explanatory variable and f(x;) the

predicted value of y;.

The previously introduced scoring functions, EFV and D, were based on the SSE (2.4),
but also account for the experimental uncertainty inherent in the measurements and

nevertheless fail to provide any useful insight within the context of their application.
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This does not mean that these functions are useless, but rather emphasises the fact that
the reliability of a validation metric, no matter how robust and easy to apply it may seem,
also depends on other factors: for example in the case of EFV (2.1) and D (2.2), although
they also take into account the experimental uncertainty indicated as the standard devi-
ation of the data, the most obvious limitation is due to the fact that they do not take
into account the trend followed by the experiments and base their evaluation solely on

distance-based point-to-point measurements.

Thus, the use of score functions as a validation metric is justified by their speed of com-
putation but misses in capturing a fundamental aspect: the points come from a set of
experimental measurements and thus follow a trend coming from the physical phenomenon

that the model must abstract.

Figure 2.1 clarifies the concept: even though the trend shown by the points predicted by
Model 1 is different from the trend of the points predicted by Model 2, the point-wise

error of the models when computed against experimental data is identical.

Mean Absolute Error

The Mean Absolute Error is a commonly used metric for evaluating the performance
of machine learning models. It measures the average absolute difference between the

predicted values and the actual values.

The metric will be used in the development of the methodology to measure the error of
the pipeline output with an ideal input and a corrupted input. In this case it will only be
of interest to have a metric for comparing the degree of uncertainty introduced into the

pipeline. The formula used for MAE is:

N |~
> Y — il
MAE = =+— "
N
where N will be the number of experimental observations in an experiment, y; the output
value of the pipeline stage under analysis obtained under the original conditions, and ;

the output value obtained under different conditions.

2.1.3. Curve Matching

To account for the trend inherent in experimental measurements of certain phenomena,
the authors of [2| presented a framework for comparing models and experiments called

Curve Matching.
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This approach returns an index in the [0,1] range to evaluate the similarity of the model

simulation with respect to experimental observations.

The following subsections will present the Curve Matching methodology implemented in
the work of [12], where the authors propose a data ecosystem for the management of

scientific experiments, where CM is used as a global measure of model performance.

The methodology proposed in this thesis is developed on this approach, as in the entire
framework the data undergoes various transformation processes aimed at generating a
measure of similarity between the model and the experimental samples, which represents
the degree of validity of the model itself: in particular, the focus of the work is on the
amount of uncertainty introduced in the various stages of the pipeline, and its propagation

up to the final stage.

The overall goal is to return a quantitative measure of uncertainty on the output, as this

will denote the level of reliability of the used validation metric.

Figure 2.2 shows the various stages of the pipeline together with the sources of uncertainty.
Note that experimental uncertainty, although not always indicated in the data, is inherent

in the measurements, just as aleatoric and epistemic uncertainty is in the models.

Furthermore, the stages that have to do with data manipulation are indicated as possible
sources of uncertainty because the transformations that occur within them are subject to
certain parameters that, combined with the uncertainties of the initial stages, will affect

the accuracy of the final index.

A further clarification must be made: Figure 2.2 shows a ’conceptual’ pipeline of Curve

Matching to show the functionality of the system at a high level.

The actual implementation in [12] takes place via Python libraries, whose functionalities

of interest will be discussed in more detail later.
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Figure 2.2: An high-level representation of the Curve Matching pipeline in the SciExpeM

framework [5].

Functional Estimation

In our application of interest, in order to obtain a similarity score, the experimental data
and associated model simulations are represented as square integrable functions and have
square integrable first derivative: these conditions are necessary for the calculation of the

dissimilarity indices that contribute to the final score.

To obtain the functional estimation, the spline smoothing approach with a roughness
penalty presented in the work of Ramsay and Silverman [13] is used. Further explanations

on the principles of functional estimation can be found in Ramsay’s work [14].

A more in-depth look at the spline interpolation process is necessary, as the functional
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estimates of the experimental and model data, f(x) and g(x) respectively, are used to
represent the process from which the data is generated, and based on this estimate the
similarity index will subsequently be calculated: the entire Curve Matching methodology
relies on the representational capacity of splines, so it is important to understand how

this approach works in order to assess whether the final result can be trusted.

22 T T T T T
2r s data points ® |
18 spline
1.6
14
1.2
1F o .
0.8
0.6 ° & 4
04 - N
0.z 1 | | | | |

Figure 2.3: An example of cubic spline, taken from the website [15] of an open-source

C-++ library for spline interpolation.

To understand the implementation of Curve Matching in [12]|, which will be the subject
of this study, it is therefore necessary to introduce the mathematical concepts underlying

the methodology, starting with the definition of spline.

In mathematics, a spline is a special function defined piecewise by polynomials and is
preferred to classical polynomial interpolation approaches as it leads to similar results
with low-degree polynomials, avoiding the problems associated with the use of high-degree
polynomials [16]: a piecewise defined function is defined by several sub-functions, each

defined in a subinterval of the function’s domain.

The points at which the domain is divided into sub-intervals are called knots: the choice
of knots is crucial in the application of interest, since the shape of the spline is strongly

dependent on their position.

Hence, we need to introduce the spline smoothing methodology presented by Ramsay and
Silverman [13] which will later be used as a method to produce functional estimates for

the Curve Matching framework.

Spline smoothing method estimates a curve x from experimental observations by mini-

mizing two conflicting goals in curve estimation.

The first goal ensures that the estimated curve gives a good fit to the data, by means

of the SSE, in contrast to the second goal aiming to have a fit that is not perfect, as it
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may result in a too wiggly curve. The latter requirement is formalized in the roughness

penalty defined as the integrated squared second derivative of a function.

The use of this approach is due to the fact that obtaining estimates that vary smoothly
from one value to the next is equivalent to taking information from every neighbour-
ing point: this concept materialises the need to obtain functional estimates capable of

approximating the regularity of the processes from which the data come.

This is the fundamental assumption that is also made in the presentation of the CM
framework [2]: data are noisy point-wise evaluations of an underlying smooth functional

process, whose realization is estimated from data as a pre-processing step.

Now, for instance, if (z;,y;) for i €{1,..,n} are the point-wise experimental data or eval-
uations of the model, the smooth functional estimate f for these data is obtained by

minimizing the objective function called Penalized Sum of Squares:

=1

f = argminger [Z(Z/i — f(zi))* + /\/(f”(w))zdx] (2.5)

where F is the space of spline functions with a fixed polynomial degree and a fixed number

of knots.

A remarkable theorem found in de Boor (2002) [17] states that the curves minimizing (2.5)
are cubic splines with knots at the data points: a more detailed explanation is provided
in [26,29).

With regard to the application of Curve Matching, in the original paper [2] the F-space
contains splines with a polynomial degree of 5, whereas the implementation of CM in the
SciExpeM framework [12], the one analysed in this thesis, the splines, consistently with

the aforementioned De Boor theorem, have a polynomial degree of three.

The choice of nodes in splines is very important, as the shape of the spline depends on
their position. Various techniques for knots placement exist in the literature: in this
case, their position depends on the number of initial points available and the data source

(model or experimental data).

Without going into too much detail on the implementation, it is sufficient to know that
there are two basic cases: depending on the number of points, the nodes are either posi-
tioned at the same location as the data or are chosen to be equidistant along the percentiles

of data locations.

Figure 2.4 show two splines calculated from experimental data: as can be seen, the trend
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of the data is not always correctly captured by the spline.

The lack of a fixed, reliable method feeds the uncertainty in the positioning of the knots
and will have a negative effect on the validation of the model: indeed, it is not possible
to produce a similarity score between two curves that is reliable if the functional estimate

1s uncertain.

In (2.5), one can clearly distinguish the two terms of SSE and roughness: A, the smooth-
ing parameter, adjusts the degree of fit to the data and the variability of the function,
represented by the first and second terms respectively. Figure 2.5 shows how the choice
of A affects the spline. The choice of A is crucial since small values of A provide under-

smoothing of the noisy data, while large values produce over-smoothed curves.

The smoothing parameter is chosen according to a variant of the classic Generalized
Cross-Validation (GCV) method for calculating smoothing splines [13|. According to this

criterion, the optimum A is the one that returns the optimum value of the GCV function:

Aopt = argminyeg+GCV (N) (2.6)
where . ,
(n —df(N)

df () = trace(S)

being S the smoothing matrix while df(\) is a measure of the degrees of freedom of the

spline [13].

The calculation of the Curve Matching index depends on four indices, which are also
calculated from the approximation of the function’s first derivative. Since Equation (2.7)

often does not return a good first derivative approximation, a modified version of the
GCV is used in CM [2]:

n Y (v - Fan)

CONN = o

(2.8)
" is the first derivative of (2.5) and vy, for i€ (2,...,m — 1) are the estimates of the first
derivative of data. In Figure 2.6 it’s clear that GC'V) returns a good approximation of
both the function and its first derivative. In the left panels, A is obtained by minimizing

Equation (2.7) whereas in the right panels minimizing Equation (2.8).

The figures in the top row highlight the points and splines, while those in the bottom row
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show the centred finite differences of the data points and the derivative before the spline.
It is clear that a better approximation of the first derivative is obtained with the modified
version of GCV.

Thus, at the end of the first stage of the pipeline, the data were manipulated to produce

a functional estimate representing the underlying process generating them.

Before entering the second stage, it is useful to fix the key concept to be remembered
in the perspective of this work. The algorithm that generates the optimal spline solves
an optimisation problem, where the main objective is to find a curve that minimises the
objective functions Equations (2.5), (2.6) and (2.8): these calculate scores for each curve

in the F-space of Equation (2.5) and return the best one.

The step to which the greatest uncertainty is attributed, therefore, is the positioning of
the nodes of the splines, on which the population of the F-space depends: we can in fact
see from Figure 2.4a that the spline has knots whose trend strongly resembles that of the
experimental points, while in Figure 2.4b the optimal spline, which among the possible
ones will have the best PENSSE value, is in any case not satisfactory since the selected

knots follow a linear trend, quite far from that of the observations.

(a) First spline. (b) Second spline.

Figure 2.4: Two splines computed with experimental data where data and knot placement

is specified.
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Figure 2.6: Smoothing splines obtained with different values of A[2]

Dissimilarity measures

To assess the difference between the two functional estimates f(x) and g(x), which we
will henceforth refer to as f and g (where f is the curve estimated from the experimental
data and g the curve obtained from the model), the four dissimilarity measures will be
defined|2].

Given the following definitions:
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e f’ and g’ are, respectively, the first derivatives of f and g
e D is the intersection of the domains of f and g

e ||A|| is the norm of a generic curve in the L2 space:
Ih] = / h(x)2de (2.9)
D

We can now define the four dissimilarity measures:

£,(1.9) = 7= € 0.1 (210)
dp,(f.9) = ﬁ €(0,1) (2.11)
Aelf9) = "Hm‘mH (212)
5.9 =15 | g~ o < © (213)

We can immediately see that for all 4 measurements, the minimum value is 0, which

indicates the minimum dissimilarity between the two curves.

The dissimilarity measure d%Q is the generalization to the continuous case of the SSE
(Equation (2.4)): the usage of Equation (2.9) allows the evaluation of the difference

between the areas of the two curves instead of the sum of the point differences.

Measure dig assumes a minimum value, corresponding to two perfectly similar curves, at

functions that differ from each other only by a vertical translation:
di, (f,f+a)=0 VaeR

Thus, Equation (2.11) is invariant to vertical translations and is able to assess to which

extent two functions have similar slope.

d%, is obtained from Pearson’s correlation index, which measures the correlation between
two functions that assesses the similarity of their shape and considers as similar two

functions that differ only by a vertical dilation:

A%, (f,fxa)=0 VaeR
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d%, considers as perfectly similar two curves which differ only by a vertical affine trans-

formation (translation and dilation):

dpe (f,fxa+b)=0 YaceR VbeR

The four dissimilarity measures take into account the difference in the curves along the
vertical direction. To obtain an evaluation of the difference in the horizontal direction,
the curves must be aligned by calculating the horizontal shift between f and g, defined as

the term that maximises the sum of Equations (2.10) to (2.13):

6 = argmaxs(dy, + dj, + d, + dp,)

Then the shift S is defined, which measures the dissimilarity in terms of the horizontal

shift between the two curves:

)
S =maz(l — 5,0) € (0,1)

After horizontal alignment, the dissimilarity measures between the functions are calcu-

lated again.

Finally, the global index M that evaluates the goodness-of-fit of the model is calculated
by the averaged sum of the indices in Equations (2.10) to (2.13) recalculated after the
shift, and the shift S, multiplied by two as it takes into account both the left and right

horizontal shifts.

0 1 0 1
dLg,shift + dLg,shift + dPe,shift + dPe,shift + 25

CM =
6

(2.14)

The effectiveness of such an approach based on dissimilarity indices is evident if we com-
pare the values obtained from Figure 2.1 models via EFV (Equation (2.1)) with those
obtained via Equations (2.10) to (2.13).

The main difference in Table 2.1 is that although dOL2 recognises M3 as the most accurate
model in reproducing the experimental observations, as well as EFV, dlL2 is able to catch
the clear superiority of the M; model in reproducing the slope of the experimental data

in contrast to My and Ms.

Obtaining from Equation (2.14) the final dimensionless index, however, requires manipu-

lating the measurements several times with normalisation, shifting and averaging. Oper-
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ations performed within this stage of the pipeline could lead to a loss of generality.

The expression Without Loss Of Generality (WLOG) [18] is frequently used in mathe-
matics: it is used to indicate that the assumption that follows has been chosen arbitrarily,

restricting the premises to a particular case but still retaining their validity.

In this case, however, the term will be used in a broader sense: what these operations
may introduce, in essence, is a loss of generality in their ability to measure dissimilarity

between curves. To better clarify the concept, a practical example can be given.

Let us assume that a modeller needs to validate, via Curve Matching, the performance
of two models against experimental data, and that the functional estimates of the two

models are visually similar.

Yet, after performing the comparison, the modeller discovers that both curves have slightly
different scores against the experimental data, and that the values of the dissimilarity

indices differ little from each other.

Since the modeller’s purpose is to recalibrate the models to ensure that they are able to
simulate the behaviour of the experimental data, in this scenario he may be in trouble
because he is unable to ascertain, through the score and the various measurements, which

model specifications need to be recalibrated and how much they need to be recalibrated.

Nevertheless, this is a very general case; in the following work we will assess the uncer-
tainty introduced by a possible loss of generality in the calculation of the dissimilarity

measurements and the final score.

Original d?, dj, dp, dp, EFV

M, 0.54 0.13 0.01 0.02 213
M, 0.42 4.30 0.07 0.00 203
Ms 0.37 2.60 0.02 0.39 168

Table 2.1: Non-normalized dissimilarity indices for the example of Figure 2.1 [2]

Bootstrapping procedure

In the last stage of the Curve Matching pipeline, before returning the final similarity

index, further data manipulation by bootstrapping takes place.

This procedure is necessary because the reliability of the index in Equation (2.14) is

affected by the uncertainty of the experimental measurements: for this reason, an attempt
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must be made to take into account the impact that experimental uncertainty has on the

final evaluation.

For this reason, the bootstrapping procedure, as described by the authors of [14], is used:
taking into account the uncertainty of each measurement, a number of random values are
generated for each point with a mean corresponding to the value of the measurement and
a standard deviation equal to the uncertainty of the point itself: several tens of points

are needed to achieve statistical significance.

Once these random values are obtained, a number of curves equal to the number of values
obtained are derived (Figure 2.7), and for each value the CM index (Equation (2.14)) is

calculated.

The average of the indices returns the final assessment of the goodness of fit of the model

against the experimental values and the range of uncertainty of that result.

Bootstrapping is a widely used technique in statistical inference [19], numerous variants

of which have been developed because of its ease of application in numerous mathematical

fields.

The main idea of this technique is to estimate properties of the statistical distribution of
data by measuring these properties from sampling an approximate distribution (often the

standard one is the distribution obtained from empirical measurement).

In this case, for each sample from the experiments, a distribution is constructed having
as the mean the value of the experimental measurement and as the standard deviation

the value of the uncertainty (when available).

The goal is thus to generate a satisfactory number of samples in such a way as to reduce
the influence of the uncertainty inherent in the experimental data, resulting in differ-
ent functional estimates that precisely take into account that each of the points can be

generated by a statistical process with certain properties.

In an interesting paper [20] the author analyzes the validity of approximations of functional
estimates by bootstrapping. In fact, research on the validity, at least asymptotically,
of approximations by bootstrapping dates back to the inception of bootstrapping as a

popular resampling technique.

Often, the validity of distributions obtained from bootstrap counterparts is proven by
showing that the distance between the statistical distributions of bootstrap and exper-
imental samples tends to zero. In principle, we can say that bootstrapping generates

reliable approximations of sample distributions, however, as already mentioned this tech-
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nique is used in numerous areas and its reliability is guaranteed by theory, but in a very

general way.

Some common disadvantages of bootstrapping, in fact, are important in the current con-
text. The quality of this technique depends very much on the estimator used, and in
our case the mean and standard deviation estimators are uncertain values. In addition,
the bootstrapping result is highly dependent on the representative sample: again, an

uncertain measurement.

Another important aspect to consider in bootstrapping samples is the assumption of in-
dependence of observations. This property is very strong in that if two observations are
statistically independent, we cannot learn about one by observing the other: in a nut-
shell, it assures us that the extracted samples can be considered as data from stand-alone
experiments, independent of each other. In our case, the data are obtained by running
experiments, by hypothesis independent of each other. This guarantees independence
among the experimental data and thus independence among the bootstrap samples ob-

tained from them.

Because of this property, bootstrapping has gained popularity especially in the construc-
tion of confidence intervals, which in our application represent the probability that the
experimental measurement is within a certain range, considering its inherent uncertainty.
For example, in Figure 2.7 we can see that the samples extracted by bootstrapping stay
within a certain range, established by the uncertainty with which the data were sampled.
In this way, the confidence intervals certify that the actual experimental observations lie
within a range, which in the case of Figure 2.7 is [z — p,x + |, where x represents the

experimental observation and p the uncertainty associated with it.

Although bootstrapping is a proven procedure in many areas, its use could potentially
negatively affect the final CM index: it is in fact the result of averaging measured indices
against experimental data on bootstrapped-generated curves, which for the reasons just

explained could misrepresent the underlying process of data generation.

In curves with a regular trend as in Figure 2.7a, resampling by bootstrapping returns
curves with a similar trend but with a larger point-to-point distance, while in curves
estimated from experimental data with a highly variable trend as in Figure 2.7b return

bootstrapping also returns curves with a different trend from the original one.

In addition, the experimental data shown in Figure 2.7 have an experimental uncertainty
of 10%, while in the SciExpeM [12]| database there are experimental data with a signifi-

cantly larger uncertainty:.
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The uncertainty, as expected, greatly affects the final index since clearly curves that
are far from the original curve will have a negative weight on the index derived after

bootstrapping.

For each case the contribution of bootstrapping has a different weight: later we will go
on to specifically analyze the impact this technique has on the splines computed in the

SciExpeM framework.
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(a) Spline from ignition delay measurement (b) Spline from jet stirred reactor measurement
with 10% uncertainty in a shock tube reactor with 10% uncertainty in a stirred reactor with

with 20 bootstrap samples. 20 bootstrap samples.

Figure 2.7: Comparison of splines obtained from experimental data with 10% uncertainty

2.2. Modelling uncertainties

In the framework just described, it is clear that validating a model is a complicated process,
yet it seems that once the procedure to be followed for the specific case is established,
one may be able to establish with certainty the reliability of a model. Nevertheless, there
is one important aspect, namely the quality of the experimental data used, which could

worsen the predictive capabilities of our model, even after a careful validation procedure.

The quality of experimental data is worsened by a lot of factors such as experimental
errors, misrepresentations and lack of data about experiments themselves, such as uncer-
tainties [12]: the latter is always present in data but often it is not reported, although it

is significant.

A clear picture on the assessment of Data Quality will be presented in the next section;
now we will focus on how uncertainty is represented in computational models and how

validation metrics take it into account.

The issue of including uncertainty in data when validating the model, instead of a mere
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evaluation of the output, was raised several years ago: it was clear that somehow uncer-
tainty must be built at the beginning of the analysis and propagated through the final
result [21].

As a result, research shifted towards assessing confidence in model prediction under uncer-
tainty, which entails its quantification in models and experimental measurements: quali-
tative validation metrics, based mainly on graphical comparisons, were not suitable, and
so techniques based on a probabilistic approach for rigorous quantification of prediction

and measurement errors and uncertainties were introduced.

In [|22], the authors consider uncertainty in the experimental data explicitly, and the
validity of the models according to a pass/fail criterion is attested through the Bayes
factor. The latter basically assesses whether experimental observations support one model
over another: if a single model is proposed, the Bayes factor allows it to be accepted or

rejected.

Furthermore, recent research involving Machine Learning (ML) or Deep Learning (DL)
computational models has introduced the possibility to distinguish between measurement
errors within experimental data and the uncertainty that is intrinsic to the prediction
model [23, 24].

In particular, the types of uncertainties present in deep learning models are analyzed in
the work of Kendall and Gal [24]. These uncertainties are captured through Bayesian
deep learning approaches and are of two types: aleatoric uncertainty and epistemic un-
certainty. In practice, aleatoric uncertainty captures the noise of observations, that is, the
uncertainty that is inherent in experimental measurements. Epistemic uncertainty, on the
other hand, takes into account the uncertainty in the model parameters, i.e., ignorance

about what the underlying process is in creating the collected data.

With this kind of analysis, validation metrics are expressed as probabilities by which
predictions and observations agree, representing the extent of validity of the model, rather

than a single pass/fail judgement.

As already mentioned, each model is validated with different techniques depending on its
context and domain of interpretation, and to further broaden the scenario of validation
techniques and metrics, various factors inherent to Data Quality, specifically uncertainty,

contribute.

However, for the purposes of this thesis, it is not necessary to go into the details of the
more advanced statistical techniques used to model uncertainty: it is interesting to have

an overview of all the techniques that have been developed over the years to cope with this
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problem, as it highlights the lack of a general framework for establishing the reliability of

a model generated from low-quality data.

In fact, the ultimate goal is to assess how Data Quality impacts the final evaluation of
the validation metrics, as it is on the basis of the latter that experts assess the actual

goodness of the model and, if necessary, recalibrate it.

Next, an overview of uncertainty quantification and propagation approaches will be pre-
sented. These techniques differ from those for statistical evaluation of experimental un-
certainty as they exploit data from experiments and associated predictive models, instead
of creating boundaries based on estimates of the underlying statistical distributions of the
data.

2.2.1. Uncertainty Quantification

The problem of Uncertainty Quantification (UQ) can be approached from different points
of view: so far, the two main types of uncertainties have been introduced, namely, the

aleatoric and epistemic uncertainty.

However, even with a model that accurately represents the real-world phenomenon, meth-
ods for exploiting experimental data for calibration and prediction are not yet standard-
ized. In fact, in addition to the techniques already mentioned, there are several approaches
in the literature, statistical and otherwise, that combine models and experimental data
from different sources to explore their information content and quantify uncertainty and

its propagation.

In fact, the problem of uncertainty quantification has been addressed since the early
2000s by focusing on reducing the complexity of mathematical models, thus reducing their

dependence on a large number of parameters, which precisely makes them unreliable.

Numerous approaches [25-27] address the UQ problem through optimization of surrogate
models: in practice, restrictions are placed on the possible values that the mathematical
model’s predicted values return, and a result is satisfactory if its predictions fall within

certain boundaries.

However, since the equations that constitute the model often have a solution that is
difficult to compute: they are in fact approximated, and in the optimization problem,
instead of using the original mathematical model, a model based on these "simplified"

equations, called a surrogate model, is used.

Surrogate model-based techniques, in practice, help to select the most suitable model
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parameters through numerical optimization.

Another interesting approach involves data collaboration methods [28, 29|, which allow

consistency evaluation of a dataset for selection of the best models.

In this approach, each experiment is assigned a dataset unit defined by (d, u, M), where
d is the measured value, u the reported uncertainty, and M the mathematical model of

the experiment. The true value of the experimental observation y, satisfies |d — y| < u

Next, a measure of consistency is introduced, where the mismatch between model and
data is minimized: a mismatch within a certain error level is acceptable and makes the

dataset consistent.

The fitness of a model is assessed by incorporating each candidate model into a separate
dataset: that is, for each dataset the experiments are the same, as is the associated
uncertainty, only the candidate model changes. For each dataset, the consistency measure
is evaluated, and the one with the greatest value of the latter is selected as the candidate

model.

One remark should be made about this approach: compared to surrogate models, in
Data Collaboration model selection is also made based on the uncertainty inherent in the
experimental data. So, in this case, the approach to UQ considers as best the model that
succeeds in obtaining better predictions, with an error no greater than the uncertainty
inherent in the experimental data. Clearly, this is possible only when the uncertainties

are explicitly stated in the experiments.

In [29] the authors present an approach for optimizing models through both surrogate
models and Data Collaboration. The authors emphasize how important it is to incorporate
uncertainty into the analysis of predictive models given in reality, just as it is impossible
to have experimental observations without uncertainty, it is impossible for even the most
advanced mathematical models to be free of approximations and parametrizations that

introduce uncertainty.

In this paper [30] the authors compare two UQ frameworks: the first is Bound-To-Bound
Data Collaboration (B2B), based on the previously mentioned Data Collaboration ap-
proach, which produces deterministic uncertainty boundaries to make predictions. The
second one, on the other hand, based on Bayesian statistics, is Bayesian Calibration and
Prediction (BCP), and basically like the statistical approaches observed so far, it allows

to evaluate probabilistic distributions of the predicted data.

Both proposed approaches succeed in generating satisfactory uncertainty assessments by

not considering the presence of bias in the model, which is a very strong assumption,
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as pointed out by the authors of [24]. In fact, not considering bias in the model is
equivalent to not taking into account epistemic uncertainty, which as seen in [24] is a strong

component of uncertainty, especially in the context of certain computational models.

Yet the domains of application of the various uncertainty quantification techniques should
not be confused. The use of techniques for quantifying aleatoric and epistemic uncertainty
in fact pertains to the world of computational models, finding application mainly in DL

models.

Techniques such as B2B and BCP, on the other hand, see their application more focused
on the computation of uncertainty in the parameters of predictive models for complex

scientific experiments.

Strong assumptions such as lack of bias are due to the fact that, as stressed again, the
availability of experimental data depends on a number of factors, and thus it is often

difficult to have accurate information about a given real-world phenomenon available.

Furthermore, when it comes to having to mathematically abstract a complex real-world
phenomenon, a major difficulty arises: more accurate and authentic models introduce

more parameters.

Currently, especially in fields where the phenomena to be modeled are very complicated,
the techniques used to quantify uncertainty are mixed and include the principles of Data
Collaboration, surrogate models, or statistical approaches. Just as in model validation,
therefore, in Uncertainty Quantification there is no well-defined approach for each specific

type of need.

2.2.2. Uncertainty Propagation

It is crucial to comprehend how uncertainty propagation takes place inside the pipeline af-
ter establishing a methodology for uncertainty quantification in a challenging environment

like a multistage pipeline.

It is evidently challenging to find a ready-made approach to use in this situation as well, as
one must take into account a number of factors including the validity of the experimental
data, the complexity of the models used, the inherent limitations in the quantification of

uncertainty itself, and how this propagates from one stage of the pipeline to the next.

Furthermore, as discussed later in Section 2.4.1, the data may be subject to transforma-

tions that modify its quality and add to the uncertainty.

The problem of uncertainty propagation arises when a given quantity of interest is a
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function of other quantities of interest.

This would imply, for example, in the case of curve matching, being able to establish the
relationship between the uncertainty in the final CM index of Equation (2.14) and the
dissimilarity indices, the uncertainty of which is dependent on the functional estimations,

and so on.

It must also be said that most approaches to uncertainty propagation existing in the
literature focus on a probabilistic validation of predictive models (hence the return of a
model reliability index), whereas in the case of Curve Matching we are interested in how
the various uncertainties propagated along the multi-stage pipeline are reflected in the

final index.

An interesting article from 2016 [31] discusses a multitude of approaches for model val-
idation in different scenarios, studying the propagation of uncertainty by distinguishing
between epistemic and random uncertainty. Validation is done using model reliability
metric, developed by Rebba and Mahadevan ([32]. It is defined as the difference (A)
between observed data (Yp) and model prediction (Y;,) being less than a tolerance limit
(€):

r=Pr(—e<e), 6=Yp-—Y, (2.15)

The approach to the problem changes according to the characteristics of the experimental
data available as input to the model, i.e. three cases are considered: (1) all experimental
data are measured and reported as point data (fully characterised data), (2) some data
are reported as intervals (partially characterised data) and (3) some experimental data

are not measured or reported as single interval (uncharacterised data).

The data can be viewed individually and compared against a separate stochastic predic-
tion at each input condition, or can be seen collectively. It is difficult to disentangle the
contributions of aleatory and epistemic uncertainty sources to the validation outcome if
the validation evaluation is performed only once over the collection of data (i.e., ensemble
validation). In the latter case, the distributions of both the prediction and the obser-
vation are a result of aleatory uncertainty (input variations) and epistemic uncertainty

(parameter uncertainty).

The p-box approach is one alternative for distinguishing the aleatory and epistemic com-
ponents in the collective perspective of validation. Epistemic uncertainty is expressed as
an interval in this treatment, whereas aleatory uncertainty is expressed using probability
distributions. Because the Data Quality does not allow for point-by-point separation, this

approach is especially appropriate for uncharacterized data.
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When the major influence is epistemic uncertainty rather than aleatory uncertainty, com-
paring observations to a p-box may be ineffective because epistemic uncertainty provides
a large window of acceptability for the model. Many problems have significant epistemic
contributions because economic restrictions in realistic applications frequently result in
sparse/inaccurate data. As a result, the model reliability strategy is directed towards

epistemic uncertainty in models.

When information regarding the specific input condition associated with each data point
is available (either completely or partially described data), it is recommended to conduct
individual comparisons with the model reliability metric at each location, which enables

aleatory and epistemic uncertainty to sources to be separated from one another.

Subsequently, the impossibility of finding a feasible approach to uncertainty propagation
for probabilistic model validation in the case of complicated computational models and
the use of surrogate models in these cases is emphasised. The surrogate uncertainty in
a surrogate model may be easily determined from the model’s covariance structure, and
this uncertainty results in the model reliability metric itself being viewed as a random

variable with epistemic uncertainty:.

Once the model reliability metric (either a single value or a distribution) has been pro-
duced, the metric can be interpreted probabilistically, allowing the validation result to
be incorporated into the predictions. With this methodology, it is therefore possible to

determine the various sources of uncertainty and their propagation in a predictive model.

However, despite the analysis of various scenarios available, it is not possible to use such
an approach in complex applications that require the processing of data in various steps,
and thus the need for an analysis of uncertainty from other points of view emerges, starting

for example with Data Quality.

Sensitivity analysis

Both sensitivity analysis and uncertainty propagation are important techniques in the
field of uncertainty analysis, which is concerned with quantifying and characterizing un-

certainty and variability in mathematical models and simulations|33].

Sensitivity analysis is a technique used to identify the most influential parameters or
inputs in a model or simulation that affect its outputs or results. The goal of sensitivity
analysis is to understand which parameters or inputs have the greatest impact on outputs

so that efforts can be focused on improving the accuracy and reliability of those inputs.

Uncertainty propagation, on the other hand, involves quantifying how uncertainties in
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the inputs to a model or simulation propagate to the outputs. This technique is used
to understand how uncertainties in the inputs affect the reliability and accuracy of the

outputs and to estimate the overall uncertainty in the results.

There is a close relationship between sensitivity analysis and uncertainty propagation, as
sensitivity analysis is often used as a precursor to uncertainty propagation. By identifying
the most influential parameters or inputs in a model, sensitivity analysis can help prioritize
efforts to reduce uncertainty and improve the reliability and accuracy of the model. These
efforts may include reducing uncertainty in the most influential parameters or collecting

more data to improve estimates of those parameters.

Once the most influential parameters have been identified, uncertainty propagation can be
used to estimate how uncertainties in these parameters propagate through the outputs and
to estimate the overall uncertainty in the results. By combining the results of sensitivity
analysis and uncertainty propagation, it is possible to gain a better understanding of the
factors that contribute most to uncertainty in the model and to develop strategies for

improving the accuracy and reliability of the results.

In the context of sensitivity analysis and uncertainty propagation, the Spearman coeffi-
cient can be used to identify how the ranking or order of inputs or parameters in a model
correlates with the ranking or order of outputs or outcomes|34]. This can help identify
which inputs or parameters are most strongly associated with the outputs and which have

little or no influence on the results.

The Spearman coefficient, also known as Spearman’s rank correlation coefficient, or Spear-
man’s pg, is a measure of the strength of the association between two variables. It mea-
sures the degree to which the ranks of two variables are correlated with each other, rather

than their actual values. It is defined as:

- >i(ri —T)(si — 5)
N CEGE N CEEE (2.16)

Ps

Where r and s are the ranks of the variables in analysis : in statistics, ranking is the data
transformation in which numerical or ordinal values are replaced by their rank when the

data are sorted.

Intuitively, the Spearman correlation between two variables will be high if the observations
have a similar (or identical for a correlation of 1) rank (i.e., the relative position label of
the observations within the variable: 1st, 2nd, 3rd, etc.) between the two variables, and

low when observations have a dissimilar (or completely opposite for a correlation of -1)
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rank between the two variables.

In addition, the Spearman coefficient can be used to assess the robustness of sensitivity
analysis results. When the Spearman coefficient is high, it indicates a strong correlation
between the ranks of the inputs and the ranks of the outputs, suggesting that the results
of the sensitivity analysis are robust and reliable. On the other hand, if the Spearman
coefficient is low, it indicates that the ranks of the inputs are not strongly correlated with
the ranks of the outputs, indicating that the results of the sensitivity analysis may be less

reliable.

2.3. Data Quality

The impact of Data Quality, from a research perspective, has been studied in various areas
including statistics, management, and computer science. The earliest research efforts on
the impact that Data Quality has in informatics date back to the 1990s: as the years
passed and the development of increasingly advanced data-driven models, interest in this
area soared as a strong correlation was discovered between the development of successful

models and the quality of the data used.

Real-world data are often incorrect, incomplete, and contain many errors and cause a lot
of damage to the organizations that use them and not only in economic terms: Figure 2.8,

shows all the costs related to business processes and data management due to poor Data
Quality.
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Figure 2.8: Classification of costs of poor Data Quality[35].

Several factors can result in poor quality.

Historical changes: over time, the significance of data may change.

Data usage: the method used to collect the data will determine its significance.

Corporate mergers: data integration may present certain challenges

Privacy: since data are subject to privacy laws, it is challenging to discover incorrect

data and establish their true database.
e Data enrichment: adding external data to internal data could be risky.

In fact, a common problem in Data Quality concerns that poor quality generates the
so-called Garbage-In-Garbage-Out (GIGO) phenomenon: no matter how perfect it may

be, work done on low-quality data will return a low-quality result.

This phenomenon makes clear, then, the connection between poor Data Quality and poor
Quality of Service (QoS) in data-driven services (especially in ML-based services): as
pointed out by the authors of [36], the value obtainable from services depends on the

quality of the data interchanged by the services themselves.
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The quality of a service, therefore, is affected by the knowledge on which it is based, which

depends on the data underlying the service.

It is natural, then, to note that there is a close relationship between Data Quality and
uncertainty in the data: both concepts are fundamental in the scientific community, and as
mentioned earlier the rise of increasingly data intensive models has necessitated a deeper

analysis of the quality of the data used to produce quality services.

This topic is explored more in depth in a report from the Tenth World Congress of Chem-
ical Engineering in Barcelona [37], where issues related to Data Quality and uncertainty
propagation were explored in a discussion led by academic and industrial experts, seek-
ing answers together with the audience in three major areas of interest: data acquisition
and evaluation of experimental uncertainties, tools for reconciling data to improve their

quality, and the impact of data uncertainty at the end of the process.
Below are some key points from the discussion.

1. The quality of experimental data does not always meet the desired standards, and

this can be attributed to several factors, such as:

(a) The tradition of researching high-quality measurements often lost, not yet ac-

quired, or compromised.

(b) The exponential growth of data, connected with the emergence of new faces in
the scientific field with little practice in conducting research, resulting in the

publication of low-quality literature in scientific journals

2. Predictive and theoretical models are robust against errors in their domain of ap-
plicability; however, they may exhibit inpredictable behavior. Since they are based
on experimental data, the quality of the underlying data commands the reliability

of these models (consistent with the GIGO phenomenon).
3. Data Quality is closely associated with the person and human factor.

4. Process engineers who use process simulators carry responsibility toward the final
quality of the design: however, many participants in the discussion stated that they
were unaware of the quality of the data used. Therefore, a proper assessment of the

quality of the data used as input is much in demand.

2.3.1. Data Quality Dimensions

The quality of data is closely related to its ability to represent the real world, but it also

depends on the purpose for which it is used. In fact, a very common definition of Data
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Quality is "fitness-for-use," meaning that the quality of data is measured by how well it

is fit for the purpose for which it is used.

However, as pointed out by the authors of [38], this could lead to the conclusion that no
objective assessment of data is possible: however, depending on the application domain
of interest to the data user, it makes sense to give a quantitative assessment of certain

dimensions of Data Quality of relative importance to the context in which they are used.

Beware, nevertheless, since Data Quality dimensions can refer either to the extension of
the data, i.e., its value, or to its intension, i.e., its schema, and both types of dimensions
are generally defined qualitatively: in fact, to give a quantitative assessment of them, one
or more metrics must be associated with the specific dimension of interest. Indeed, in
the analysis of this paper, certain metrics will be associated to measure the Data Quality

dimensions of accuracy, completeness, and consistency.

Given the renewed importance of Data Quality assessment in many fields where data-
driven decisions are critical, Data Quality research in recent years has defined numerous
dimensions and related metrics for Data Quality assessment: a big step forward has been
made by the study [39], which developed a framework for defining Data Quality dimensions
and categorizing them through two direct surveys of data customers, following the fitness-
for-use philosophy: after the first survey, as many as 179 Data Quality dimensions were
identified, while against the second survey, 15 dimensions were selected to be included in
the four categories that represent the most important characteristics of a data source for

a customer.

In Figure 2.9 below, the division of the various dimensions into the four categories.
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Data Quality :
Intrinsic Contextual Representational Accessibility

Data Quality Data Quality Data Quality Data Quality
Believability (1) Value-added (2) Interpretability (5) Accessibility (7)
Accuracy (4) Relevancy (3) Ease of understanding (6) Access security (18)
Objectivity (8) Timeliness (9) Representational consistency (13)

Reputation (12) Completeness (10) Concise representation (17)
Appropriate amount of data (19)

Figure 2.9: DQ categories and dimensions [39]

In the Approaches to the Definition of Data Quality Dimensions section of [38], the authors
propose three main approaches for defining a set of definitions of Data Quality dimensions:

the theoretical, the empirical, and the intuitive.

Next, this is followed by the definitions of categories and quality dimensions according
to the empirical approach (based on the work of Wang and Strong [39]), where a two-
level classification is proposed where for each of the categories is further deepened into a

different number of dimensions:

e Intrinstic Data Quality captures the quality that the data itself has, e.g., accuracy

is a quality that is intrinsic to the data.

e Contextual Data Quality considers the context where the data are used: complete-

ness for example is closely related to the context of the task at hand.

e Representational Data Quality captures aspects related to the quality of data rep-

resentation, such as interpretability

e Accessibility Data Quality relates to the accessibility of the data and a nonfunctional

property of the data, namely the level of security
Furthermore, Table 2.2 shows the categories, associated dimensions and their definition.

In the application of the methodology proposed in this thesis, which concerns an envi-

ronment for the development of data-driven simulation models, it is necessary to define
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the dimensions of accuracy, completeness and consistency since they are the most widely

used across different domains and return a good assessment of Data Quality [12].

The use of these three dimensions is also due to the fact that defining metrics for their
evaluation will allow to assess the impact that Data Quality has in propagating uncertainty

in a data transformation pipeline.
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Category Dimension Definition
data are accepted or regarded as true, real
Intrinsic Believability ) P & ’
and credible
data are correct, reliable and certified free
Accuracy
of error
Objectivity data are unbiased and impartial
. data are trusted or highly regarded in
Reputation )
terms of their source and content
data are beneficial and provide advantages
Contextual Value-added ) P &
for their use
data are applicable and useful for the task
Relevancy
at hand
L the age of the data is appropriate for the
Timeliness
task at hand
data are trusted or highly regarded in
terms of their source and content data are
Completeness _
of sufficient depth, breadth, and scope for
the task at hand
Appropriate the quantity or volume of available data is
amount of data | appropriate
data are in appropriate language and unit
Representational | Intepretability bp p. ) 1a8
and the data definitions are clear
Ease of under data are clear without ambiguity and eas
standing ily comprehended
) data are always presented in the same for
Representational ] ] )
) mat and are compatible with the previous
consistency
data
Concise represen | data are compactly represented without
tation being overwhelmed
Accessibility Accessibility data are available or easily and quickly re- trieved

Access security

access to data can be restricted and hence

kept secure

Table 2.2: Empirical approach categories and dimensions
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Accuracy

Accuracy is defined as the closeness of a v value and a v’ value, considered the correct

representation of the real-world phenomenon that v aims to represent.

There are two types of accuracy, namely syntactic accuracy and semantic accuracy. Syn-
tactic accuracy is the closeness of a value v to the elements of the corresponding domain
of definition D: in this case we are not interested in comparing v with a value v’, but in

checking that v is one of the possible values in D.

Syntactic accuracy is measured by comparison functions, which evaluate the distance
between v and the elements in D. An example of a comparison function is the edit distance,
which takes into account the minimum number of insertions, deletions, and substitutions

of characters to convert a string s to a string s’.

Semantic accuracy is the closeness of v to the true value v’: it coincides with the concept
of correctness. Unlike syntactic accuracy, to measure the semantic accuracy of a value v,
the corresponding true value must be known, or at least possible to infer what it is, to

determine whether or not v is the true value.

In our case, we will consider semantic accuracy since it is strongly correlated with the
presence of uncertainty in measurements: the basic idea is to consider the value of an
experimental measurement as the true real-world value, and to evaluate how the CM
pipeline presented in Figure 2.2 responds to different degrees of uncertainty injected into

the data in the form of perturbations.

Completeness

As in [38], authors define completeness as "the extent to which data are of sufficient
breadth, depth, and scope for the task at hand."

Usually this concept is much used in relational models, where the completeness of a table

represents the extent to which the table represents the corresponding real world.

Completeness in relational models can be characterized by the presence/absence of null
values and the validity of one of two assumptions called Open World Assumption (OWA)
and Closed World Assumption (CWA).

The CWA says that only the values present in the relational table are considered true, so
what is not defined is considered as nonexistent, while in the OWA neither the truth nor

falsity of values not represented in the table can be ascertained.

Particularly interesting for the methodology applied later is the metric used to evaluate
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the completeness of a null-valued model with OWA.

Given a relation r, the reference relation of r, called ref(r), is the relation that represents
the real-world objects that constitute the real extension of the schema, and completeness
is calculated as: "
r
C(r)=——— (2.17)
ref(r)]
Following this approach, we will evaluate the impact of completeness on the CM validation
method by considering the set of experimental measurements for an experiment as ref(r)

in Equation (2.17).

In this way, a completeness of 100% is equivalent to having all the experimental data
available: by removing measurements from the set as we go along, it will be possible to
observe the extent to which a more or less complete data set affects the validation of the

model.

Consistency

The consistency dimension captures the violation of semantic rules defined on in set of
data objects, where the objects can be, for example, relational table tuples or records in
a file.

As in relational theory, integrity constraints are the instantiation of these semantic rules,
while in statistics, data edits are another example of semantic rules that enable consistency

checking.

Integrity constraints are properties that must be satisfied by all instances of a database.

There are two main types of integrity constraint.

e Intrarelation constraints, which involve individual attributes or multiple attributes
of a relation, for example: the attribute describing a person’s age must be between
0 and 120.

e Interrelation constraints: involving attributes belonging to more than one relation.
Most integrity constraints are dependencies. The main ones are:

e Key Dependency. Given an instance of a relation r, defined over a set of attributes,
we say that for a subset K of the attributes holds a key dependency if no two rows

have the same values in K.

e Inclusion Dependency. An inclusion dependency on a relational instance r says that

some columns of r are contained in other columns of r or in instances of another
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relational instance s.

e Functional Dependency (FD). Given a relational instance r, let X and Y be two
nonempty sets of attributes in r. r satisfies the functional dependency X — Y if
the following holds:

Zf th = th then tly = tQY th,tg < X, vtl,tg ey

In Figure 2.10 this concept is better clarified: the table r; is an example where the
FD AB — C holds, while in 5 the same FD doesn’t hold.

AIB C|D AlB|C|D

a; [by ¢ |d a; |by [cp |dy

a; |by ¢ |d; a; by [¢; |dp

a; |by |c3 |ds a; |b, [c3 |d3
ry rp

Figure 2.10: Example of functional dependencies [38|

The consistency dimension can be analyzed from multiple perspectives: in our case we will
define a metric based on a particular type of functional dependency constructed ad-hoc

for evaluating the impact of this dimension on Curve Matching.

In short, we are going to analyze a dataset of measurements from the same experiment:
this dataset will be 100% consistent when the measurements all fall within a given range

of values.

Let us imagine that table ry in Figure 2.10 is the reference dataset, where column A con-
tains the reference values for the experiment measurements, and columns B,C,D contain
other measurements. Thus, for each row we want by, ¢y, d; to be contained in the range

[a; — €, a1 + €], where € is a value that will be defined for each experiment.

2.4. Data Pipeline

When we talk about pipelines in computer science, we can refer to several things. However,
referring precisely to the physical meaning of pipeline, a given pipeline is basically a series
of elements that process data connected in series, such that the output of one element is

the input of the next.
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In recent years, however, with the advent of Big Data, data analysis pipelines have
emerged, which have been given this very specific name because almost all applications

in which data is involved and processes data follows five major stages [40]:

e Acquisition and recording: the first stage in which data is collected from the various

sources.

e Information Extraction and Cleaning: in this stage the data is manipulated so that
it is ready to be analyzed, since it is often not in the right format or has other

problems.

e Data Aggregation, Integration and Representation: given the heterogeneity of the
streams from which the data comes, it is often not enough simply to have the data
itself. One must perform a transformation of the data to make it homogeneous and
effectively usable in the next steps. This problem, as pointed out by the authors of [1]
is especially relevant in the field of natural sciences, where the result of data analysis

is strongly influenced by the volume, sparsity and imprecision in data sources.

e Query Processing, Data Modeling and Analysis: at this stage the actual data anal-
ysis takes place, which can be carried out by different types of algorithms and vary
depending on the domain of interest and the type of data being analyzed (very
common is the use of Data Mining algorithms in Big Data analysis, for example).
These algorithms aim to analyze data and find a model that simulates the generation

process underlying it.

e Interpretation: in the last stage, the interpretation of the analysis performed by
the pipeline takes place. In fact, decisions often depend on these analyses, so the
interpretation of the result is crucial. Showing the results is rarely enough to mean-
ingfully interpret the data, so additional information (such as provenance) or graph-
ical resources that enrich the simple numerical result are often provided along with

them.

These steps obviously embrace in their generality all the possible applications of a data
analysis pipeline, applicable to a multitude of problems: as far as the application in
analysis is concerned, the steps recognisable from Figure 2.2 are certainly those of data
acquisition from the experimental database, data modelling and analysis in the step of
constructing functional estimates and in bootstrapping, and finally the interpretation of

the final result by means of the Curve Matching index.

What emerges is that data pipelines are essential components in modern data analysis

workflows. Moreover, not all pipelines handle Big Data, so even the operations listed above
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can actually be further abstracted into two macro phases: one for data preprocessing and
one for actual analysis. This theory is also supported by [3], where the authors propose a
framework to support pipelines for data preparation: here, precisely, the macro-distinction

in the two categories is emphasized.

Data Preprocessing ; Data Analysis
Data Aggregation, .
Acquisition and Data Integration Query Processing, )
Data Source Recording and Data Data Modeling and Interpretation

Representation L

Figure 2.11: A representation of a Data Pipeline, where the two macro-steps of Data

Preprocessing and Data Analysis are highlighted.

The data preprocessing step, regardless of the data handled, is always necessary since
raw data are often messy and unsuitable for analysis. Data cleaning, feature engineering,
and data transformation techniques are used to transform raw data into a more appro-
priate format for analysis. This step could also include data integration, where data from

different sources are combined to create a unified dataset.

The second macro step is the actual analysis of the data, which is often done automatically
using algorithms or sometimes the data are analyzed by experts who draw conclusions.
Usually algorithms process the prepared data and produce results that are easy to visualize
and interpret. The output is often in the form of a visualization, report, or predictive
model: in fact, this step might also include statistical analysis, Machine Learning, or Deep

Learning.

After categorizing the macro steps of a given pipeline, it is therefore important to evaluate
the results to ensure the validity of the analysis. An excellent example comes from [41],
where the authors develop a social media analysis pipeline for automatic extraction of

information to characterize, highlight and react to emergencies.

First, here again we can see that the macro steps in the pipeline are those of data prepro-
cessing and data analysis. What is interesting is the validation process, which results in
a mix of different methods namely individual, group, computation-based and validation

datasets.

Individual validation involves having experts evaluate the output of the pipeline to assess
its accuracy and validity. This method is often used for qualitative analysis, where the

output needs to be interpreted and evaluated by humans.
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Group validation involves having multiple individuals vote on the output of the pipeline
to determine the consensus view. This method is often used in crowd-based approaches,

where a large group of individuals contribute to the analysis.

Computation-based validation involves using automated methods to assess the perfor-
mance of the pipeline. These methods are particularly useful for quantitative analysis,
where the output can be evaluated based on specific metrics or criteria (as it happens in
CM, described in Section 2.1.3).

Finally, validation datasets are external sources of data used to validate the output of the
pipeline. These datasets can be used to compare the output of the pipeline with known

ground truth values.

The authors of [41] use these techniques to validate the results of the methodology applied
on three different case studies, managing to include several dimensions of Data Quality
in the analysis using computation-based validation. This results in an efficient validation

process.

It emerges from these observations, given the transformational nature of the pipeline, of
a rigorous validation procedure especially when dealing with raw data. As emphasized
several times, the transformations that occur in a pipeline impact the Data Quality of the

data used and may lead to a more or less valid final result.

2.4.1. Data Transformations

When carrying out any kind of analysis, often the biggest stumbling block between a
scientist and a satisfactory result is the quality of the data at hand, so performing a series
of operations to improve the quality of the data has become an almost obligatory practice

nowadays.

Because data is frequently collected from various sources that are not always accurate and
come in a variety of formats, and there may be issues owing to human error, measurement
instrument limitations, or defects in the data collection method, preparation must be

achieved in a rigid manner and can take a long time.

Beware, preparation operations do not necessarily require a transformation of a data,
but may be simple checks to establish the reliability of the data set at hand. In fact, the
preparation of data for analysis includes data control operations, statistical operations e.g.
to eliminate outliers, and actual transformation operations, which require modifications

to the data in order to be suitable for their purpose.
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Obviously, the final result of the analysis will depend on the data that has undergone
transformations, and a doubt naturally arises: can processing the data and transforming
it negatively affect the final result? Finding a sure answer is difficult, however, in order to
use scientific simulation models, as in the case of Curve Matching, processing the data is

necessary as it is fed to a parametric model that accepts only correctly formatted inputs.

Furthermore, for the reasons mentioned at the beginning, it is very common for errors in
data collection to be carried over into the analysis and result in an incorrect representation

of the underlying physical phenomenon.

Precisely for this reason, one of the tasks to be performed before analysing the data is the
removal of outliers: these data have the characteristic of deviating significantly from the
other observations and therefore carry more weight than them. Their removal, however,
is not easy, as in the case of complex phenomena, they might contain truthful information

and therefore need to be handled carefully.

Another very common problem is that of data representation, especially when it comes
to experimental measurements. Due to various factors, such as the scale of the measure-

ments, it can be difficult to capture the nature of the data at hand.

The most common transformation of all is the logarithmic scale transformation, which
is of great importance in statistics, to recognise the underlying distribution of the data.
Sometimes, it is also useful for comparing different data with each other or for capturing

trends that would be impossible to see at the original scale.

Like the logarithmic scale transformation, mathematical operations performed in a similar
manner on data can be trigonometric transformations, square root, inverse or normalisa-
tion. As mentioned earlier, these transformations are often useful in statistics because in
many procedures, variables are assumed to be normally distributed and by manipulating

the data mathematically, they are brought back to a normal distribution.

However, it is rare in the scientific world for experimental measurements of a phenomenon
to assume a normal distribution. In fact, as mentioned earlier, it can happen that errors
in data collection or missing values, as well as the presence of outliers or the nature of

the data itself, can lead to a non-normal distribution.

In a framework such as Curve Matching, data are subjected to a series of mathematical
operations such as the addition of constants, multiplications, logarithmic transformations
and square roots that affect the result due to their inherent nature of changing the nature
of the data.

Let us take for example three transformations mentioned in this section and see what
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their characteristics are and the problems they can bring [42].

e Square root transformation. Each value is squared. However, as it is not possible to

calculate the square root of a negative integer, if a variable has negative values, it
is necessary to introduce a constant to raise the minimum value of the distribution
above 0, preferably to 1, because numbers from 1 upwards behave differently to
numbers between 0 and 0.99. The square root of numbers greater than 1 is always
smaller, 1 and 0 remain constant, while numbers between 0 and 1 are always larger.
Consequently, if you apply a square root to a continuous variable with values between
0 and 1 and greater than 1, you treat some integers differently from others, which

is probably not desired in most circumstances.

Logarithmic transformations. Logarithmic transformations are a type of transfor-
mation, not a particular transformation. A logarithm is the power to which a base
number must be increased to obtain the original number. For log transformations,
base 10 is not the sole option. Another popular choice is the natural logarithm,
where the base is Euler’'s number. Because the logarithm of any negative integer
or number less than one is undefined, if a variable contains values less than one, a
constant must be introduced to move the distribution’s minimum value, preferably

to one.

Inverse transformation. Taking the inverse of a number (x) is equivalent to calculat-
ing 1/x. This increases the size of extremely small numbers and decreases the size of
very large numbers. This change reverses the order of the scores. Therefore, before
using an inverse transformation, it is necessary to reflect or invert the distribution.
To reflect, one multiplies a variable by -1, then adds a constant to the distribution
to restore the minimum value above 1. At the end of the inverse transformation,

the ordering of the values will be similar to that of the original data.

What these transformations do, in essence, is alter the distances between the points: this

is what creates problems in the interpretation of the data. If the operation is performed

correctly, all data points remain in the same relative order as before the transformation.

However, this may be undesirable as the variables become more complex to interpret due

to the curvilinear nature of the transformations.
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Figure 2.12: The effect of transformations on variables [42].

Normalization

Normalization is a common technique used in data preprocessing to scale features to a
uniform range. It is often applied to data to ensure that each feature has equal weight and
to reduce the impact of outliers. Normalization is also scale-invariant, meaning that it
does not change the shape of the data as in Figure 2.13. This is important in a framework

such as Curve Matching, where the shape of the data is critical to generating accurate

similarity scores.
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Figure 2.13: Example of min-max Normalization on a set of experimental data.

An example of normalization is min-max normalization, see Equation (2.18), which scales
the values of a feature to a range between 0 and 1, where the minimum value is set to 0
and the maximum value is set to 1.

, x — min(x)

r = (2.18)

mazx(x) — min(x)

This technique is commonly used in machine learning applications and will be used in the

development of the methodology in this thesis.

2.5. Fault Injection

fault injection (FI) is a testing technique used to evaluate the resilience and robustness
of a system or process in the presence of faults or errors. fault injection can be used in
the context of Data Quality to simulate errors or faults in the data and assess how the

system or process handles those errors.
In the field of Data Quality, fault injection techniques come in many forms, such as:

e Synthetic data generation: involves generating synthetic data with known errors or

faults and using it to test the Data Quality of a system or process.
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e Data perturbation: involves deliberately introducing errors or faults into real data

and using it to test the Data Quality of a system or process.

e Data masking: involves hiding or removing specific data components to test how

well a system or process can handle data that is missing or insufficient.

e Data reordering: This involves changing the order or sequence of data elements to

test the resilience of a system or process to changes in data structure.

e Data duplication: This involves duplicating data elements to test the resilience of a

system or process to redundant data.

Data Quality analysts can assess the efficiency and dependability of Data Quality man-
agement systems and processes using these fault injection techniques, as well as spot any

potential weaknesses or vulnerabilities that require attention.

There are several examples of this technique applied to Data Quality in the literature, for
example in the paper [43] the authors present a fault injection tool for testing the quality
composite services. Basically, data exchanged within various services are perturbed and
the consequences of this change on the final result are analyzed, proposing some metrics

for an objective evaluation of the deterioration of services.

In [44], on the other hand, a methodology is proposed for emulating failures in data and
how this can be used in the study and development of ML applications. This methodology
consists of the implementation of a component, called Fault Injector, that simulates faults
in the data and from them generates different ML models: after several simulations, it
is able to return which model performs better when trained with compromised data and
provides analysts with a tool that can understand how to train certain models to be fault

tolerant.

Still concerning ML applications, in [3] the authors propose a fault injection approach to
evaluate the performance of different algorithms. Unlike [44], this time the technique is
applied on data but considering perturbations from the perspective of worsening the Data

Quality dimensions considered, in this case Accuracy and Completeness.

The fault injection technique has already been applied to Curve Matching [4], but with a
different goal. The previous approach focused on improving the quality of the framework
and its specific application through improved data preprocessing. In fact, the application
of fault injection has successfully shown some points of improvement for the preprocessing
phase: what wants to emerge from this thesis is that even in these phases uncertainties
can arise that worsen the quality of the final result, so an analysis of each stage of the

pipeline must be made from different points of view.
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2.6. Conclusions

In this chapter, the concepts of Model Validation and Data Quality were presented to

give the reader an overview concerning the current state of the art in the field.

From the viewpoint of the thesis, it was important to analyze how in the development of
predictive models there is no fixed step-by-step procedure for validation: this is because
each particular model has different validation and accuracy requirements based on its

application domain.

In addition, it was discussed how the science of Uncertainty Quantification plays an
important role in the development of such models. Still there is no reference method for

the evaluation of all the uncertainty sources implicated in the development process.

As a matter of fact, existing techniques are able to recognize various types of uncertainty
(such as aleatory and epistemic uncertainty) in such a way as to help modelers in develop-
ing more accurate models: nevertheless, the persistent problem is that these techniques,

as well as some validation methods, are not suitable for all types of models.

It must also be considered that the data fed to the models may be of low quality, even
without the modeler’s knowledge, and that developing models with low quality data au-
tomatically brings low-level output, as explained in the GIGO phenomenon, no matter

how perfect the model may be.

In addition, it is emphasized in the state of the art that in data pipelines there is al-
ways data manipulation and that any evaluation tools take into account Data Quality

dimensions as they are very important for the evaluation of the final result.

fault injection techniques have been successfully applied for the evaluation of the perfor-
mance of different systems, including data processing pipelines. However, today, there are
still few technologies that support ad-hoc fault injection, and a full integration of a fault
injection technique with uncertainty is still missing. This highlights the importance of de-
veloping a comprehensive methodology for evaluating the impact of uncertainty together
with bad Data Quality.

Once these concepts are clarified, it is clear how the work proposed in this thesis moves
toward a standard methodology for assessing the impact of low-quality data in data-
centric model development pipelines: through the measurement of the most widely used
Data Quality dimensions in science along with the use of other techniques, a tool will be

provided for modelers to objectively assess the reliability of the validation method used.
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3 Methodology

This chapter presents the design choices that guided the research of the methodology
chosen for the analysis. The methodology used will be described in depth, including the
tools and data used to carry out the analysis, and the context in which this study is
carried out will also be explained to clarify the environment in which the experimentation

took place.

In Section 3.1 an overview of the research process is given, highlighting the research

questions, research objectives, and contributions of this study.

In Section 3.2, the application context of Curve Matching in which the research is situated
is explained, and how they developed methodology stands as an analysis tool in pipelines

for experimental data.

Then, Section 3.3 contains the core of the methodology, i.e., the type of uncertainty sources
used in fault injection, the metrics used for quantifying ambiguity in the Uncertainty

Assessment phase, and the explanation of the Uncertainty Propagation phase.

Section 3.4 will explain the design of the Uncertainty Assessment and Propagation results:
specifically, the logic behind the results shown (e.g., aggregations, normalizations..), and

the metrics used will be explained.

3.1. Research Overview

This thesis aims to investigate how uncertainty propagates in a data processing pipeline,
which is used to process and analyze experimental data by building a model capable of

simulating the underlying physical process from which it originates.

Specifically, the focus of the thesis is understanding the impact of sources generating
uncertainty as they generate ambiguity in the pipeline result. The research carried out in
the thesis was done by studying the impact of uncertainty on a validation metric (Curve
Matching) and thus the impact it has on model evaluation. To achieve this, the following

research questions have been formulated:
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1. Is it possible to quantify the impact of sources of uncertainty for each stage of the

pipeline?

2. Is it possible to understand how this impact is reflected in the ambiguity of the

outcome?

3. Is it possible to provide a tool for analyzing the relationship between sources of

uncertainty and ambiguity in results?

To answer these research questions, an approach was developed to measure the ambigu-
ity produced by various sources of uncertainty about the pipeline and individual stage
outcomes. Uncertainty will be generated by subjecting the experimental data to the tech-
nique of fault injection. The propagation of the impact of uncertainty on the final result

will be evaluated by visualization and Spearman’s coefficient of Equation (2.16).

3.2. Case Study

The context of this thesis is the field of data processing for building models from ex-
perimental data. In many scientific fields and industries, models are important tools for

understanding and predicting complex phenomena.

However, building accurate and reliable models can be challenging due to several is-
sues, such as the various sources of ambiguity that affect the final result of data pro-
cessing. Indeed, in the case of a multi-stage pipeline such as the one analyzed here,
various uncertainty-generating factors must be taken into account, some related to the

experimental data and others due to its repeated processing.

It is not surprising that the data may be of poor quality their collection is often com-
plicated for various reasons Section 2.1, and consequently the quality of the model also
deteriorates (as the GIGO phenomenon in Section 2.3 describes). In this field, research
on uncertainty quantification and propagation is extensive, but each solution is linked to
a specific approach or conditions, and statistical techniques or approximations are often

used, introducing further factors of uncertainty into the analysis.

The focus of this study is to develop a general methodology for analyzing the propagation
of uncertainty in a multi-stage data processing pipeline. Specifically, this methodology
will assess the impact of different transformations on the quality of data and how this is

reflected in ambiguity in the result.

The methodology was designed to investigate the propagation of the impact of different

sources of uncertainty through the various stages of the data processing pipeline, from
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data collection to model validation. This was done by measuring the impact at the state

level by Mean Absolute Error and at the pipeline level by the change in the final score.

The development of this methodology is aimed at analyzing possible sources of uncertainty
and their impact on pipeline results for experimental data. It is designed to be adaptable
to different types of pipelines by analyzing the impact on the ambiguity of the results of
each stage regardless of the type of input and output being handled.

The main sources of uncertainty identified, as highlighted in Section 2.2, are the uncer-
tainty inherent in the experimental data, the aleatoric and epistemic uncertainty in the
numerical simulations of the experiments, the functional estimation phase, the calculation
phase of the dissimilarity indices and, finally, the bootstrapping performed to calculate
the final index.

Previous studies on the propagation of uncertainty are based on the use of data where the
uncertainty has been quantified in some way, as in [32], or for mathematical simplification
of the models, surrogate models are used that introduce approximations into the analysis
(29, 32]): the approach used in this thesis treats uncertainty from a different point of
view, i.e. it is injected into the data. As we will see, this is done for every kind of input

for a pipeline stage.

3.3. Design

3.3.1. Overview

From the analysis of the context in which the research is carried out and the current state
of the art, there is a need for a general approach to the quantification of uncertainty and
its propagation in computing applications aimed at the realization of predictive models
capable of abstracting complex physical phenomena. The outcome of this study will be a
methodology capable of providing a degree of confidence in the validation metrics used on
the model, and thus evaluating the model itself, and through this methodology providing

guidelines for reproducing the same analysis on a wider range of scientific applications.

This methodology will be developed using the multi-stage Curve Matching pipeline of
Section 2.1.3 as a case study, analyzing the impact of various sources of uncertainty on
each stage and on the pipeline itself. The sources generating uncertainty will be in the form
of percentage perturbations, representing numerical uncertainty in the experimental data,

and in the percentage worsening of three Data Quality dimensions chosen for analysis.

The key components of this methodology will be:
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e The multi-stage data processing pipeline of the Curve Matching framework, whose

stages will be analyzed to detect the presence of uncertainty.

e The Data Quality dimensions were analyzed to understand the impact of transfor-

mations on the data and therefore on the final output.

e The transformations performed on the data: in addition to those performed at each
stage of the pipeline, the data are perturbed according to certain criteria explained
in the following sections, to understand how a deterioration or improvement of the
Data Quality affects the final output.

e The metrics used at each stage to assess the impact of uncertainty on the pipeline:
the Mean Absolute Error (MAE) and ACM.

In practice, for each input at each stage of the pipeline, the Data Quality dimensions
are quantified (their measurement is explained later in this chapter) and each dimension
is subject to an incremental percentage degradation, and the input is subject to the
transformations that occur at each stage of the pipeline. Each input, in addition to the
deterioration of the Data Quality dimensions, is subjected to a percentage perturbation
corresponding to different levels of numerical uncertainty in experimental data. Each
output is compared with the results obtained from the data under perfect conditions
(i.e. the original input, without perturbations) and the MAE indicates the ambiguity

introduced in the result.

This approach is innovative because, unlike the rest of the research carried out so far,
it will use the dimensions of Data Quality (which have been very successful in data
research recently) to assess the reliability of a validation tool, in this case, curve matching,
regardless of its technological level. This makes it possible to determine whether the

quality of the results of a pipeline also depends on the quality of the input received (in
line with the GIGO philosophy).

Now follows a roadmap to the next subsections:

e Data Processing Pipeline: this describes the different stages of the data processing

pipeline and how uncertainty-generating factors will be assessed for each stage.

e Data Quality Assessment: this subsection will contain the description of the Data

Quality dimensions analyzed and how they are quantified.

e Fault injection: this subsection describes the technique used to simulate the impact
of different factors on the pipeline. It will be performed on input data at each stage

of the pipeline, each time with a different granularity of degradation.
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e Uncertainty Assessment: this subsection will provide details on the method used
to assess the impact of the fault injection technique on the pipeline. The Mean
Absolute Error will be used as a metric to evaluate such impact, along with the

variation of the Curve Matching score, namely ACM.

e Uncertainty Propagation: in this subsection, the results of the uncertainty assess-
ment will be used to understand the propagation of the uncertainty. Through visual-
ization and Spearman’s coefficient, the relationship between uncertainty-generating

factors and ambiguity in the output will be assessed.

3.3.2. Data Processing Pipeline

The data processing pipeline is the concretization of the Curve Matching framework of
Section 2.1.3, which is the case studied to develop the methodology in this thesis. The
pipeline consists of three main stages: functional estimation, computation of dissimilarity

indexes, and bootstrapping (Figure 2.2).

The functional estimation stage, which is the first stage of the data processing pipeline,
receives two different types of data from SciExpeM ([12]) as input; these data types will

be explained in more detail in a later section of the thesis.

The experiment data from the experiment database, which is subject to the innate uncer-
tainty of experiments, is the first input. The second input is the simulation data computed
from the model database. These data are susceptible to model-related uncertainties, in-

cluding aleatoric and epistemic uncertainties(|24]).

As seen in Section 2.1.3, various mathematical operations are used in the functional
estimation stage to compute an estimated curve for each of the two inputs. The decision
of the knots is the most crucial aspect of this stage in terms of uncertainty issues. The
positions of the knots, which are directly influenced by the input data, determine the
estimate’s general form. Other mathematical operations are also performed at this stage,
such as normalizing the input data before computing the knots. The output of this stage
is the functional estimation for each input, which is used as input for the next stage of the
pipeline. This estimation provides an approximation of the function that describes the
relationship between the input and output variables, and it is essential for the subsequent

stages of the pipeline.

The quality of the functional estimation is affected by the uncertainties in the input data,
and it will be assessed through the use of the MAE metric.

The second stage of the pipeline takes as input the two functional estimates obtained in
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the first stage: one for the experimental data and the other for the model data. The dis-
similarity measures are computed using the norm and scalar product of the two functions.
These measures are then normalized and averaged to obtain a final index. The normal-
ization of the dissimilarity measures can create uncertainty due to the loss of generality

in this operation.

The third stage of the pipeline is bootstrapping, which is performed on each input curve.
The results are then averaged to compute the final index. Bootstrapping is performed
to account for uncertainties introduced in the previous stages. However, the averaging
process can also introduce uncertainty due to loss of generality, and thus it is also analyzed

for uncertainty issues.

It is important to note that these two stages are closely related as the bootstrapping
process is easily controlled by a parameter in the Curve Matching framework. As described
in the next chapter, this parameter can be tuned to fit the specific needs of the user and

its impact on uncertainty can be evaluated.

At each stage of the pipeline, the Data Quality dimensions of Accuracy, Completeness,
and Consistency will be assessed. Specifically, for each input at each stage, the Data
Quality dimensions will be intentionally worsened multiple times to evaluate the impact

of bad Data Quality on the pipeline.

To assess the propagation of uncertainty through the pipeline, the Mean Absolute Error
(MAE) metric will be used. A high MAE value indicates high uncertainty, while a low
MAE value indicates low uncertainty. By measuring the MAE at each stage of the pipeline,
we can evaluate how uncertainty propagates and accumulates through the different stages

of the pipeline.

Overall, the data processing pipeline is a key component of the methodology being devel-
oped in this thesis, and the assessment of Data Quality and uncertainty will allow us to

evaluate the effectiveness and reliability of the methodology.

3.3.3. Data Quality Assessment

Data Quality is a critical aspect of the methodology being developed. To assess the
impact of Data Quality on the pipeline, we will consider three dimensions: Accuracy,

Completeness, and Consistency.

Accuracy will be measured as the percentage of accurate data points in the entire exper-
iment. For each experiment, we will establish a baseline accuracy level based on expert

knowledge of the field and compare it against the accuracy level achieved with the method-
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ology. This will allow us to determine the impact of the methodology on accuracy and
assess its effectiveness.
n

A =1-—= 3.1
ceuracy N (3.1)

where n stands for the number of data points in the experiment perturbed and N stands
for the total number of data points in the experiment. As mentioned in Section 2.3, in
this methodology we are going to consider for experimental data their semantic accuracy,
as it embodies the similarity of the data obtained from the experiment with what can be

data of the real phenomenon.

Completeness will be measured as the percentage of data points fed as input, versus the
total number of data points available for the experiment. This will allow us to evaluate
the completeness of the data at each stage of the pipeline and determine how it affects

the performance of the methodology.

Completeness = % (3.2)

Completeness is an easy dimension to measure, in fact in the implementation of the
methodology we will see that to evaluate different degrees of completeness it will suffice
to subtract a few points from the experiment and as we go along understand how the
degradation of this dimension generates uncertainty. The behavior that is expected from
this operation is, of course, that as the data are gradually lacking, the output of the
relevant stage under analysis will worsen, since it will be increasingly difficult to mimic

the original phenomenon.

Consistency will be considered as the percentage of consistent data points in the experi-

ment. Consistency refers to the degree to which the data is free from errors and anomalies.

For each input experiment, we will consider each experimental data as if from different
experiments. As explained in Section 2.3, we will create a kind of functional dependence

between the experimental measurement under analysis and other dummy experiments.

This dependence will consist of taking the perturbed data and simulating other experi-
ments, making sure that they fall within a range that depends on the injected uncertainty:

the less consistent the experiment under analysis, the larger this range will be.

The simulation of experiments will be explained in Section 3.3.4 and will consist of taking
the input data as the mean of a statistical distribution, and each experiment will be a

sample of this distribution.

What will be taken as the final input will be the mean of these simulated experiments:
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clearly, in a consistent experiment this mean will not deviate much from the original point
(remember always perturbed, as will be explained in the fault injection process), while
for a not very consistent experiment the mean might differ considerably from the original

point.

Unlike the other two dimensions that are easier to measure, it is not possible to give a

coincident formula that expresses the evaluation of consistency in the methodology.

Instead, we can assess that consistency is directly proportional concerning the parameters
«a and [ of the Beta distribution from which the experiments are sampled. Specifically,
as the values of o and [ decrease, the resulting samples from the distribution become less

consistent and more dispersed, indicating a lower degree of consistency in the experiment.

Consistency x (a, () (3.3)

It is important to note that the three dimensions will be considered experiment-wise,
meaning that all data observations referring to one experiment will reflect the same quality
but the granularity of fault injection performed on them will be different. For Accuracy
and Completeness, the changes will be global, that is, the changes will impact the entire
data set of the experiment. As for Consistency, the changes will have a granularity equal
to the individual data, as will be clarified in the next section. This will allow us to
maintain consistency in the assessment of Data Quality across the pipeline and ensure

that the impact of Data Quality is accurately captured.

3.3.4. Fault Injection

As mentioned earlier in the 2.5 section, the application of fault injection techniques has
proven to be a successful strategy for asserting the impact of data affected by bad Data
Quality on data pipelines, and on systems that process data in general. An example
very close to the topic covered in this thesis can be found in the paper [3], where the
authors analyze the impact of Data Quality dimensions on a pipeline making use of
Machine Learning patterns, using the fault injection technique to worsen, in percentage,

the dimensions under analysis.

Instead, the work carried forward in this thesis resumes [4], with the difference that fault
injection will be enriched with several injections of uncertainty and the dimensions of
Accuracy and Consistency. What will be done instead in the methodology implemented
in this paper will be the integrative assessment of worsening not only in Data Quality but

also the consideration of uncertainty in it.
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Figure 3.1: Selection of baseline and comparison between faulty and baseline output.

The fault injection process involves the input data being processed in three steps, and
then fed to the pipeline stage under analysis (or the entire pipeline), as can be seen in
Figure 3.2: the three steps are those of Normalization, Uncertainty Injection, and Data

Quality Degradation, which will be explained below.

The fault injection technique involves comparing the output of one stage of the pipeline
with a faulty output and one taken as a baseline(Figure 3.1). For each DQ Dimension k,
input is taken that corresponds to data of maximum DQ Dimension k and 0% uncertainty.
This then undergoes the fault injection process: the faulty output is then given as input
to the pipeline stage under analysis. The result of the stage is then compared with the
result obtained from the baseline input: this process is repeated for each DQ dimension
k, for each degree of quality in and for each degree of uncertainty injected. Ultimately,

this allows us to compare the output of the stage with fault-injected inputs against the



60 3| Methodology

output of the stage with the maximum quality and 0% uncertainty input, giving insights

into how the CM pipeline handles uncertainty and Data Quality issues.
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Figure 3.2: Fault injection with three steps: Normalization, Uncertainty Injection, Data

Quality Degradation.

As a premise, given the variety of input data sizes from the experiments under consider-
ation, before being subjected to fault injection the data will be normalized: this will help
in the final assessment of uncertainty, since through MAE we will have the possibility
of quantifying the uncertainty introduced knowing that the input data are scaled. This
transformation introduces a loss of generality in the data, however, it does not affect the
analysis since what is of interest is the output of the analyzed stage and the uncertainty

generated by it.

The normalization technique used is Equation (2.18), which as written earlier in Sec-

tion 2.4.1 is a scale-invariant transformation. This means that it does not change the
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shape of the experimental data, which in the case of Curve Matching is precisely the

dimension under analysis.

The step of Uncertainty Injection consists of different levels of uncertainty being injected
into the data: starting from a level of 0% which will be taken as the basis for the
uncertainty calculation that takes place later, we arrive at 100% uncertainty, with steps
of 10%. The uncertainty percentage represents the amount that is subtracted or added

(randomly) to each input data.

The baseline normalized data, which has 100% quality of dimension dj, and 0% uncertainty,
serves as the input for this technique. Suppose we are at the k-th dimension of Data
Quality, the x-th degree of uncertainty, and the y-th degree of Data Quality. At this

iteration, a random x% perturbation is made concerning the actual value of the data:

ND = {ng,...,ny}
U, =n; £ random() *xn;xx, i=/[0,...,N]

With ND the baseline normalized data, random() a random number between 0 and 1, and

x the percentage of uncertainty injected.

This means that the output of this method will be data of dimension k with x% uncertainty
and 100% quality level (this step is before the Data Quality Degradation).

This method helps us understand the pipeline’s response to uncertainty and how it affects
the pipeline’s performance. We can examine how the pipeline responds to different levels

of uncertainty and how it affects the results by introducing uncertainty at different levels.

So, Data Quality dimensions are chosen (those in Section 3.3.3) to be considered for
fault injection analysis and application: for each dimension chosen, different levels of

degradation were chosen.

Taking normalized and perturbed input data, the assumption is made that each dimension
is 100% correct as if the data had no errors, then gradually they will be degraded down
to 0%. The measurement of dimensions was defined in Section 2.3, while in detail the
degradation of each dimension will be explained below. This step will be referred to as

the Degradation of Data Quality dimensions.

Accuracy

For each dataset related to each experiment, the percentage of Accuracy represents how

many points will be affected by uncertainty and thus suffer perturbation. Thus, consider-
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ing that we will have fixed the number of inaccurate points in the formula (3.1), we will

have an uncertainty of y%.

Considering that B is the baseline input, U, is the output of the Uncertainty Injection

process with uncertainty x and y the degree of accuracy:

B = {b;,...,bn} i=10,..,N]
Uy, =A{uj,...,un}  j = choice(i,y* N)

and we will get as output O of the fault injection for the Accuracy dimension:

u

OAccuracy(xa y) = {

J

It is important to note that using this approach for accuracy degradation is constraining,
because as compared to the other dimensions it is directly proportional to the injected
uncertainty. this approach was chosen to differentiate the accuracy dimension from the

experimental uncertainty, as mentioned in Section 2.3.1.

Completeness

For each dataset about each experiment, the percentage of Completeness represents how
many points will be given as input to the stage under analysis, compared to the initial
number of points. Considering that we set the number of points n in formula (formula),

having a completeness of y
Ux:{uz,,uN} 1= [O,7N]
and we will get as output O of the fault injection for the Completeness dimension

OCompleteness = {u]} ) ] = ChOiCG(’i, Yy x N)

Consistency

For each data item belonging to the dataset of each experiment, the percentage of Con-
sistency will represent how consistent the simulated experiments are with each other. As
explained earlier, for the evaluation of this dimension, samples will be taken from a Beta

statistical distribution constructed on the single point that is going to be analyzed.

The Beta distribution is a continuous probability distribution defined by two parameters «
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and £ on the unit interval [0,1], in our case shifted such that the center is the experimental

observation.

To construct the beta-distributed random variable from which to sample the simulated

experiments, we consider a generic experiment 7, and random variables X and Y.

Y = [y07"'7yN]
X; ~ Beta(a,8) i€ (0,.,N)

1

The mean of a beta-distributed random variable, in this case, X, is equivalent to

BXi] = aiﬁ

By the statistical properties of the mean, fixing o = :

E[Y]] :E[Xi—%Jrzi]
o« 1
_a—l—ﬁ_2+zi

11
—3 g tA
=2z

We thus obtain that the mean of the distribution Y, which is the one we will use for
the samples, is the experimental value z;, so by doing this we are going to ensure that
our simulations are at least consistent with the initial experiment. Moreover, the two
parameters of the distribution govern its symmetry: having them equal is equivalent to

having a symmetrical distribution, centered precisely on z;.

Starting with 1, increasing the parameters of the distribution, one can shift it from a

uniform distribution to a normal-like distribution with an increasingly narrow "bell."

Figure 3.3 figure explains this concept better: as the parameters o and 3 increase, the
distribution becomes less dispersed, thus generating samples that are more consistent with
each other (Equation (3.3)).

So, when the distribution is uniform, we can assume that the consistency among the sim-
ulated experiments is 0%, while for a distribution with the narrowest bell, the consistency
is 100%.
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The moving average of all points generated from this distribution, for each data point, will
be taken as a reference and substituted for the initial data point. The choice of moving
average is motivated by the fact that, since these are samples taken from a statistical
distribution, the mean coincides with the value on which the distribution is centered and

thus in our case would be equivalent to the initial experimental sample.

The weights of the moving average will be estimated based on the density of the samples:
the simulation must take into account a relatively small number of experiments, since by
simulating a large number of experiments the density of them will tend to reach the center

of the distribution, i.e., the initial experimental sample.

Beta Distribution (1,1) Beta Distribution (10,10)

—— Beta PDF —— BetaPDF
12 Samples Samples
® Weighted Mean 4 ® Weighted Mean

08
06
0.4
02

0.0 - 0 -

Figure 3.3: Example of sample extraction and calculation of moving average for Consis-

tency dimension evaluation with 10 samples.

Finally, if U, is the output of the uncertainty injection phase with uncertainty degree x,
and W is the set of weighted means of the samples for each u; € U,, the output O for the

error injection for the consistency dimension is:
Ux:{uz,,uN} 1= [O,,N]
W = {wi, ...,wN}

OConsistency =W

Observations

Because these operations can be subject to randomness, in the implementation of this
technique these steps will be performed several times to ensure that we have a robust

result.

After performing these steps for each dimension, the data is fed to the pipeline stage

under analysis, and once the output is produced, it is compared with the results obtained
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under conditions of 0% uncertainty and each dimension at 100%.

To be able to evaluate the uncertainty for each stage and its propagation, thus what the
final uncertainty will be, these operations will be carried out first for each stage and then
for the entire pipeline (as if it were a black box), where the input data will be subjected
to fault injection and the uncertainty on the final result, in this case, the final Curve

Matching index, will be evaluated.

This type of analysis is used to show the robustness of the operations occurring in the
pipeline: a likely result would be a worsening of the final index in response to increasingly

worse data, however, the analysis could also show anomalous pipeline behavior.

This section presented the overview of the fault injection methodology, highlighting its
key steps and rationale. Chapter 4, instead, contains the technical details of the imple-

mentation of this methodology, describing each of the algorithms used in more detail.

3.3.5. Uncertainty Assessment

As shown in Figure 3.4, the Uncertainty Assessment is the phase of the methodology that
follows the fault injection phase. The result of this stage will be the assessment of the

fault injection process, for each of the defined Data Quality dimensions.

What takes place in this phase is the comparison of the output of one of the pipeline
stages, simulating its actual behavior in an application, with what would be its output

instead in the case that the data is subject to quality problems or uncertainty.

When an experiment is given as input to one stage of the pipeline, it first goes through
fault injection and then returns a value that can be considered a kind of prediction of the

output under different initial conditions of the same input.

To make the comparison, the Mean Absolute Error is used, which will act as a measure
of uncertainty by evaluating precisely the difference between the output obtained under
original conditions and the output "predicted" under conditions other than the original

conditions.

The final output will be several MAE values equal to the number of degrading iterations
within the fault injection process, which in this case will be 10 iterations of Uncertainty
Injection, and for each of these 10 Data Quality Degradations, to which another 10 itera-
tions obtained in the original conditions must be added to have a reference output in the

original conditions.

The choice of Mean Absolute Error is because each stage output is different, and this was
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used as a relative metric to measure the impact of fault injection uniformly for each stage
analyzed. In addition, to make the impact of each variable analyzed with fault injection
more obvious, the MAE obtained from the analyses for each stage is normalized, so that

a kind of score is obtained that indicates the importance of each factor on the final error.

With these results, final case analyses can then be made, either by visualization techniques

or simple comparison.

The results of the uncertainty assessment consist of the errors produced by each stage
of the pipeline when provided with faulty inputs, compared to the results obtained with
baseline inputs. By analyzing these errors, we can understand how the pipeline responds
to faults and compare the Mean Absolute Error (MAE) to assess how each stage re-

sponds to different levels of quality dimensions and uncertainty, both individually and in

combination.
e , D e , D
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| | = | | = | | g
, ) = =» N
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Figure 3.4: Uncertainty Assessment is carried out by comparison and visualization of
MAE and ACM.

In addition to the MAE, computed with the value of Faulty Stage Output and Baseline
Stage Output of Figure 3.4, the Curve Matching score will also be calculated to assess

the impact fault injection has on it.
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In this way, we will get the impact of each Data Quality Dimension and each degree of
uncertainty on the final score as well, so that we get the result of fault injection not only
relative to the output of each stage but seeing how the output of each stage propagates
within the pipeline to the final result. The Curve Matching relative to the baseline input

will have a value of 1, being the comparison of a curve with itself.

fault injection will also be applied on the whole pipeline, to check whether the injected
stage-by-stage faults propagate linearly and to check whether the impact on each stage is

reflected additively on the final score.

Considerations

MAE (Section 2.1.2) is often used in regression problems where the goal is to predict a
continuous value. It is easy to understand and interpret, as it gives a clear idea of how
far off the predictions are from the actual values. MAE is also robust to outliers, as it

only takes the absolute value of the differences.

In terms of measuring uncertainty, MAE can be used as a way to assess the confidence or
uncertainty of a model’s predictions. In machine learning, uncertainty can arise due to a

variety of reasons such as missing data, noise in the data, or the complexity of the model.

Overall, while MAE is primarily used to measure the accuracy of a model’s predictions,
it can also be used to assess the level of uncertainty in those predictions by analyzing the

variability of the MAE scores or comparing the performance of different models.

In this work, the MAE takes on a dual importance: not only is it used to quantitatively
assess the uncertainty in the output, and thus its propagation from the input, but it

becomes a measure of the reliability of the various stages Curve Matching framework.

Indeed, one can evaluate the entire pipeline by first entrusting the computation of the
score under real conditions, thus simulating its typical use in real applications, then one
compares it with scores obtained under different conditions to assess the effectiveness and

accuracy of the pipeline.

3.3.6. Uncertainty Propagation

Uncertainty propagation is a critical step in the analysis of data pipelines, as it allows the

impact of each fault on the overall ambiguity of the results to be assessed.

Since fault injection provides the evaluation of stages and pipeline outputs concerning

different granularities of faults, the results of the uncertainty assessment are plotted to



68 3| Methodology

visualize their impact from different perspectives on the outputs. These plots make it
possible to visually identify any patterns or trends in the data and to see how the outputs

change as the variables are varied.

To quantify the impact of each dimension on the overall uncertainty of the results, we
computed the Spearman coefficient Equation (2.16) for each dimension. The Spearman
coefficient is a useful tool for identifying which dimensions are most critical for improving
the accuracy and reliability of the results and can help guide the design of future data

pipelines.

3.4. Design of Results

This section explains how the Uncertainty Assessment and Propagation are designed.
Uncertainty Assessment describes the aggregations used in the plots, such as the normal-
ization of the MAE values for each phase. Uncertainty Propagation explains the graphs
used to show the correlation between fault injection and measured test results, and the

metrics used to measure this correlation.

3.4.1. Results: Uncertainty Assessment

The Uncertainty Assessment section is a critical part of Chapter 5 that aims to provide
a quantitative evaluation of the impact of fault injection on the different stages of the
pipeline. The first step in this analysis was to apply the fault injection technique to
each stage of the pipeline to create artificially induced faults and measure their impact
on performance using the Mean Absolute Error (MAE) metric. MAE was chosen as a
universal metric to represent the ambiguity of the output under conditions of uncertainty

and to make the results adaptable for each output of a stage.

To understand the impact of each injected error, the MAE values for each stage were
normalized to bring them to the same scale stage by stage. The next step was to plot
the variation of the MAE concerning the level of uncertainty versus the level of Data
Quality for each stage and each Data Quality dimension. Since a large number of tests
were performed, the median of the results aggregated by the 15 experiments was shown

for each plot.

fault injection was then performed again on the stages and also on the pipeline as a whole
to compute the variation of the Curve Matching score (ACM). The ACM is the difference
between the perfect Curve Matching score (which is equal to 1), which corresponds to the

baseline curve compared to itself, and the CM score computed for the faulted curve. The
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ACM was calculated for the curves obtained by fault injection of the three stages and

then for the whole pipeline.

The results obtained from this section are going to provide a comprehensive understand-
ing of the impact of fault injection on the different stages of the pipeline, and on the
pipeline itself, highlighting the importance of considering the uncertainty and Data Qual-

ity dimensions in the analysis.

3.4.2. Results: Uncertainty Propagation

The Uncertainty Propagation section aims to explore the relationships between uncer-
tainty, Data Quality dimensions, and the two metrics under analysis: Mean Absolute
Error (MAE) and ACM.

To achieve this, plots are presented where the x-axis represents the degree of the dimension
under analysis (either uncertainty or a D(Q dimension) and the y-axis represents the
relative metric (MAE or ACM). These plots are grouped by all experimental tests for
each stage and aggregated by the median.

For each relationship, Spearman’s rank correlation coefficient (Spearman’s p) is calcu-
lated. This coefficient assesses whether two variables are monotonically related and, if
so, whether the relationship is increasing or decreasing. The coefficient ranges from -1
to 1, with a value of +1 or -1 indicating a perfect Spearman correlation. An increasing
monotonic relationship will have a positive sign, while a decreasing relationship will have

a negative sign.
By computing Spearman’s p, it is possible to:

e Understand the impact of each error injected at the input of each stage on the

output ambiguity measured by MAE.

e Understand whether this effect on output ambiguity is reflected in the final ambi-

guity measured by ACM.

e Understand the impact of each error injected at the input of the pipeline on the

ambiguity of the final score measured by ACM.

In summary, the Uncertainty Propagation section provides a deeper understanding of the
impact of uncertainty and D@ dimensions on the metrics under analysis, as well as the
correlations between fault injection and the resulting output ambiguity for each stage and

the entire pipeline.
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4: Implementation

This chapter explains the implementation of the methodology developed in the thesis. It
describes the actual translation of the design of Chapter 3 in algorithmic form, explaining
the implementation of the fault injection technology with the various Data Quality di-
mensions analyzed and uncertainty. It also discusses the technologies used and describes

the experimental data used to test the methodology.
Section 4.1 presents the technologies used to implement the methodology.

Section 4.2 presents the experimental data used to test the developed methodology and

to evaluate the uncertainty generated at each stage and its propagation to the final result.

Section 4.3 describes the implementation of the Chapter 3 architecture integrated with

the technologies used.

Section 4.4 describes the implementation of the different steps of the methodology by

showing pseudocode of the algorithms used.

4.1. Technologies

The architecture of the methodology presented in the Chapter 3 was implemented in

Python, making use of several libraries:

e SciExpeM-API: a library used to retrieve experimental data from SciExpeM][12]

database and to calculate the Curve Matching index.

e SplinePoliMi: a library used to calculate the splines of the experimental data and

the defective data, to simulate the Functional Estimation stage.
e NumPy[45]: a library used for data management and data transformation.

e Pandas|46]: a library used to use efficient structures for large amounts of data and

to analyze them.

e Matplotlib[47]|, Seaborn [48], Plotly [49]: very common libraries in the field of data

analysis, used to evaluate the results of analysis from different perspectives.
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The various steps of the fault injection process were implemented by manipulating with
Numpy the experimental data collected through the SciExpeM API. The results of the
tests performed were fed into various Pandas DataFrames and aggregated for analysis

visualization using the aforementioned plotting libraries.

4.2. Data Collection

This section will introduce SciExpeM, a framework for the collection of services for data

and model management and analysis|[12].

In Section 4.2.1, the why of selecting these data and how they are retrieved will be
explored, meanwhile in Section 4.2.2 we will instead see the experimental data retrieved

by SciExpeM, which will then be used to test the developed methodology.

4.2.1. SciExpeM

SciExpeM [12] is a widely used data management framework in chemical engineering. It
provides a rich set of services to automatically collect, manage, and analyze experimental
data and models. With a microservices-based architecture and a data analysis library,
the framework allows for the efficient deposition of experiments and dynamic analysis

processes.

In the context of this thesis, the experimental data is retrieved from SciExpeM, as Curve
Matching is used in the data analysis phase to compare experimental data and models
generated on them. While point-to-point validation metrics are not suitable for comparing
experimental data and models, Curve Matching provides a curve trend approach that can

directly evaluate the model against the experimental data.

The Python library, SciExpeM-API, provided by SciExpeM was used in this thesis to
retrieve the experimental data. The library allows filtering the database based on certain
criteria such as category or experiment ID. The experiments were first viewed directly from
the SciExpeM platform and then filtered through the API to obtain the experimental data
needed to test the approach developed in this thesis.

The experimental data from SciExpeM are then used to apply fault injection to the Curve
Matching pipeline, simulating any errors in the data in a real application and seeing how

the pipeline reacts.

Model data were not used because, as emphasized again, the approach simulates uncertain

and bad quality data: to calculate any error, and thus the introduction of uncertainty
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into the various stages of the pipeline, it is necessary to compare the output of each stage

with a faulty input with the output of the stage with a baseline input.

4.2.2. Experimental Data

In this section, the experimental data obtained through the SciExpeM API will be pre-
sented and analyzed. The data retrieval process was carried out using the SciExpeM-API
Python library, which provides access to the data management framework of SciExpeM.
The experimental data were filtered according to specific criteria to obtain a representative

dataset for testing the approach proposed in this thesis.

The criteria for selecting the experimental data were based on three factors, visually

evaluated on the SciExpeM framework:
e the category of the experiment
e the number of data points available
e the shape of the functional estimation computed through the SplinePolimi library

The category of the experiment was chosen to have more heterogeneous data. Five cate-

gories were chosen:
e ignition delay measurement (Figure 4.1)
e outlet concentration measurement (Figure 4.2)
e concentration-time profile measurement (Figure 4.3)
e laminar burning velocity measurement (Figure 4.4)
e jet stirred reactor measurement (Figure 4.5)

The number of data points was taken into consideration as an indicator of the level of detail
provided by the experimental data. Finally, the shape of the functional estimation was

used to ensure that the experimental data presented a variety of patterns and behaviors.

In particular, the functional estimations were categorized as linear or wiggly based on
their shapes. Linear estimations were identified as those computed with a low number of

points, resulting in a relatively smooth curve.

On the other hand, wiggly estimations were characterized by a high degree of variability
in the vertical direction, indicating a complex and non-linear behavior of the system

under analysis. The selection of these shapes was motivated by their high frequency in
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the experimental data available on SciExpeM, as well as their potential impact on the

performance of the Curve Matching pipeline.

Overall, the criteria used for selecting the experimental data aimed at providing a rep-
resentative and diverse dataset that could effectively test the proposed approach. The
following chapter will present the results of the analysis carried out on these datasets,
highlighting the strengths and weaknesses of the Curve Matching pipeline in handling

experimental data with different characteristics.

Below are plots of the selected experimental data and functional estimates using splines.
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The choice of a small number of experimental data on which to test the developed approach
stems from time limitations. However, the choice of data in this type of analysis is
important, as pointed out by the authors of [6]. Therefore, the data collected by SciExpeM
were chosen by making sure that they were representative of most of the experiments

available in the database.

The heterogeneity of the experimental data chosen for this study was a deliberate choice
to ensure that the analysis included as many baseline inputs as possible and to reduce
the variability of the results. This approach was designed to assess whether any of the

experimental data responded particularly well or poorly to fault injection.

By selecting experimental data with different categories, shapes, and numbers of points,
we were able to ensure that our analysis was not biased toward any particular type of
experimental data. Furthermore, this approach allowed us to test the robustness of the
approach and identify any limitations that might arise when applying it to different types

of experimental data.

One of the main benefits of using a heterogeneous set of experimental data is that it allows

us to better understand the behavior of the pipeline under different initial conditions.

This approach allowed us to gain a deeper understanding of the relationship between the

experimental data and the pipeline, and to identify potential areas where the approach
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could be improved. The heterogeneity of the experimental data selected for this study is
a key factor in ensuring that our analysis is robust and provides valuable insights into the

behavior of the pipeline under different conditions.

4.3. Architecture

In this section, I will provide an overview of the architecture used in the implementation
of the methodology proposed in this thesis. Then I will discuss the architecture of the
fault injection technique, which is an important component of the methodology. This
section will provide readers with a high-level understanding of the different components

and how they work together to support the overall methodology.

4.3.1. General Overview

The methodology focuses on the fault injection technique: specifically, after generating an

output with a baseline input and an input degraded by the technique, they are compared
by MAE.

This procedure is also followed for CM scores: specifically, fault injection is performed for
each stage S in the pipeline, and then the CM score after each iteration of fault injection
is compared to that obtained with the baseline input (intuitively, C' Mpgseine = 1, since it

is the score of a curve compared to itself).

In addition to S stages, the ACM is also calculated after fault injection on the pipeline
itself.

The Figure 4.6 shows the general implementation after choosing a pipeline stage S, ex-
perimental data as baseline input B, a Data Quality dimension to analyze ¢;, a quality

degree d; and uncertainty degree uy,.

Thus, after performing all fault injection interactions, all errors for each input combination
are obtained and the uncertainty generated at the specific stage can be evaluated for each

experiment, Data Quality dimension and uncertainty analyzed.
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Figure 4.6: General architecture of the implementation.

As can be seen in the figure, each baseline input B is subjected to error injection a total
of U*Q*D times.

In the proposed methodology, there are 3 dimensions analyzed, while U and D contain 11
elements corresponding to the degrees of uncertainty and quality as they are evaluated,
starting from 0% to 100% with steps of 10%.

Therefore, for each of these outputs, the MAE is calculated compared to the output
obtained from the stage S with the baseline input B under normal conditions. At the end
of the error injection process, we will obtain 3 11x11 matrices corresponding to the MAE
values calculated for each dimension in Q according to different uncertainty levels U and

quality D.

This process is repeated for each stage of the pipeline to be analyzed, in this case Curve
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Matching has 3 stages, and then it is repeated for the stages and the pipeline itself to
compute the ACM as in Figure 3.4.

Considering also the number of experiments analyzed, i.e. 15 (see Section 4.2.2), and 3
rounds for the MAE plus 4 rounds for the CM, a total of U*Q*D*7*15 = 38.115 tests were
performed: given the use of random elements in the implementation of the methodology,

these were repeated 10 times and then aggregated to reduce the test uncertainty.

The results obtained are then analyzed graphically from different perspectives; in fact,

this high number of tests allows us to analyze the results from different granularities.

The Uncertainty Propagation due to input errors is evaluated by visualizing the Uncer-
tainty Assessment results and calculating the Spearman coefficient to understand the

relationship between input errors and ambiguities in MAE and CM results.

4.3.2. Architecture of Fault Injection

In this section, I will present the implementation of fault injection. After presenting the
general architecture of the implementation, this is a more detailed look at the different

components and their functionalities and how they interact with each other.

fault injection (Figure 4.7) receives as input experimental data B serving as baseline input,

a Data Quality dimension ¢;, a quality degree d;, and an uncertainty u.
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Figure 4.7: Overview of the fault injection implementation.

The first function used is Norm, which takes the baseline B as input: it simply calculates
the min-max normalization of Equation (2.18) on the received input. As mentioned
in Section 2.4.1, this operation scales all data to |0,1] and leaves the shape of the data
unchanged. It is used to calculate the MAE on a common scale, otherwise its values would
be distorted according to the scale of the input data, which, as seen in Section 4.2.2, have

different sizes and values.

The second function Inj takes as input the result of Norm, Byorm, and returns a data set

perturbed by u,%. For each iteration k of the process, this will be of increasing severity.

The next function, Deg, takes as input Bj,;, the data produced by Inj, and returns
a variant of the data with a quality equal to d; for the dimension under analysis g;.

For each of the dimensions under analysis, we will see in the next section a different
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implementation of Deg, according to what has been written about Section 3.3.4. This
operation will therefore be performed for the dimensions Accuracy, Completeness and
Consistency, which will be progressively degraded, and the output will be fed to the stage

of the pipeline under analysis, S.

To mitigate the effects of randomness on the analysis, each input was subjected to 10
repetitions of the Inj and Inj functions. This was necessary because the Inj and Deg
functions use different random elements in their implementation, which can introduce
variability into the results. Running the functions 10 times attempted to reduce this

variability and provide more reliable results.

For each of the inputs, fault injection thus produces a result that is fed into the pipeline
stage, which produces s; ; , as its output. Its result is compared via MAE with the pipeline
stage output s,, which is obtained from the baseline input with the highest quality initial
conditions. Each of the i,j,k iterations of fault injection thus corresponds to a value of

MAE, ;.

As explained earlier in Section 3.3.5 and Figure 3.4, for each fault injection the CM score
will also be computed, which will be compared to that obtained from the input baseline

conditions, and thus a AC'M, ; for each iteration will be obtained.

The implementation of the Norm, Inj, and Deg functions will be better explained in the
following section using pseudocode, in order to reach the maximum level of detail in the

explanation of the methodology.

4.4. Pseudocode

Algorithm 4.1 shows the pseudocode of the implemented fault injection technique. It
takes as input the baseline input B, the stage S (or the pipeline, which for convenience
I will always call S, for CM computation), the Data Quality Dimension ¢;, the Quality
Degree d;, and the Uncertainty Degree uj. As mentioned before, this code is executed n
= 10 times to minimize the impact of the randomness of the functions used within the

code.

After the fault injection is performed, M AF, and ACM, are computed and averaged,
resulting in M AFEg; ;, and ACMg; ;.

The ACM is calculated by subtracting 1, which is a CM corresponding to the unmodified
baseline input, and the CM obtained by comparing the curve obtained from iteration i,j,k

for stage S with the baseline curve.
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Algorithm 4.1 Fault Injection algorithm

1: procedure FAULT _INJECTION(S, B, ¢;, d;, uy)
2: Ri, Ry + H
Bnorm < Norm(B)
sp < S(B)
forn=1,...,10 do
Binj = Inj(Borm; ur)
Bpey < Deg(Bin;, gi» d;)
Sijk < S(Bpeg)
Ry[n] <~ MAE(s;;k, SB)
10: Ro[n] < ACM,
11: end for
12: MAE; ;, < average(R,)
13: ACM; ;i < average(Ry)
14: return MAFE, ;,, ACMsi,j, k

15: end procedure

As can be seen from Algorithm 4.1, the functions Norm, Inj, and Deg are the ones
that perform the Normalization, Uncertainty Injection, and Data Quality Degradation
operations of Section 3.3.4. Norm performs the min-max normalization of Equation (2.18),

while now the pseudocodes of Inj and Deg will be introduced, respectively.

Algorithm 4.2 shows the pseudocode of the function Inj, which takes as input Byoym,
that is, the baseline input that has undergone normalization by Norm, and the degree of

uncertainty corresponding to iteration k, uy.

Algorithm 4.2 Uncertainty Injection algorithm

1. procedure INJ(Byorm, tr)
Binj < ]
for b, € Bnorm do
sign < random(|—1,+1])

N

B[nj[i] — bl + szgn X bl X U
end for

return Bnj

end procedure

The degree uy is a value that corresponds to the percentage of uncertainty injected into

the values of Byymm, and ranges from 0 to 1 with steps of 0.1 (corresponding to increasing
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uncertainty from 0% to 100%).

For each element of By, therefore, the sign of the perturbation to be performed is first
chosen with the function random, which returns a random element between -1 and +1,

and then for each element b; € By, @ perturbation of b; X wuy is performed.

Algorithm 4.3 shows the pseudocode of the function Deg: This function takes as an input
Bryj, i.e., the result of the Uncertainty Injection process, and then according to the Data
Quality dimension under analysis, ¢;, performs a degradation of the data under analysis

so that it has a quality of d;.

Algorithm 4.3 Data Quality Degradation algorithm

1: procedure DEG(By,;, ¢i, d;)

2: case ¢; ==' Accuracy’ :

3: Bpeg < B

4: indexes < choice([0, B.len — 1], size = d; x B.len)
5: Bpeglindexes| = Bpy,j[Indexes]

6: return Bp,,

7: case ¢; ==' Completeness’ :

8: Bpeg < Brnj

9: indexes < choice([0, B.len — 1], size = d; x (B.len — 2))
10: del Bpeglindexes]

11: return Bp,,

12: case ¢; ==' Consistency’ :

13: Bpeg <[]

14: for b; € By,j do

15: samples < Beta(a, B, size = 10) — b;

16: Bpegli] < weighted _average(samples)

17: end for

18: end procedure

In the case ¢; == Accuracy, which we evaluate as the number of perturbed points of B,
exactly the indices of the points to be perturbed are taken and inserted into the variable

indexes.

This variable is filled by the random method choice, which selects in the range equal to
[0, B.len — 1] several indices equal to d; x B.len — 1, where B.len is the length of the

input baseline B.

Recall that d; corresponds to the degree of quality that the output of the method will
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have, so if, for example, in the input B.len == 10 and d; = 0.5, the number of perturbed

points in the output will be 5, corresponding to an accuracy of 50%.

Thus, the perturbed points of By,; are assigned to Bp.g, which is initialized to Byopm:
the function essentially returns the normalized points of B if the uncertainty were injected

only in d;% of the points.

In the case ¢; == Completeness, again via index selection logic in the variable indezes,
several points equal to d; x (B.len — 2) in the range [0, B.len| will be selected. Since
completeness of 0% would correspond to having an empty input, B.len - 2 is chosen as
the upper limit of points to remove, since 2 is the minimum number of points for proper

operation of all stages and the pipeline.

In case ¢; == Consistency, for each point b; € Bp,;, 10 samples are taken from a
distribution Beta, centered on b;, with @ = 3 as parameters of the distribution. Then,

Bpe,li] is assigned the weighted average of samples, obtained via weighted_ average.

Algorithm 4.1 is applied to each experiment in Section 4.2.2 and for each of them the

following results are obtained:

e Value of MAE for each level of uncertainty, for each level and dimension of Data

Quality, for Functional Estimation, Dissimilarity Measures, and Bootstrapping stages.

e The values of ACM, correspond to the change in the Curve Matching score for
each iteration of fault injection for the three stages and, in this case, also for the

application of the technique to the pipeline.

4.5. Conclusions

This chapter presented a generic implementation of the methodology developed in this
thesis to demonstrate the process of obtaining data for uncertainty analysis in the pipeline.
The methodology was tested on the Curve Matching pipeline and focused on the analysis

of the stages of a pipeline for experimental data.

The goal with which the methodology was implemented was to be able to understand
what the ambiguity in the results of a pipeline comes from and to which variable it can
be attributed.

A preliminary analysis of the output of the stages using Mean Absolute Error made it
possible to understand first of all which of the uncertainty and Data Quality dimensions
affect the output the most, and then by analyzing the impact these have on the output

of the pipeline (in this case, the Curve Matching score).
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In Chapter 5, the results obtained from the fault injection analysis were analyzed both
graphically, by plotting them, and analytically through the Spearman rank to understand

the relationship between faults and ambiguities in the pipeline.
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5 ‘ Results

The objective of this chapter is to show the results of the methodology developed on the
Curve Matching experimental data pipeline. In Section 5.1, Uncertainty Assessment re-
sults will be presented, i.e., the measurement of MAE and ACM for each iteration of fault
injection, for each experiment and stage, while in Section 5.2, the relationships between
the injected faults and the results obtained in the previous section will be presented. Fi-
nally, in Section 5.3 we will discuss the conclusions related to what was seen in the results
and then the analysis of the most sensitive stages and variables that most affected the

ambiguity of the results obtained in Section 5.1.

5.1. Uncertainty Assessment

This section presents the results of the Uncertainty Assessment. The plots in this section
show the relationship between the level of uncertainty and the level of Data Quality for
each stage of the pipeline. The metrics representing output ambiguities are plotted on
the y-axis, while the degree of quality is plotted on the x-axis. The color of the lines

represents the level of uncertainty.

To better visualize the data, Seaborn’s [48] relplots were used, which are scatter plots
with regression lines superimposed. These plots show the median value of the metric for
each stage, aggregated across all experiments. By looking at the plots, we can see the
relationship between the degree of uncertainty and the degree of Data Quality on the
output metrics. In fact, the x-axis shows the degree of quality with which the test was
performed, while the color of the line represents the degree of uncertainty injected through
uncertainty injection (see Section 4.4). In addition, for each line, lighter colored bounds

are plotted, corresponding to the 95% bounds of the test values.

It is important to note that the degree of uncertainty and Data Quality varies for each
stage. Therefore, in order to compare the results, the MAE scores for each stage were
normalized so that they could be compared on the same scale for each stage. The plots

with MAE on the y-axis show the median of the normalized scores for each stage.
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Another important factor to be taken into account when presenting the results of this
section concerns the plots of the accuracy dimension. As mentioned in Section 3.3.4 and
Section 2.3.1, the tests carried out on the accuracy dimension will have a more linear
behaviour, since it also depends on the uncertainty injection Section 4.4. In fact, in these
plots, the quality level refers to the number of points disturbed by an amount equal to

the uncertainty degree.

Overall, these plots provide a comprehensive understanding of the impact of the injected
defects on the performance of each stage. By analyzing the relationship between the level
of uncertainty and the Data Quality, we can better understand the impact of each injected

fault on the output of each stage.

5.1.1. Functional Estimation

Uncertainty X Quality Degree X Functional Estimation
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Figure 5.1: Uncertainty Assessment for Functional Estimation: MAE

Figure 5.1 shows the Uncertainty Assessment on the Functional Estimation stage, with

the measurement of output ambiguity through MAE.

The increasing trend for both uncertainty and quality for accuracy and completeness,
while for consistency the MAE increases only with increasing uncertainty, highlights the
importance of both factors in determining the ambiguity of the output. In particular,
accuracy and completeness are affected by both uncertainty and quality, while consistency

is mainly affected by uncertainty alone.

The plot on the right in Figure 5.1 shows how, from a quality degree of 100% down to
0%, the slope of the MAE remains unchanged, in contrast to the other two plots. Again
from the same plot, a more pronounced uncertainty corresponds to an increasingly higher
MAE. For an uncertainty value of 0%, corresponding to a purple line, the MAE remains

around 0.01. Moving to a more pronounced uncertainty, corresponding to increasingly
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clear lines leads to an uncertainty of around 0.04. This suggests that improving Data
Quality and reducing uncertainty can both have a positive impact on the accuracy and
completeness of the functional estimate, but improving consistency may require additional

measures to reduce uncertainty.

The increasing impact of uncertainty for each level of uncertainty in all three DQ di-
mensions suggests that uncertainty has a compounding effect on output ambiguity. As
uncertainty increases, so does the impact on the MAE, regardless of the specific DQ

dimension considered.

Completeness has the largest impact on the MAE, probably because it measures how well
the functional estimate captures all aspects of the data. In fact, for an increasingly worse
degree of completeness, the MAE value goes as low as 0.1, as opposed to a maximum of
about 0.04 for consistency and 0.03 for accuracy. Decreasing Data Quality results in a
steeper slope for completeness, indicating that even small changes in quality can have a
significant impact on performance. Accuracy also shows this trend, but since it is more

related to uncertainty, it is possible that its impact is less related to the quality degree.

The large outliers in completeness suggest that there are specific instances where Data
Quality has a particularly large impact on output. These spikes could be due to specific
outliers in the input data or due to limitations in the functional estimation method.
Understanding and addressing these outliers can be important for improving the overall

quality of the output.

The overlap of the boundaries of different levels of uncertainty and quality in low quality
and high uncertainty conditions suggests that it may be difficult to distinguish the contri-
butions of these factors in determining the ambiguity of the output. This reinforces the
need to both improve Data Quality and reduce uncertainty as much as possible, especially

in situations where both factors are high.

Uncertainty X Quality Degree X Functional Estimation
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Figure 5.2: Uncertainty Assessment for Functional Estimation: ACM
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The results of Figure 5.2, which represents Uncertainty Assessment measuring ACM on
Functional Estimation, show an increasing trend for both accuracy and completeness,
similar to what was observed in the MAE analysis. In addition, the effect of uncertainty
on ACM is consistent with what was observed in the MAE analysis, with a clear increasing

trend for each level of uncertainty in all three DQ dimensions.

However, the effect of DQ on the ACM is not as straightforward. While accuracy shows
a clear increasing trend with increasing D(Q, completeness and consistency do not show
consistent increasing trends in ACM. In fact, at some points the median ACM decreases

with decreasing DQ degree in these dimensions.

In fact, for completeness in Figure 5.2 you can see from the yellow line, representing the
maximum uncertainty, decreasing the quality from 100% to 90% results in an MAE of
about 0.1 less. The same thing can be seen in the consistency plot in a noticeable extent

when going from 100% to %80 per cent.

This could be due to the fact that completeness has a greater impact on the functional
estimate, but all the evaluated errors could change the shape and trend of the evaluated

curves, resulting in the observed variations in ACM.

The plots also show large outliers for all tests, which is consistent with the observation
made in the MAE analysis. This suggests that the impact of completeness on the func-

tional estimate is significant and can result in large variations in the ACM values.

Finally, the boundaries of different uncertainty levels and DQ grades overlap under low
quality and high uncertainty conditions, suggesting that the contribution of uncertainty
and Data Quality is indistinguishable. This finding underscores the importance of main-
taining high Data Quality and minimizing uncertainty to ensure accurate functional esti-

mates.
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5.1.2. Dissimilarity Measures

Uncertainty X Quality Degree X Dissimilarity Measures
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Figure 5.3: Uncertainty Assessment for Dissimilarity Measures: MAE

Figure 5.3 shows the Uncertainty Assessment on the Dissimilarity Measures stage, with

MAE as a measure of output ambiguity.

Both accuracy and completeness show an increasing trend with increasing uncertainty and
decreasing quality and contrary to what was seen for the Functional Estimation stage,
consistency has a similar impact on the MAE compared to accuracy and completeness.
Especially for a low uncertainty, corresponding to the darker lines in Figure 5.3, going

from a quality degree of 100% to 0% shows an increasing MAE up to 0.1.

The magnitude of the impact of uncertainty is greater for dissimilarity measures than for
Functional Estimation, suggesting that uncertainty has a greater impact on this stage.
The maximum MAE value for Figure 5.1 is in fact 0.1 while Figure 5.3 shows an MAE
for the completeness dimension of up to 0.4. There are fewer major outliers compared to

Functional Estimation, with only a few spikes around 0% completeness.

The boundaries of the different uncertainty and quality levels overlap in low quality and
high uncertainty conditions, suggesting that the contribution of uncertainty and Data

Quality is indistinguishable in these cases.
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Uncertainty X Quality Degree X Dissimilarity Measures
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Figure 5.4: Uncertainty Assessment for Dissimilarity Measures: ACM

Figure 5.4 shows the Uncertainty Assessment for Dissimilarity Measures stage, with ACM
as a measure of ambiguity of the output. The impact of uncertainty is still significant
for all three dimensions of Data Quality (accuracy, completeness, and consistency) and is

increasing with higher levels of uncertainty.

The impact of Data Quality is more pronounced in accuracy and completeness dimen-
sions, where decreasing the quality results in higher slope. The impact of consistency
is not as clear, with some points showing a decreasing trend in median ACM with de-
creasing quality. In the plot of the consistency in Figure 5.4 for an uncertainty of 100%,
corresponding to a yellow line, the behaviour of the MAE is fluctuating especially in a
range of quality degree from 80% to 30%. In this range of values, in fact, the MAE goes

from 0.05 up to 0.1, then falls again around 0.05 and rises again around 0.1.

The presence of outliers, particularly in the consistency dimension, suggests that certain
types of faults or anomalies have a significant effect on the dissimilarity measures. In the
Figure 5.4 there is a large outlier with ACM equal to 0.25, for a degree of consistency
of 90% and uncertainty around 50% (bluish-coloured line). This could be due to certain

types of noise or outliers in the data affecting the results.

The large boundaries of different uncertainty levels and quality degrees overlapping even
at low levels of uncertainty suggest that the contribution of uncertainty and Data Quality
is difficult to separate and isolate. This implies that improving the Data Quality alone
may not be sufficient to reduce the uncertainty in the dissimilarity measures, and more

sophisticated methods or models may be needed to account for uncertainty.
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5.1.3. Bootstrapping

Uncertainty X Quality Degree X Bootstrapping
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Figure 5.5: Uncertainty Assessment for Bootstrapping: MAE

Similar to the dissimilarity measures stage, the three Data Quality dimensions show in-
creasing trends with increasing quality level and decreasing trends with increasing uncer-
tainty level, but Figure 5.5 with a smaller value of ambiguity compared to the previous
stage. The effect of uncertainty on MAE is similar to the other levels, but with a slightly

smaller magnitude.

The pipeline uses bootstrapping to reduce the impact of uncertainty on the results by
resampling the input curves multiple times and evaluating the fit metric on each resampled
curve. This helps to reduce the impact of outliers and other sources of ambiguity on the
results and provides a more robust estimate of the matching metric. Therefore, the slight
decrease in magnitude observed in the uncertainty assessment for the MAE calculation at
the bootstrapping stage is a desirable result, as it suggests that the bootstrapping method

is effectively reducing the impact of uncertainty on the results.
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Figure 5.6: Uncertainty Assessment for Bootstrapping: ACM

Similar to the MAE, the ACM results in Figure 5.6 for the bootstrapping stage show a
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reduction in the magnitude of the effect compared to the dissimilarity measures stage.

There are fewer outliers in the ACM results, particularly in the consistency dimension,
suggesting that the bootstrapping stage may be effective in reducing the impact of un-

certainty on the results.

Overall, the results suggest that the bootstrapping stage can be an effective way to miti-
gate the effects of uncertainty and variability in the input data, leading to more consistent

and reliable results in the curve matching pipeline.

5.1.4. Curve Matching Pipeline

Uncertainty X Quality Degree X Curve Matching Pipeline
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Figure 5.7: Uncertainty Assessment for Curve Matching pipeline: ACM

Figure 5.7 represents the results of fault injection on the Curve Matching pipeline, where

ACM represents the ambiguity on the output of the pipeline, the Curve Matching score.

The uncertainty assessment of the ACM calculation on the entire curve matching pipeline
showed consistent trends with the previous evaluations. The impact of uncertainty was
evident in all dimensions, but the overall magnitude of the impact decreased as in the
bootstrapping phase. The three dimensions showed in fact a reduced magnitude in ACM

values along with fewer outliers and narrower bounds.

This could be related to the fact that the variations in the curve matching results were
due to the injected errors rather than being influenced by the inputs or outputs of the
other stages. Nevertheless, the boundaries of the uncertainty and Data Quality levels
overlapped under low quality and high uncertainty conditions, indicating that the contri-
bution of these factors was indistinguishable under these conditions. Overall, these results
highlight the importance of considering uncertainty and Data Quality when evaluating
curve matching performance, and the potential benefits of using the bootstrapping stage

to reduce the impact of these factors on the results.
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5.2. Uncertainty Propagation

The uncertainty propagation section presents a detailed analysis of the relationships
between uncertainty, accuracy, completeness, and consistency in the Curve Matching
pipeline. This section builds on the results of the previous section and uses MAE and
ACM metrics to evaluate the impact of uncertainty on the quality of the results. Each plot
in this section shows the uncertainty assessment results grouped for each of the injected
errors, with a focus on understanding how much each error has affected the ambiguity
of the results. Additionally, at the end of the section, the plots will be accompanied by
a table containing the Spearman coefficient values for each of the four errors about the
metrics analyzed. By examining these relationships, we gain insights into the impact of
uncertainty on the quality of the results and can identify areas for improvement in the

Curve Matching pipeline.

5.2.1. Functional Estimation

Functional Estimation X Fault Injection
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Figure 5.8: Uncertainty Propagation for Functional Estimation: MAE

The first thing that can be noticed immediately in Figure 5.8 is that in the Functional Es-
timation stage, the effect of the injected errors is very small in magnitude. Remembering
that the plotted values are aggregated over all the experiments by the median, this means
that in this case there are outliers but of a very small value compared to the others. The
second possible annotation is about the uncertainty it is possible to see how this has an
increasing contribution to the MAE as on the ACM.

It is also possible to see that the contribution of Consistency remains constant, confirming
the trend of Figure 5.1, that is, where the value of MAE is more affected by uncertainty
in the case of the Consistency dimension, while for the other two, it also increases as the

Data Quality decreases.
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Functional Estimation X Fault Injection
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Figure 5.9: Uncertainty Propagation for Functional Estimation: ACM

Regarding the ACM in Figure 5.9, we can see that the impact of the different errors taken
individually is relatively small (the contribution corresponding to the worst values is 0.1),
while it is also possible to see that, compared to the MAE, in this case, the Accuracy,

individually, influences more than the Completeness.

From the values of the Spearman’s coefficient in Table 5.1, it is possible to see an av-
erage correlation between the analyzed variables: this means that there is a significant
relationship between the analyzed metrics and the various fault injection variables, but

there could be other factors or sources of variability that influence the results.

MAE ACM
Uncertainty 0.384 0.398
Accuracy 0.501  0.392

Completeness 0.62  0.479
Consistency  0.488 0.416

Table 5.1: Spearman’s coefficient values for MAE and ACM in Functional Estimation

stage.

5.2.2. Dissimilarity Measures

As for Figure 5.10, in the Dissimilarity Measures stage, fault injection has the largest
impact compared to the other three stages, with a peak median of 0.175 for values corre-
sponding to 0% completeness. It can also be seen that the contribution of Accuracy and
Consistency increases steadily, while that of Completeness increases significantly as the

quality levels deteriorate.
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Dissimilarity Measures X Fault Injection
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Figure 5.10: Uncertainty Propagation for Dissimilarity Measures: MAE

The situation remains the same for Figure 5.11, although the impact on ACM is of
the same order of magnitude as for the other levels. We can also see here a uniformly
increasing trend, except for Completeness, where the ACM value is affected quite strongly

for significantly low-quality values.

Dissimilarity Measures X Fault Injection
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Figure 5.11: Uncertainty Propagation for Dissimilarity Measures: ACM

Another trend that is confirmed is that of Table 5.2, where Accuracy maintains its Spear-
man value around 0.35, with a higher value for ACM than for MAE. The values of the
Data Quality dimension, on the other hand, remain moderately correlated with the two
metrics, but drop in ACM, because, as mentioned earlier for Table 5.1, there may be

other factors that affect the metrics.

5.2.3. Bootstrapping

In the bootstrapping stage, Figure 5.12 confirms the trend of reducing the impact of fault
injection on the MAE stage. In particular, we can see that the impact of Uncertainty
is greater than that of the Data Quality dimensions, in particular, we can see that the

impact of Completeness is significantly reduced compared to the other stages.
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MAE ACM
Uncertainty 0.335 0.398
Accuracy 0.448 0.392

Completeness 0.634 0.509
Consistency  0.455 0.422

Table 5.2: Spearman’s coefficient values for MAE and ACM in Dissimilarity Measures

stage.

Bootstrapping X Fault Injection
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Figure 5.12: Uncertainty Propagation for Bootstrapping: MAE

On ACM, on the other hand, as can be seen in Figure 5.13, the stable and consistent
impact with the other levels is confirmed, highlighting still the decrease in the impact of
Completeness and a slight increase for that of Accuracy compared to MAE on the same
level.

Bootstrapping X Fault Injection
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Figure 5.13: Uncertainty Propagation for Bootstrapping: ACM

The Spearman coefficients in Figure 5.14 confirm the trend that Uncertainty has a slightly
stronger relationship with ACM than with MAE, while the opposite trend occurs for the

other error injection variables, i.e. their impact is greater on MAE than on the final ACM.
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MAE ACM
Uncertainty 0.367 0.398
Accuracy 0.454 0.407
Completeness 0.575 0.491
Consistency 0.493 0.478

97

Table 5.3: Spearman’s coefficient values for MAE and ACM in Bootstrapping stage.

This trend holds for all stages, suggesting that the degradation at the stage level has an

overall impact on ACM, but the uncertainty in it also depends on other factors that may

affect the other stages.

5.2.4. Curve Matching Pipeline

Curve Matching Pipeline X Fault Injection
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Figure 5.14: Uncertainty Propagation for Curve Matching pipeline: ACM

Figure 5.14 shows the impact of each individual fault injection error on the entire curve

matching pipeline. First, it is possible to see the large impact on the ambiguity of the

curve matching score, which is up to 0.25. This could be because the contributions of

the different stages propagate through the pipeline until they result in a higher level of

ambiguity. We also note that Uncertainty has the largest impact, while for the Data

Quality dimensions, Accuracy has the largest impact and Completeness has the smallest

impact, in contrast to the individual stages.

ACM
Uncertainty 0.398
Accuracy 0.417

Completeness 0.478
Consistency 0.554

Table 5.4: Spearman’s coefficient values for MAE and ACM in Curve Matching pipeline.
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On the other hand, Table 5.4 shows the Spearman coefficients and from this, we can see
that, among the individual contributions of the different errors, Uncertainty, and Accuracy
have the greatest impact on ambiguity, but they are less related to it, which could depend
on other factors. On the other hand, Completeness and Consistency, although they have
a smaller impact at the level of magnitude, are more related to it, having a coefficient

around 0.5, which shows a medium to high correlation with the final value.

5.3. Conclusions

This chapter has shown the results of the developed methodology by testing it on the
Curve Matching pipeline. The methodology first involves uncertainty assessment, which
is the quantification of the impact of the various faults injected through the fault injection
technique into the different stages of the pipeline and into the pipeline itself. The results
of fault injection allow quantification of the impact of these faults on the ambiguity of the

output:

e via the MAE, which is used as a general metric for understanding ambiguity in the

outputs of the different stages, and is thus invariant to the type of output returned;

e in terms of Curve Matching, by measuring the difference generated by injecting

errors at both the stage and pipeline levels.

The uncertainty assessment answers the first two research questions introduced in Sec-
tion 3.1. In fact, through MAE, it was possible to calculate the impact of the sources of
uncertainty on the ambiguity of the outcome of each stage, regardless of the type of stage.
On the other hand, by calculating the variation of the curve matching, it is possible to
understand how the impact on the stage outcome is then reflected in the final pipeline

outcome.

The second step is then Uncertainty Propagation, which is used to understand how much
each source of uncertainty individually contributes to the ambiguities measured by the two
metrics analyzed (MAE and ACM). Graphically, it was possible to see how uncertainty
always plays an important role in all the tests performed(Figures 5.8 to 5.14), and instead
how the different dimensions of Data Quality affect each analysis differently. As can be
seen from the Spearman coefficient tables (Tables 5.1 to 5.4), the contribution of the error
injection to the different stages measured by MAE is slightly more affected than the CM of
the injected errors; this is because there are probably other sources of uncertainty within
the pipeline, which, as we have seen, contains various transformations and processes that

could affect the output.
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Nevertheless, these analyses show an important contribution of the injected faults to the
outputs of the stages and the pipeline, underlining the importance of the processes of
preparation and validation of the inputs before use, but more importantly of a stage-by-
stage propagation of uncertainty that is reflected in the final output of the pipeline, the

Curve Matching score.

Finally, through uncertainty propagation it was possible to provide a tool to analyze the
relationship between sources of uncertainty and ambiguity in the results, answering the

last research question in Section 3.1.



////M//////////é N 1 \\\\\\\ / \m\\ %
2N /// \ 117717/ s
//// N\ //// ////::_:::\\\ //) \\\ \\\\
NN 779477770770 00 /2 2
NN N e otrts
oty HH1100177 070070 2 2
SO 77752777777 000 2 2 2 2 27
J ///// /// N //// ////N///////////é __ ________,5\ I \\\\\\\ \\w\\ \\\\\\\\\\\\\\ =
~ 3N M s
N T e
—— f ot
—— = R
- ““\\\\\\\\\\\\\\\\\\m\\\w\w\\ 77 /////////////,/////////////// //// ///UU/
N RN R
1 NN
5577 NN
2 T I A O O



101

6 ‘ Conclusions

The methodology developed in this thesis thus provides a useful tool for understanding
the propagation of uncertainty generated by various factors within a multi-stage pipeline
for experimental data. Using the fault injection technique, the study identified several

factors that could affect the outcome of the pipeline.

By considering the different factors involved in the fault injection, the study proposed an
uncertainty assessment that aims to quantify the magnitude of ambiguity in the pipeline

outputs.

Furthermore, from the results of the study, it was possible to understand how much the
ambiguity on the output of the individual stage (measured by MAE) is reflected in the
ambiguity of the pipeline output (measured by the ACM change in the final score).

Together, uncertainty assessment and uncertainty propagation made it possible to quan-
tify the impact of sources of uncertainty for each stage, understand how this propagates on
the pipeline output, and provided an analysis tool for the relationship between ambiguity
and sources of uncertainty. Through this approach the research questions of Section 3.1

were answered.

One of the contributions of the study was not only the effective demonstration of the link
between ambiguity and poor Data Quality but also the presence of additional unknown

factors affecting the results.

For example, in Section 5.2 it is interesting how under conditions of perfect Data Quality,
and in the sole presence of experimental uncertainty, the impact on ambiguity is often
greatest. However, as can be seen from Spearman’s p, this is partly due to uncertainty,

otherwise, the value of the coefficient would be much closer to 1.

While the conclusions seem promising, some weaknesses should be pointed out. The fault
injection technique turns out to be an efficient way to simulate errors in the experimental
data handled in the pipeline, but it may not be representative of all possible sources of
uncertainty in real-world scenarios. It would be beneficial to investigate other sources of

uncertainty and determine how they affect the pipeline results.
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In addition, the effectiveness of the methodology used is limited to the dimensions ana-
lyzed in the study. There may be other dimensions of Data Quality that generate ambi-

guity in the results and should be explored in future research.

Moreover, the nature of the methodology is limited by the definition of the Data Quality

dimensions: an analysis performed with different definitions could lead to discrepancies.

For example, the accuracy dimension is treated as the number of perturbed points in the
input experimental data set. This approach is limiting since the perturbation is always

small at the scale of the data, but in real cases, it can be much more pronounced.

Finally, the conclusions presented do not guide potential solutions to the problems identi-
fied in the study. Identifying the sources of uncertainty and the ambiguity they generate
is crucial, but it is equally important to explore potential solutions to these problems. Fu-
ture research could focus on developing strategies to mitigate these sources of ambiguity

and improve pipeline reliability.
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