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Abstract

The recent advancements of simulation tools made them a mainstay of aircraft develop-
ment and pilot training in the industry. It is predicted that demonstration of compliance
to certification requirements through flight simulations may take advantage of the reduc-
tion of cost, risk and required time offered by modelling tools. To capitalize on these
advantages, effort shall be devoted to the development and the validation of simulation
tools of sufficient fidelity. In the present work, the most widely acknowledged method-
ologies in the field of verification and validation of computational models are revised
and applied to a state-of-the-art flight simulation model of a civil tiltrotor developed by
Leonardo Helicopters Division. The verification and validation procedures are carried out
through an application of the certification by simulation process presented in the guide-
lines developed by RoCS project. The different validation methodologies are eventually
compared in terms of fundamental assumptions, computational expense, validation met-

rics values and suitability to RoCS guidelines.

Keywords: certification by simulation, uncertainty quantification, model validation
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Abstract in lingua italiana

Il crescente avanzamento degli strumenti di simulazione nell’industria aeronautica ha
reso questi ultimi un elemento imprescindibile nello sviluppo delle macchine volanti e
nell’addestramento dei piloti. Si prevede che la dimostrazione di conformita ai requisiti
certificativi attraverso simulazioni di volo possa beneficiare della riduzione di costi, rischi
e tempi richiesti offerta dagli strumenti di modellazione. Tuttavia, per godere di questi
vantaggi, ¢ necessario dedicare energie allo sviluppo e alla validazione di strumenti di
simulazione adeguati. Nel presente lavoro, le metodologie piu diffuse nel campo della
verifica e della validazione dei modelli computazionali vengono presentate ed applicate ad
un modello di meccanica del volo allo stato dell’arte di un velivolo tiltrotor. Le procedure
di verifica e validazione sono dimostrate attraverso l’applicazione del processo di certifi-
cazione attraverso simulazione presentato nelle linee guida del progetto RoCS. Le diverse
metodologie di validazione vengono infine confrontate in termini di assunzioni fondamen-
tali, costo computazionale, valori delle metriche di validazione e applicabilita alle linee

guida di RoCS.

Parole chiave: certificazione attraverso simulazione, quantificazione delle incertezze,

validazione
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]_ Introduction

The demonstration of compliance to certification requirements is a fundamental milestone
in the development of any rotorcraft and is required to testify that the vehicle meets
the safety requirements set by the certification authority. Nevertheless, the compliance
demonstration process is generally the most expensive and time demanding part of the
certification activity, due to the amount of necessary ground and flight testing. At the
same time, the recent advancements of simulation tools made them a mainstay of aircraft
development and pilot training in the industry. Hence, it is predicted that demonstration
of compliance through flight simulations may take advantage of the reduction of cost, risk
and required time offered by modelling tools. However, in order to deliver these benefits,
some effort shall be devoted to the development and the validation of simulation tools
of sufficient fidelity. Building on this view, the Rotorcraft Certification by Simulation
(RoCS) project aims to explore the challenges and opportunities associated to the use of
flight modelling during certification and to provide guidelines [22] for the application of
flight simulation to support, either directly or indirectly, the compliance demonstration

activity for helicopters and tiltrotors.

1.1. Research Objective

The objective of the present work is to revise the most widely acknowledged procedures
in the field of model Verification and Validation (VV) and to frame them in the Certifi-
cation by Simulation (CbS) guidelines proposed by RoCS [22], in order to establish what
methodology may be overall best suited for an application in the industry and, possibly,

implementation into future revisions of the ChS process.

Indeed, as also stated in [18], a distinctive aspect of the VV research field is that different,
apparently irreconcilable approaches exist. In this dissertation, two approaches have been
elected to primary reference work: the ASME standard for VV in Computational Fluid
Dynamics (CFD) and Computational Heat Transfer (CHT) [8] and the VV approach
for scientific computing proposed by Roy and Oberkampf [29]. Once framed in the CbS

process, the two standards are applied to a real case scenario and compared in terms of
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simplicity, fundamental assumptions, computational expense, validation metrics values
and suitability to the different uses of model VV tools within the guidelines proposed
by RoCS. Moreover, their applicability to the current industry operating standards is
assessed, making use of a state-of-the-art Flight Simulation Model (FSM) and a set of
experimental flight data both supplied by Leonardo Helicopters Division (LHD).

1.2. Problem Statement

The investigation of the research objective is pursued by emulating the implementation of
the starting phases (namely, phase 1 and 2a) of the CbS process on a civil tiltrotor. EASA
CS.29.143 (d) [7] low speed controllability and maneuverability certification requirements
were chosen for the application presented in this work. As stated in [33], the typically
expensive and time-consuming relocation to high-altitude sites, the involved risks and
the modelling challenges associated to this Certification Specification (CS) makes it an

interesting test bench for RoCS guidelines application.

1.3. Computational Tools

All modelling activities and simulation results presented in this dissertation are obtained
with FLIGHTLAB [1]. FLIGHTLAB is a state-of-the-art, component-based, selective
fidelity modelling and analysis software package, specifically tailored for the rotorcraft

industry.

In addition, all the parametric, optimization, sensitivity and uncertainty quantification
analyses presented in this dissertation were performed coupling FLIGHTLAB with Dakota.
Dakota is an open-source software suited for a wide variety of engineering problems, in-
cluding, among others, design optimization, model calibration and uncertainty quantifi-
cation. It also comes with a flexible interface, based on the exchange of simple text files,
which allows the user to couple it with external codes and softwares, effectively managed
as "black bozes". More information about Dakota is available in the Dakota theory [11]

and users manuals [3].

1.4. Sensitive Information Disclosure

The flight simulation model and the flight data exploited in the validation phase were both
supplied by LHD. As a consequence, several quantitative results of the present work are

omitted on purpose, to avoid disclosure of sensitive information. Similarly, quantitative
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conclusions about the model adequacy and the validation metrics values are not presented.
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2 ‘ Elements of Probability Theory

In this section, the concepts of probability theory exploited in the course of the present

dissertation are briefly presented.

2.1. Probability Density Function

In probability theory, the Probability Density Function (PDF) of a continuous variable
X conveys information about the probability of X falling within a particular range. In
essence, given two values a and b, the probability that X lies within the interval [a;b] can

be computed according to the following equation.

Pla<X <b)= /b PDF(z) dx (2.1)

The PDF satisfies two key properties, the first one being non-negativity. Namely, the value
of the PDF is non-negative for all values of X, as formalized in eq. (2.2). The second
property, conversely, is normalization, stating that the total area under the probability

density function is equal to 1, as expressed in eq. (2.3).

PDF(X) >0 for all X (2.2)
/00 PDF(z)dx =1 (2.3)

2.2. Cumulative Distribution Function

Strictly related to the PDF is the Cumulative Distribution Function (CDF). The latter

is defined as the integral of the PDF, as formalized in the following equation.

CDF(X) = / ) PDF(z) dx (2.4)

—00
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As a consequence, building on eq. (2.1), the value of CDF directly quantifies the proba-

bility of X being smaller than a given value b, as reported below.

P(X < b) = CDF(b) (2.5)

The CDF also exhibits two important properties. First of all, it is a monotonically
increasing function of X. Secondly, as X approaches negative infinity, the CDF approaches
0, while as X tends to positive infinity, the CDF approaches 1. The latter property is

delivered mathematically in terms of limits, as reported in the equations below.

im CDF(X) =0 (2.6)
lim CDF(X) = 1 (2.7)

X—o0
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3 ‘ RoCS Process Overview

In the course of this dissertation, the structured CbS process proposed by RoCS commit-
tee, as it is presented in [22], is followed. The three main phases in which the guide is
organized are reported in fig. 3.1. Nevertheless, only phase 1, phase 2a and part of phase
3 are briefly summarized in this section, being the ones more involved in the development

of the present work.

Phase 0 RChS Project Management Plan
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Figure 3.1: CbS process summary (from [22])

3.1. Phase 1: Requirements-Capture and Build

Before embarking in the CbS process, the applicant shall understand the problem under
consideration and determine the objectives and the desired outcomes and accuracy of
the simulation activity. In particular, these understandings and determinations are to
be framed both in a specific perspective, strictly related to an Applicable Certification

Requirement (ACR), and in a general perspective, which relates to the aircraft behaviour
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throughout the flight envelope. Eventually, these understandings and determination come
together in the definition of a set of requirements which the FSM, FS and FTMS must

measure up to.

Thus, the requirements-capture and build phase starts with the identification of the ACRs,
directly drawn from the CS, for which simulation is foreseen to play a role in compliance
demonstration. Then, the identification of flight simulation Influence, Predictability and
Confidence (IPC) levels for each ACR follows. The definitions of these levels are used
to convey meaning to the underlying consequences of the application of the CbS pro-
cess. Indeed, their choice affects the simulation-aided certification campaign in terms
of safety, efficiency and effort partition between simulation and flight testing. Within
RoCS framework, influence and predictability levels are effectively recognized exploiting
the concept of four domains. This domains structure not only may guide the applicant in
the identification of simulation influence and predictability levels, but comes in handy in
the understanding of influence and predictability concepts themselves. The definitions of
RoCS application domains is reported below and a sketch of the domains, together with

their mutual relationship, is displayed in fig. 3.2.

Domain of physical reality
Domain of validation
X Validation point
Domain of Prediction
P2 v O Prediction point
727% Domain of extrapolation

%

Figure 3.2: Sketch of RoCS application domains and their mutual relationship (from [22])

1. The domain of physical reality (DoR) is the domain within which the laws of physics
being used are adequately represented in the flight model and flight simulator. Since
all models and simulations used in the CbS process will include approximations to
physical reality, this domain is strictly the region where the approximations are
valid, reflecting the description ‘adequately represented’. All the other domains

mentioned below must be included within DoR.



3 | RoCS Process Overview

13

2. The domain of prediction (DoP) represents the domain within which the applicant

intends to predict the behaviour of the aircraft! and to use these predictions to

achieve certification at the defined influence level for an ACR.

. The domain of validation (DoV) is the domain within which test data that are

involved in flight model validation lie.

. The domain of extrapolation (DoE) represents the domain within which extrapo-

lation of predictions are made to achieve certification at the defined influence level

for an ACR.

Thus, the operational envelope of the rotorcraft, together with engineering data and ACRs

requirements, lay the basis for defining the conditions under which the components and

the features of the flight simulation model may operate (and so the complexity of the

physics that is to be modelled). Then, building on the flight points in which exhibition of

compliance to an ACR is requested by the certification authority, the applicant identifies

the simulation influence level by deciding to what extent simulation is to be exploited?.

In the present guidance, the levels of influence are organized into four options, defined in

table 3.1. In effect, this decision explicitly marks simulation prediction points and traces
the DoP boundaries within the DoR.

Influence Levels

Description

I1

De-risking

The simulation is used to develop /familiarise with flight
test procedures and to obtain an understanding of pos-
sible problems, hazards, or the need for additional data

gathering etc. No certification credit is obtained.

12

Critical point analysis

The simulation is used to explore the flight envelope to
be tested for a specific ACR and to perform a down-
selection of critical points to be tested in flight, yielding

improvements in test efficiency and safety.

I3

Partial credit

The simulation is used to receive certification credit for a
portion of the flight-envelope /aircraft-configuration ma-
trix, or an aspect of an ACR. Supplementary flight tests

will need to be performed to obtain full credit.

I4

Full credit

Full credit This category is for cases where certification

flight tests for a specific ACR are replaced by simulation.

Table 3.1: Influence levels within RoCS framework

1

or a component.

2Namely, which compliance demonstrations are to be assessed with flight simulation predictions.
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Within phase one, the flight testing activity is also scheduled building on the necessary
flight data (either required for model validation and/or certification compliance demon-
stration, depending on the influence level). As an outcome of these choices, the DoV
boundaries are traced as well and, eventually, the DoE is identified as the portion of DoP
outside the DoV. As soon as the DoE is defined, the simulation predictability level can
be identified. In the framework of RoCS guidance, the predictability level is picked out

among the options presented in table 3.2.

Predictability Levels Description
P1 | Full Interpolation Predictions performed within the DoV, the (inter-

polation) errors for the quantities of interest can

be estimated with high confidence

P2 | Extensive interpolation and | All cases of acceptable extrapolation as per the
limited extrapolation current CS-29 and CS-27 Means of Compliance
(MoC) are of predictability level P2.

P3 | Limited interpolation and | A possible interpretation of extensive is - when an

extensive extrapolation extrapolation model can be built from validation
data that do not fall in the P2 level.
P4 | Full extrapolation All points used in simulated tests are outside the

DoV and so no direct comparison of the complete
FSM with flight test data is available, e.g. failure
testing.

Table 3.2: Predictability levels within RoCS framework

It is important to stress that, despite the order in which the concepts are exposed above,
the identification of simulation influence and predictability levels made by the applicant
do not take place independently. Conversely, their choice, together with the scheduling
of the flight test campaign, takes place in the same moment of the CbS process and shall

reflect, among others:

1. the current modelling and simulation capability of the applicant, including expertise

in modelling, fidelity assessment and model-updating techniques;

2. the logistical, economical and safety related advantages the applicant benefits from

when simulation is used to support certification;

3. the will of the applicant to invest resources in flight simulation modelling, method-

ologies and hardware development;
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4. the opinion of the certification authority (concerning the selected CSs);

5. the credibility and confidence level on simulation predictions that can be achieved

by the applicant (as expanded in section 3.3).

Possibly, the selection of the influence and predictability levels conditions the minimum
level of credibility expected from the results of the CbS process. The concept of FSM
credibility and how minimum credibility levels are related to influence and predictability

levels is tackled in section 3.3.

In the end, building on the selected ACRs, flight test campaign program and simulation
IPC levels, the applicant can draft FSM, FS and FTMS requirements, fidelity metrics® for
model validation and credibility assessment and collect all relevant aircraft design data

which are necessary for the modelling activity.

3.2. Phase 2a: Flight Simulation Model Development

The FSM development process is effectively summarized in fig. 3.3. The FSM employed for
ACRs compliance demonstration should capture the physics necessary to achieve sufficient
fidelity (for the cases and conditions of interest). For a high level of confidence in the
simulation predictions, the FSM is applied within the DoV subset of the DoP. Beyond
this, in the DoE, physics should guide the model content, and the levels of confidence in
the results will depend on the credibility analysis. Therefore, the FSM should be physics-
based, i.e. "expressed in terms of, or derived from, the physical laws applied in the creation
of the mathematical model and in the operation of the numerical simulation", as stated in
[22]. Ultimately, the limits of validity of the FSM shall reflect the DoR boundaries. These
limits are expressed in terms of both global variables, such as those that define the flight
envelope (e.g. airspeed), and local variables (e.g. angle of attack of a specific aerodynamic
component). Multiple models, with different levels of complexities and components, may
also be used according to [22|, with the complication driven by, and adapted to, the
specific application. Thus, accounting for these considerations and relying on the FSM
requisites drafted in phase one, the applicant defines and develops the flight simulation

model. This particular step of the process is referred to in fig. 3.3 as " Definition".

3Namely, the system quantities whose simulation-predicted and experimental values are somehow
compared to assess the model fidelity.
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Real System of
Interest

System Data

Definition

Validation

Requirement
Analysis

Computational Implementation ( Conceptual
Model L Model

Verification

Figure 3.3: Process to create a simulation model (from [22])

Upon completion of a FSM, the Verification and Validation (VV) process is undergone,
as in fig. 3.3. RoCS guidelines, in agreement with the VV framework in the literature ([8],

[28]), divide the verification phase into two parts, namely code verification and solution

verification.
Proprotor Powerplant and Transmission Wing Fuselage and Undercarriage
B Blade element rotor W Drive system (transmission to gimbal). B Lifting line wing with flaperons, M Fuselage aerodynamics in
with rigid blades and H Powerplant, transmission and interconnect dynamic inflow. look-up tables.

dynamic inflow.
B Gimbal hub with pitch
and roll springs and
dampers.
B Swashplate model.

shaft (e.g. free turbine engine component, B Interference from rotors. B Inertia properties.
flexible shaft, bearings and drives). B Spring and damper landing
gear.

Nacelle

B Nacelle mass and inertia properties.

B Nacelle connection to wing through
controlled hinge.

M Translation to connect with gimbal.

Empennage Crew station (Flight Simulator)

B Horizontal tail with elevator aerodynamic M Flight control system
properties in look-up tables. Standard atmosphere component + user-input (assortment of components

W Interference from rotors and wing. pressure and temperature connecting cockpit controls,
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Figure 3.4: Outline of a component-based tilt-rotor flight simulation model (from [22])

Code verification, according to the definition in [28], represents "the process of determining

that the numerical algorithms are correctly implemented in the computer code and of
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identifying errors in the software". Typically, its assessment is carried out in two stages.
At first, software quality assurance operations are performed to collect evidence of the
correct implementation of the code and to verify that the code produces repeatable results
in a specified hardware and software environment. Then, in the course of the second
stage, model results are compared against so-called benchmark solution or werification
benchmarks. These benchmarks can either be analytical solutions or numerical solutions
which have been generated appropriately. Whenever commercial softwares are exploited,
the better part of code verification is often performed by the code provider. Nevertheless,

the applicant needs to collect evidence that the verification has been undertaken.

On the other hand, always according to [28], solution verification represents "the pro-
cess of determining the correctness of input data, the numerical accuracy of the solution
obtained, and the correctness of the output data for a particular simulation". Within so-
lution verification, particular attention is generally devoted to the characterization of the
numerical accuracy. Indeed, due to finite tolerances for iterative methods, temporal and
spatial discretizations and finite machine precision, every computational model prediction
is affected by some degree of numerical uncertainty and its assessment is crucial for model

validation.

Upon completion of the verification process, as reported in fig. 3.3, solution validation
takes place. Within the CbS process, this stage is identified with the process referred
to as model validation in the restricted view of validation promoted in [28]. It consists
in the quantification of the accuracy of the computational model and, from a practical
standpoint, it involves the comparison of fidelity metrics* via an appropriate operator,
which accounts for simulation and test measurements uncertainties and is referred to
as validation metric. Despite the aforementioned definition being generally accepted in
literature (fig. 3.5 and 3.6), no unanimous agreement on the methodologies that are to
be exploited for model validation has been found to these days. Indeed, as stated in
[18], different approaches exist which are irreconcilable at a fundamental level: from basic
definitions to the validation metric. A review of the most widely recognized approaches

and their differences is reported in chapter 4.

4selected during phase 1.
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Figure 3.5: Overview of the sources of uncertainties and model validation process proposed
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Figure 3.6: Overview of the sources of uncertainty and model validation process proposed

by Roy and Oberkampf in [28§]
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Nevertheless, regardless the methodology chosen by the applicant for model validation,
an iterative model tuning and updating phase is expected in the CbS process. Indeed,
during pre-certification FSM development, validation results may convey evidence that
the FSM fidelity is insufficient. In this event, the applicant should investigate the causes
of the discrepancy and carry out physics-based updates to the FSM. Improvements in
the model fidelity may be achieved via relaxation of modelling assumptions, addition of

previously neglected dynamics, calibration of model parameters.

At completion of phase 2a, the applicant proceeds to perform the credibility assessment
and to exploit the validated FSM to support (according to the intended levels of influence
and predictability) the certification activity.

3.3. Phase 3: Credibility Assessment

Within the CbS process, phase 3 encompasses both to the model credibility assessment
and certification. However, in the present work, the part related to credibility assessment
only is briefly summarized. Moreover, in order to deliver a technical and unambiguous
description of what the credibility assessment is, the author has to rely on some defini-
tions and concepts (e.g. model-input, numerical and model-form uncertainty) that are
foundational to any validation framework and are yet to be formally introduced in this

report. For all these elements, an in-depth description is provided in chapter 4.

The bulk of credibility assessment is associated to what is referred to as model adequacy
assessment in Roy and Oberkampf restricted view of validation [28]. In this phase, the
applicant focuses on quantifying the model predictive capability accuracy level (affected
by model-input, numerical and model-form uncertainties) and on establishing whether or
not the accuracy level is satisfactory for the purpose of the simulation activity. Hence, the
credibility assessment shall be judged directly in the DoP and requires usage of Uncer-
tainty Quantification (UQ) techniques to account for model-input uncertainties in FSM
predictions. Moreover, it is important to stress that also model-form error interpola-
tion/extrapolation becomes relevant at this stage, in order to include model-form uncer-
tainties, evaluated within the DoV in the course of model validation, within the overall
model prediction uncertainty. In this regard, it is critical for the applicant to maximise
the confidence related to model extrapolation, by developing a strong background in the
understanding of the physics behind model predictions variations and by exploiting a

sufficient number of point in the DoV to develop the extrapolation.

From a practical perspective, model adequacy or credibility is quantitatively judged

through a comparison with prescribed margins of acceptability. According to RoCS guide-
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lines, model adequacy requirement may be defined in terms of conventional acceptability
margins, alike the ones typically exploited to judge model fidelity, or directly phrased
in terms of ACRs, as exemplified by the concept of Confidence Ratio (CR). The CR, as
reported in eq. (3.1), relates the relative size of a prediction uncertainty U and the pre-
diction margin M to ACR compliance, so that a minimum acceptable value of CR may be

appropriate to define a minimum acceptable confidence level of the simulation prediction.

M
CR = —

- (3.1)

Building on this concept, [22] proposes a system for minimum model prediction confidence
definition which is based on selected influence and predictability levels. An example of a

possible application of this concept is reported in table 3.3.

Predictability Level
Influence Level
P1 P2 P3 P4
I1 Low Low Low Low
12 Low Low Medium | Medium
13 Low Medium
14 Medium | Medium

Table 3.3: Influence-predictability levels matrix with minimum confidence levels (from
22])

Finally, similarly to model validation, several iterations may be necessary to the applicant
to demonstrate model credibility as well. As a matter of fact, as soon as the adequacy as-
sessment conveys evidence that the FSM prediction uncertainty is too large, the applicant
is required to either update the FSM or reduce the uncertainty associated to model-inputs

and numerical approximations (depending on what the most dominant contribution is).
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4: ‘ Verification and Validation
Methods Review

Verification and validation in scientific computing is still an ongoing domain of research.
However, as anticipated in section 3.2, a distinctive aspect of VV research field is that
different, apparently irreconcilable approaches exist. In this dissertation, two approaches
have been elected to primary reference work: ASME standard for verification and valida-
tion in CFD and CHT [8] and Roy and Oberkampf verification and validation for scientific
computing book [28] and conference paper [29]. The reasons behind this selection can be
traced back to the evidence that both approaches are somehow referred to in RoCS guide
[22|. Therefore, in this section, these two methodologies are presented and discussed, de-
voting particular attention to the proposed validation process (and metrics) and stressing

the irreconcilable differences in uncertainty definitions and management.

4.1. ASME Standard

As highlighted in [18], the foundational idea of ASME VV 20 is to extend the standard
approaches adopted for experimental uncertainties to include numerical and model-input
uncertainties in a comprehensive validation framework. Thus, within this structure, nu-
merical, input-related and experimental uncertainties do not belong to independent un-
certainty domains but, conversely, they are interpreted as the very same class of objects.
This idea was first proposed and rigorously structured by Coleman and Stern [31] in 1997.
Specifically for CFD applications, building on the ground-breaking work of Richardson
[24] and Roache [27], [25], [26] on the quantification of discretization uncertainty, Coleman
and Stern devised a VV methodology and put forward two validation metrics: the com-
parison error I and the validation standard uncertainty wu,,;. Then, these methodology
and validation metrics evolved into the current ASME VV standard for CFD presented
in [8].



22 4 | Verification and Validation Methods Review

4.1.1. Definitions

Error and uncertainty definitions adopted by this standard are directly inherited by [17]
and their concepts are extended in order to be applied to the solution variable from a

simulation as well. In particular:

e the error (of a measurement) ¢ is defined as the "result of the measurement minus

a true value of the measurand",;

e the uncertainty (of a measurement) u is identified as the "parameter, associated
with the result of a measurement, that characterizes the dispersion of the values that

could reasonably be attributed to the measurand".

Moreover, depending on the method exploited for its evaluation, the uncertainty u can

be classified into two categories:

e Type A, if the method of evaluation of uncertainty is based on the statistical analysis

of series of observations

e Type B, if the method of evaluation of uncertainty relies on means other than the

statistical analysis of series of observations

A
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Figure 4.1: Partial nomenclature schematic for ASME VV 20 approach (from [8])

Thus, in this context, an error ¢ is a quantity characterized by a specific sign and magni-
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tude (which, if known, allow the error to be removed by correction). On the other hand, in
agreement with [16] and [17], the uncertainty u corresponds to the standard uncertainty,
estimate of the standard deviation ¢ of the parent distribution (of unknown form) from
which 0 is a single realization. Building on these foundational concepts and definitions,
the whole nomenclature system adopted by ASME standard, summarized in fig. 3.5 and
fig. 4.1, can be devised.

Once the System Response Quantities (SRQ) upon which the applicant desires to apply
the validation process (namely, the fidelity metrics) are identified, the following quantities

can be derived.

e S represents the simulation prediction of the fidelity metric value in a given point

of the validation domain.

e D represents the experimental datum (namely, the best estimate of the measurand,

according to [16]) of the fidelity metric in the same validation point.
e T represents the true (but unknown) value of the fidelity metric.

As a consequence, the simulation error dg, the experimental error dp and the comparison
error E, displayed in fig. 4.1, are devised through eq. (4.1), (4.2) and (4.3).

5s=S—T (4.1)
Sp=D-T (4.2)
E=S-D=ds—dp (4.3)

Then, as in [31], the simulation error is decomposed into three separate contributions, as

reported in eq. (4.4).
e the error 0,041, due to modelling assumptions and approximations
e the error d,,,,, due to the numerical solution of the model equations
e the error d;,,,, due to error in the simulation input parameters (e.g. boundary

conditions, geometrical and physical quantities related to the modelled system)

55 = 5model + 5num + 5input (44)

4.1.2. Validation Methodology

The goal of the validation process is to estimate the model contribution 6,,,q¢ to the

simulation error, which, rearranging eq. (4.3) and (4.4), can be expressed through eq. (4.5).
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5model =L - (6num + 6input - 5D) (45)

Focusing on the right-hand side of eq. (4.5), it is possible to observe that once S and D
are determined (the former via model prediction and the latter according to the method-
ologies reported in [16]), the comparison error E is known from eq. (4.3). Nevertheless,
the magnitude and signs of d,um, dinpur and 0p are unknown. Still, despite this evidence,
standard uncertainties Upym, Uinpus and up associated to the corresponding errors parent
populations can be defined, thus leading to the definition of a validation standard un-
certainty u,,. This validation standard uncertainty effectively represents an estimate of
the standard deviation of the parent population whose one single realization is obtained
as (Onum + Oinput — O0p). Thus, its estimation, which is a pivotal point of the methodol-
ogy hereby presented, provides an indication of the dispersion of d,,,4¢ parent population
around the comparison error E. Equation (4.6) formalizes this idea, providing an explicit
relation between 0,,,4.;, Objective of the model validation, and F and wu,, the selected

validation metrics for this validation methodology.
6model =LK+ Uyal (46)

Thus, at this stage, the computation of u,, represents the only open question. If ,,m,
dinput and dp are independent, as it is typically assumed, the validation uncertainty can be
expressed as a function of the other errors uncertainties through the Root Sum of Squares
(RSS), eq. (4.7), hence effectively shifting the problem to the need of quantifying w,m,

Uinput and Up.

Upal = \/u%um + uzgnput + 'LL% (47)

The computation of ., takes place during solution verification and methodologies which
strictly apply to CEFD and CHT problems are presented in [8]. Nevertheless, it is impor-
tant to stress that these methods, which rely on Richardson extrapolation and Roache’s
grid convergence index, lead to an expanded uncertainty estimate Uy, (with a confidence
interval of approximately 95%) of the numerical contribution. Thus, an assumption on
the value of the coverage factor necessary to compute .y, starting from U, is needed.
In regard of wnpue, both local and global uncertainty propagation methods are presented
in [8]. Thus, as soon as model inputs uncertainties are characterized, w;pp: can be di-
rectly computed exploiting these techniques. Eventually, concerning up, the standard

procedures for measurand uncertainty estimation reported in [16]| are accepted.
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Upon completion of the validation process, the applicant has direct access to the values

of the validation metrics £ and u,, and two corollaries follow:

o if |E| >> w4, then it is safe to assume that d,,04e; has the same order of magnitude

of E and that its estimation is reliable;

o if |F| < wyq, probably 0,04 is of the same order of magnitude, or even smaller,
than (0pum + dinput — Op)-

Thus, from a practical standpoint, it is possible to conclude that reducing the validation
uncertainty' is beneficial to obtain a reliable quantification of the modelling error and
set up model improvements (i.e. updates to reduce the modelling error). Otherwise,
whenever 0,,04¢; is within the "noise level imposed by numerical, input and experimen-
tal uncertainty", as stated in [8], formulating and measuring modelling improvements is

difficult.

Eventually, since E and u,, characterize the model-form contribution to the simulation
prediction error, any assessment aimed at proving the sufficiency of FSM fidelity (in-
tended as the compliance of the model-form error to prescribed acceptable margins) can
be directly carried out on these metrics. Indeed, whenever the acceptable margin for the
FSM model-form error encompasses both F and its uncertainty (derived from wu,;) for all
fidelity metrics, it is possible to state that the prescribed fidelity requirements have been

met.

4.1.3. Model Adequacy Assessment

Concerning model adequacy assessment and model-form error extrapolation, no explicit
procedure is provided in [8]. However, building on the definition of model adequacy
assessment delivered in section 3.3, F and u,, alone are not suited for the completion
of this task, since at this stage the analyst aims at evaluating the total uncertainty on
the FSM predictions (represented by dg, and not limited to d,,04e1). As a consequence,
the information that £ and wu,, convey, appropriately extrapolated into the DoP, shall
be combined with the quantification of d;npu: and 0., to obtain a reliable estimate of
ds on certification-aimed model predictions. Then, building on this estimate, the total
uncertainty on model prediction U can be quantified, and model adequacy assessment can

be carried out relying, for example, on the CR (fig. 4.2).

le.g. via rigorous model inputs uncertainty estimation and validation-oriented flight testing.
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Figure 4.2: Example of model adequacy assessment within ASME validation framework

4.1.4. Observations

One fundamental assumption of the methodology exposed in section 4.1.1 concerns the
definition of uncertainty and its quantitative characterization. Since the process is based
on the extension to simulations of the experimental approach [16], it completely relies on
the mathematical framework of the latter. Thus, regardless the type (random or system-
atic) and the nature (numerical, model-form, due to inputs or experimental) of the error,
and independently