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Abstract

The focus of this thesis is to develop a tracking system, based on the Multiple Hypothesis
Tracking algorithm, that is able to build trajectories of road users in complex urban
scenarios, i.e., scenarios involving pedestrians, cyclists and vehicles. In particular, this
work analyzes the performance of such a tracking system when coupled with a strategy
to address the problem of multiple road users fused into a single detection. The multiple
hypothesis approach consists of building different hypothetical trajectories for the same
road user and deciding which one is the most likely to be the real one only after having
analyzed how these hypothetical tracks evolve in future frames. All tracking systems face
well-known challenges: sensor noise, occlusions of objects and detections that are not
representing one target but two or even no real target at all. The last issue has been
directly tackled in this work by means of a strategy to detect fused objects, i.e., cases
of single detections merging multiple road users. The strategy in question consists of
building a bootstrap confidence interval for the volume of the target based on detections
associated with the correspondent track. This confidence interval can help in identifying
detections that are likely to not come from the same target and that might represent
fusion with another nearby road user. It is worth mentioning that the tracking system
uses a Kalman Filter to build the trajectories of the targets.

The tracking system has been tested on a dataframe containing 750 frames. Each frame
contains information on the position of the targets in the frame and on their appearance
through a bounding box. The algorithm can solve all cases of fused detections and pro-
vides qualitatively good tracks. The main challenges that have not been solved yet are
the presence of tracks that do not correspond to real targets and are generated by noisy
detections, as well as the interruption of consolidated tracks as a result of the presence of
obstacles that occlude the objects.

Keywords: Multiple Hypothesis Tracking, Bootstrap Confidence Intervals, Tracking Sys-
tem, Merged Objects, Kalman Filter





Abstract in lingua italiana

Questa tesi è incentrata sullo sviluppo di un sistema di tracciamento, basato sull’algoritmo
Multiple Hypothesis Tracking, in grado di tracciare oggetti in scenari urbani complessi,
ovvero scenari che coinvolgono pedoni, ciclisti e veicoli. In particolare, questo lavoro
analizza le prestazioni di tale sistema di tracciamento accoppiato con una strategia che
vuole risolvere il problema della presenza di detections che includono più oggetti contem-
poraneamente. L’approccio Multiple Hypothesis consiste nel costruire diverse ipotetiche
traiettorie per uno stesso utente al fine di decidere qual è la più verosimile solamente
dopo aver analizzato come queste traiettorie ipotetiche evolvono nei frames successivi,
guardando le loro caratteristiche di moto e di aspetto. Un sistema di tracciamento deve
sempre affrontare alcune sfide ben note: rumore nei dati, occlusioni di oggetti e detections
che non rappresentano un solo utente, ma due o addirittura nessuno. L’ultimo problema
è stato affrontato in questo lavoro mediante l’utilizzo di una strategia per rilevare oggetti
che sono stati fusi in un unica detections. La strategia in questione consiste nel costru-
ire un intervallo di confidenza per il volume dell’oggetto tracciato basato sulle detections
precedenti, che può aiutare a identificare detections che probabilmente non provengono
dallo stesso oggetto e che potrebbero fare riferimento a più oggetti uniti in un unica detec-
tion. È inoltre importante menzionare che il sistema di tracciamento utilizza un Kalman
Filter per costruire le traiettorie degli oggetti presenti nello scenario analizzato.

Il sistema di tracciamento è stato testato su un dataframe formato da 750 frames. Ogni fo-
togramma contiene informazioni sulla posizione degli oggetti e sul loro aspetto, quest’ultimo
rappresentato da una bounding box. L’algoritmo è in grado di risolvere tutti i casi di de-
tections contenenti più di un oggetto e fornisce traiettorie qualitativamente buone. I
principali problemi che non sembrano essere risolti sono la presenza di traiettorie, gen-
erate da dati rumorosi, che non corrispondono a oggetti reali, ma anche l’interruzione di
traiettorie consolidate causata dalla presenza di ostacoli che occludono gli oggetti.

Parole chiave: Multiple Hypothesis Tracking, Intervalli di Confidenza di Bootstrap,
Oggetti Fusi, Kalman Filter
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1

Introduction

Object tracking is the process of following moving entities in subsequent observations
coming from one or multiple sensors, with the aim of estimating and predicting their
trajectories. Accurate tracking in complex urban scenarios is crucial for safety applications
such as accident mitigation, predictive traffic control and design of safer infrastructure.
Despite a well-established theoretical framework for object tracking, various challenges
need to be addressed in a real-world context, including sensor noise, occlusions and the
presence of merged objects.

In this project the usage of Multiple Hypothesis Tracking (MHT) in complex urban sce-
narios will be explored and a method to detect cases of fused objects will be designed.
In particular, the resulting tracker will be tested on a data set that comprises a collec-
tion of frames coming from one stereovision sensor designed by Viscando AB, a Swedish
company specializing in traffic data collection and analysis for safe and smart mobility
applications, in collaboration with which this work has been produced. The depicted
scenario is a roundabout, and the objects that will be tracked represent any type of road
user: pedestrians, cyclists and vehicles.

The aim of this thesis is to understand how MHT can help in case studies in which
there are not only pedestrians but cars and cyclists as well, and to design and implement
a strategy that is able to detect cases of multiple road users fused into one detection
by the road sensors. The assumption of this work is that the combination of Multiple
Hypothesis Tracking and this strategy will generate an algorithm that will be able to
address the common problems that a tracking system faces and solve them, outperforming
the conventional single hypothesis tracker.

It is worth mentioning that, alongside with MHT, a Kalman Filter will be used to pro-
cess data representing the detections of the targets. Each track will have its own filter,
whose role is to filter out the noise from the data and predict the next position of each
track. The performance of the tracker will also be tested by using different motion models
and studying how suitable they are for MHT, as well as by introducing some kinematic
constraints, whose effects on the entire tracking system will be analyzed.
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The thesis is organized as follows:

• Chapter 1 introduces the theoretical framework in which the proposed algorithm
will operate. All the assumptions and computations related to Multiple Hypothesis
Tracking will be described, along with an explanation about of Bootstrap Confidence
Intervals, used to detect fused objects, are computed. This has to be considered the
reference chapter for the implementation of the algorithm.

• Chapter 2 describes the data set that will be used to test the proposed algorithm.

• Chapter 3 shows how the algorithm has been implemented, wrapping up what is
explained in Chapter 1 about MHT.

• Chapter 4 lists the results produced by the proposed algorithm on the given data
set.

• Chapter 5 analyzes in detail how kinematic constraints affect the output of a tracking
algorithm and the advantages and disadvantages of using different motion models.

• Chapter 6 draws the conclusions of this thesis and proposes further improvements
for tracking in urban settings.
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1| Theoretical Framework

This chapter describes the theory at the basis of the proposed algorithm by first intro-
ducing Kalman Filters and then by explaning how Multiple Hypothesis Tracking (MHT)
works together with other components of the algorithm. As a consequence, this chapter is
thought of as a complete description of the assumptions and properties that will be used
in the process of building the road users’ trajectories.

1.1. Kalman Filter

The Kalman Filter is a recursive linear estimator that successively calculates an estimate
for a continuous-valued state that evolves over time, on the basis of observations of a
variable of interest. The Kalman Filter employs an explicit statistical model of how the
parameter of interest x(t) evolves over time and an explicit statistical model of how the
observations y(t) that are made are related to this parameter.

The starting point for the Kalman filter algorithm is to define a model for the states to
be estimated in the standard state-space form:x(t+ 1) = Fx(t) +Gu(t) + v1(t)

y(t) = Hx(t) +Du(t) + v2(t)
(1.1)

where v1 and v2 are white noises, that is, a stationary random process with zero autocorre-
lation, F is known as state matrix and it depends on the motion model adopted, H is the
observation matrix, G and D are input matrices. In particular v1 is called state noise or
equivalently model noise, and it accounts for internal noise and modelling errors related
with the state equations; v2 is called output noise or equivalently measurement noise,
and it accounts for noise coming from the data.

In this work the effects of external inputs will be neglected by putting the matrices G

and D equal to the null matrix, and the state variables will be the position, speed, and
acceleration of the objects in a 3-dimensional space.
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The assumptions underlying this model are multiple:

• No external inputs, Gu(t) and Du(t) are equal to the zero vector

• The system should be linear and time invariant

• v1 and v2 are vectorial white-noises such that:

E[vi(t)] = 0, E[vi(t)vi(t)T ] = Vi, E[vi(t)vi(t− τ)T ] = 0 ∀t, ∀τ ̸= 0 (1.2)

where i = 1, 2 and Vi is a positive semidefinite and symmetric matrix

• The following relationship holds between v1 and v2:

E[v1(t)v2(t− τ)T ] = V12 =

0 if τ ̸= 0

can be non-zero if τ = 0
(1.3)

Due to the multiple advantages this filter has, the Kalman filter (KF) algorithm is often
chosen as main feature for the implementation of a tracker. First of all, the KF requires
no training data, which is convenient in this study case since there are not that much
data available, neither a ground truth of the state of the vehicles or of the pedestrians.
In addition to this, the Kalman Filter is able to smooth trajectories filtering the noise
contained in the detections. Indeed this algorithm makes, as first step, a prediction of the
future state of the model, called x̂(t+ 1|t) and then, through the given observation y(t),
filters the state, obtaining x̂(t|t) which is an estimate of the true (but unknown) state of
the object. In particular, the equations that describe the prediction process mentioned
above are the following: at iteraton time t

x̂(t+ 1|t) = Fx̂(t|t− 1) +K(t)e(t) state equation

ŷ(t|t− 1) = Hx̂(t|t− 1) output equation

e(t) = y(t)− ŷ(t|t− 1) output prediction error

K(t) =
(
FP (t)HT + V12

) (
HP (t)HT + V2

)−1 gain of KF

(1.4)

(1.5)

(1.6)

(1.7)

where P (t) is the most important matrix of the KF together with the gain of the filter
K(t), and its expression is given by the Difference Riccati Equation (DRE):

P (t+ 1) = (FP (t)F T + V1)− (FP (t)HT + V12)(HP (t)HT + V2)
−1(FP (t)H + V12)

T

(1.8)



1| Theoretical Framework 5

In order to guarantee the existence of DRE at any time instant t, the matrix

HP (t)HT + V2

must be invertible. The quantity HP (t)HT is a symmetric and positive semidefinite
matrix, thus one additional condition is required to guarantee the invertibility of the
whole block: V2 must be positive definite. It is common to make this assumption, in
order to obtain the existence of the DRE at least from a theoretical point of view.

Equations (1.4) and (1.8) are dynamic equations and thus they need initial conditions:

x̂(1|0) = E[x(1)] = X0 P (1) = Var[x(1)] = P0 (1.9)

These two conditions form a probabilistic description of initial state x(1). The initial
condition of matrix P (t) is linked to an important property of this matrix:

P (t) = Var[x(t)− x̂(t|t− 1)] (1.10)

that is, P (t) is the covariance matrix of the 1-step prediction error of the state.

A fundamental assumption to formally guarantee the optimality of KF is that x(1) is
uncorrelated with both white noises v1(t) and v2(t).

The equations above describe how it is possible to perform prediction tasks using KF,
but, as stated above, KF is important also to filter out the noise from the data. The
equations that characterise the filtering process, which allows to obtain the state vector
x̂(t|t), are the following: at iteration time t

x̂(t|t) = Fx̂(t− 1|t− 1) +K0(t)e(t)

K0(t) =
(
P (t)HT) (HP (t)HT + V2

)−1

(1.11)

(1.12)

where e(t) has the same definition as in equation (1.6). These equations are valid under
the restrictive (but very common) assumption that V12 = 0.

1.2. Multiple Hypothesis Tracking

MHT was proposed for the first time by Reid in 1979 [12]. The main idea of this new
algorithm is to create different hypotheses representing different trajectories for the same
target. In particular, a hypothesis is formed by an existing trajectory and a detection,
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i.e., a data point, that could represent the next position of the target. In this way all the
probable next positions of the track are considered and only the very unlikely ones are
discarded. Each of the track hypotheses has a score which depends on the motion and
appearance features of the collected detections. The tracks with the highest scores are
more likely to represent an existing target and will thus be used to decide which other
hypotheses to keep and which to discard.

It is already possible to understand that the great disadvantage of such an algorithm lies in
its time complexity. The number of hypotheses that are created might eventually explode.
This is why it is very important to control the number of hypotheses by deploying a good
hypothesis reduction strategy.

In this work a track-oriented MHT will be used. This approach is inspired by [7] and differs
from the one presented in [12], which is measurement-oriented. As stated in [12], in the
measurement-oriented version every possible track is listed for each measurement, while
the opposite holds in the track-oriented version. This means that, in the measurement-
oriented version, one hypothesis is a list of tracks’ ID indicating which track the i-th
measurement is associated with, while in the track-oriented version an hypothesis is the
list of measurements associated with one track.

As stated above, the main advantage of Multiple Hypothesis Tracking is that it considers
multiple tracks for one target and eventually chooses the one that is most likely to rep-
resent the real trajectory of the target, also based on its compatibility with other tracks
related to other targets. It will be clear that one of the most important steps of MHT is
to identify a set of tracks that can coexist and that have the highest global score.

A convenient structure to represent the tracks at every time step is a tree structure, in
which every node consists of an observation (i.e.,a detection coming from the data set)
and every path from the root to a leaf represents a possible track. This structure is
the natural result of the algorithm, given the fact that at every time step there is the
possibility that a track is associated with more than one detection, and that each one of
these associations is depicted in the tree by a new branch. This means that a tree will be
a set of track hypotheses representing the same target. As a consequence, all the track
hypotheses in one tree are incompatible, where this term is used to indicate that two or
more track hypotheses share at least one measurement.

In the following subsections, the steps of MHT will be described in detail considering a
generic time step k. It is worth remembering that the work in [7] inspired the theoretical
framework for MHT.
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1.2.1. Update of Hypotheses

It is important to recall what an hypothesis is: a collection of measurements that ideally
are referred to the same target and that come from subsequent frames in the data set.
Therefore, an hypothesis is a possible trajectory for a certain target.

Each hypothesis created up to the k-th generic time step has its own motion estimate.
Consider a generic track hypothesis. An order between tracks does not exist, unless the
score is used to order them, but for the sake of simplicity, this generic track will be called
the i-th. The Kalman Filter keeps track of the positions that form this i-th hypothesis
in order to estimate its speed and acceleration. The Kalman Filter can also predict the
next position of the track hypothesis based on the data that has been associated with the
track itself up to the current time step.

First of all, the next position of the i-th track hypothesis at time step k is assumed to be
a gaussian random vector whose mean is the position predicted by the filter, indicated as
x̂i
k, and whose covariance is the covariance of the filter, indicated as Σi

k:

X i
k ∼ N (x̂i

k,Σ
i
k)

Based on this information, it is possible to identify the area in which the next position
of the track is expected to fall, which is called "gating area" of the track. The gating
area of the track is given by the points whose squared Mahalanobis distance from the
track’s predicted position x̂i

k is smaller than a fixed threshold:

d2 = (x− x̂i
k)

T (Σi
k)

−1(x− x̂i
k) ≤ dth x ∈ R3 (1.13)

To be more specific, the gating area is an ellipsoid that is delimited by the level curve of
the density function of the random vector X i

k, corresponding to the unknown position of
the track at time step k, and whose shape depends on the covariance of the filter. All the
data points, called detections, that fall into this gating area are possible next positions
of the track and will thus be associated with the track for updating purposes.

Each of these associations is represented in the tree of the i-th hypothesis as a new branch
having as its leaf the correspondent detection. As a result, for each new association there
is a new hypothesis in the tree, represented by the path from the root to one of the
leaves. Moreover, each of the new associations will independently update the filter of the
hypothesis that originated them.

For example, suppose that the i-th track hypothesis formed at step k − 1 has three
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detections in its gating area. Each of these therefore may be its next position at step k.
This will lead to three new branches starting from the leaf node that corresponds to the
i-th track hypothesis in the tree to which the track belongs. As a consequence, there are
three new paths from the root to the leaves, that is, three new hypotheses.

It can also happen that a track does not have any detection in its gating area. In this
case, the track hypothesis is updated as if its detection is missing, meaning that its next
position will coincide with the one predicted by the filter, i.e.,x̂i

k.

It is worth mentioning that in [7] each detection starts a new tree even if it has been
associated with a track. In the following implementation the scenario is not as crowded
as an only-pedestrian one, and it is very unlikely that an object will appear in the middle
of the scene. Moreover, following the aforementioned approach, the computational cost
would become prohibitive. For these reasons, this step was not implemented in this work.
As a consequence, in this implementation only detections that have not been associated
with any track will start a new tree and a new hypothesis.

1.2.2. Tracks’ Score

In order to be able to choose among all the tracks the ones that are most likely to represent
the targets, each track should be scored based on the detections that it has been associated
with in the previous frames. Considering for example the i-th track hypothesis, its score
at frame k can be designed in the following way according to [7]:

Si(k) = ωmotS
i
mot(k) + ωappS

i
app(k)

where Smot and Sapp are denominated motion score and appearance score, respectively,
and should quantify how likely the motion feature and appearance feature of the track
are to represent those of a real target. Their weights should be tuned based on the
importance to be given to the two contributions. In this work they will be considered
equally important so the weights will be set equal to one. By analyzing how these indices
are computed it is possible to better understand their meaning.

The state-of-the-art in computing the motion score is summarized by S. Blackman and
R. Popoli in [2]. It consists of computing the log-likelihood ratio related to the following
statistical test:

H0 : Di1:k comes from the background H1 : Di1:k comes from the track

where Di1:k is the set of observations that have been associated with the i-th track from
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time 1 to time k. Let yi1:k be the set of measurements that correspond to the observations
associated with the i-th track from time 1 to time k, then the Log-Likelihood Ratio (LLR)
can be written as:

Si
mot(k) = ln

(
p(yi1:k |Di1:k ⊆ Ti)

p(yi1:k |Di1:k ⊆ B)

)
where Di1:k ⊆ Ti represent H1 hypothesis and Di1:k ⊆ B the null hypothesis. Assuming
that under the null hypothesis measurements are conditionally independent, it is possible
to rewrite the argument of the logarithm as follows:

p(yi1:k |Di1:k ⊆ Ti)

p(yi1:k |Di1:k ⊆ B)
=

∏k
t=1 p(yit |yi1:t−1 , Di1:t ⊆ Ti)∏k

t=1 p(yit |Dit ⊆ B)

with Dit representing the observation associated with the track at time t and yit the
correspondent measurement. It is possible to say that the distribution of the measurement
yit given the measurements associated in the previous time instants and the distribution
of the position of the track at time t given the past measurements are the same, since they
both refer to the position the track will have based on previous data. As a consequence,
based on the assumption on the distribution of the future position of the track stated in
the previous section, it is possible to say that:

p(yit |yi1:t−1 , Di1:t ⊆ Ti) = N (yit ; x̂
i
t,Σ

i
t)

where x̂i
t is the position predicted by the Kalman Filter and Σi

t is the covariance matrix
of the filter at time t.

Regarding the denominator, based on [2] the distribution of the measurement under the
null hypothesis can be seen as uniform:

p(yit |Dit ⊆ B) =
1

V

where V is the measurement space, i.e.,the image area.

Thanks to the properties of the logarithm, a recursive formula for the computation of the
motion score can be derived:

Si
mot(k) = ln

(∏k
t=1 p(yit |yi1:t−1 , Di1:t ⊆ Ti)∏k

t=1 p(yit|Dit ⊆ B)

)
=

k∑
t=1

ln
(
p(yit |yi1:t−1 , Di1:t ⊆ Ti)

p(yit |Dit ⊆ B)

)
=

= ln
(
p(yik |yi1:k−1

, Di1:k ⊆ Ti)

p(yik |Dik ⊆ B)

)
+

k−1∑
t=1

ln
(
p(yit|yi1:t−1 , Di1:t ⊆ Ti)

p(yit |Dit ⊆ B)

)
=
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= ∆Si
mot(k) + Si

mot(k − 1)

Such a formula fits perfectly with online algorithms, i.e.,with algorithms that process the
data points frame by frame, like the one proposed in this work.

Given the aforementioned assumptions on the probability distribution of the measure-
ments, it is possible to derive a formula for the increment:

∆Si
mot(k) = ln

(
V

(2π)
n
2

)
− 1

2
ln(|Σi

k|)−
1

2
d2 (1.14)

with d2 being the distance computed in (1.13) and |Σi
k| the determinant of the covariance

matrix. In appendix A it is possible to find the computations that are necessary to reach
this specific formula.

Every time that a new association is performed, the track’s motion score can be up-
dated by using this formula for the increment, which only requires computing the squared
Mahalanobis distance between the detection and the track’s predicted position.

For what concerns the appearance score, this can be computed as the logarithm of a
metric called Intersection over Union, which will be described in Section 1.4. This
metric will be used considering an appearance feature called "bounding box", which
consists of a 3D box estimating the volume of the target of the track. Bounding boxes
are usually provided in every data set that comprises data used in the context of object
tracking.

In this work, the bounding box of the track will be compared with the bounding box of
the detection through this metric. The value of the Intersection over Union (IoU) in this
case will be an estimate of the probability that the object tracked by the i-th hypothesis
and the object represented by the detection are the same. Due to the fact that IoU only
considers the bounding box of the track and the one of the detection, it is easy to write
in a recursive way the appearance score too:

Si
app(k) = ∆Si

app(k) + Si
app(k − 1) =

V olume(bk−1) ∩ V olume(bk)

V olume(bk−1) ∪ V olume(bk)
+ Si

app(k − 1)

where bk−1 is the bounding box of the track centered in its position predicted at time
k, while bk is the bounding box of the detection associated with the track at time k. In
particular, bk−1 is equal to the bounding box of the detection associated with the track
in the previous time instant, in order to maintain the recursive nature of the score.
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To conclude, the increment of the track’s score can be computed in the following way:

∆Si(k) =

ln(1− PD) if Dit = ∅

ωmot∆Si
mot(k) + ωapp∆Si

app(k) otherwise
(1.15)

where PD is the probability that an object will be detected by the algorithm. This
probability is decided a priori. As a result, 1 − PD represents the probability that an
object has not been detected. This means that in case of missing detection, the increment
of the track’s score is the logarithm of a probability, which means that whenever a track
is not associated with any measurement, its score is diminished of a certain quantity that
depends only on the prior probability of detection and not on the type of track or on the
position of the track.

1.2.3. Global Hypothesis

A Global Hypothesis is a set of compatible hypotheses coming from the existing trees.
The score of a global hypothesis is defined as the sum of the scores of the hypotheses
that form the global one. In MHT it is important to compute, at every step, the global
hypothesis with the largest score. This global hypothesis will contain the tracks that at
time k are more likely to represent the road users involved in the scenario.

Computing the best global hypothesis is an optimization problem that can be formulated
as the well-known Maximum-Weight Clique Problem (MWCP). Given a graph G = (V,E),
where V is a set of vertices and E is a set of edges, a clique is defined as a fully connected
sub-graph. Let W be the set of weights of the vertices in V . The MWCP aims at finding
the clique with the maximum weight, where the weight of a clique is defined as the sum
of the weights of the vertices forming the clique.

In this case, the vertices are the track hypotheses, and their weights are their scores;
two vertices are connected by an edge if and only if the two correspondent tracks are
compatible, i.e.,if they do not share any observation.

Define the complement graph [10] of G = (V,E), indicated as Ḡ = (V, Ē), as the graph
whose edge set is given by:

Ē = {(i, j) s.t. i, j ∈ V, i ̸= j, (i, j) /∈ E}

Now the maximum weight clique on graph G corresponds to the maximum independent
set on graph Ḡ, that is, the subset of V formed by nodes that are not linked by an edge.



12 1| Theoretical Framework

As stated in [10], the MWCP is easier to formulate in this framework:

max
N∑
i=1

wixi

s.t. xi + xj <= 1 ∀(i, j) ∈ Ē

xi ∈ {0, 1},∀i ∈ V

This formulation is called the Edge Formulation and it is the simplest one that can be
proposed for the MWCP [10]. It is important to know that the MWCP is an NP-complete
problem, which means that in general there are algorithms that return an exact solution
in a time that is exponential in the number of vertices in the graph. It is also known that
for particular graph structures it is possible to solve the problem in polynomial time, like
in the case of perfect graphs [10]. In the current framework, the number of vertices might
explode, so it is better to look for an exact solution in cases where the number of vertices
is small and for an approximate one in cases where the number of vertices is large, like
done in [7]. An exact solution is provided by the algorithm described in [15], while an
approximated one can be found in [3]. An alternative approach could also be the one
of finding the m-best hypotheses, not only the best one [4]. In the current algorithm,
the strategy proposed in [15] has been implemented, and the description of this exact
algorithm can be found in Chapter 3.

Once a solution for this problem has been obtained, it can be interpreted as the best set
of compatible tracks among all the sets of compatible tracks that can be built at time
step k.

1.2.4. Pruning

The pruning step is as essential as the computation of the best global hypothesis. A
good pruning strategy can speed up the algorithm and make MHT feasible from a time-
complexity point of view. Pruning consists of deleting the tracks that are no longer worth
to be considered, keeping only the "best" ones. The name comes from the tree structure
used in this framework to represent the different track hypotheses: pruning coincides
with deleting branches of the tree. To understand which tracks should be pruned, it is
necessary to consider the results of the previous step, i.e.,the computation of the global
hypothesis. Let k be the current time step, and suppose the best global hypothesis for
this time step has been computed.

1. N-scan Pruning: for each tree, consider the track in the best global hypothesis



1| Theoretical Framework 13

belonging to the current tree and go N steps back in time, that is, consider the
positions that the tracks in the tree assume at time step k−N , i.e.,their location in
the measurement space (x, y, z). Compare those positions with the position of the
track in the best global hypothesis at the same time step. Each track whose position
differs from the position of the track in the best global hypothesis is pruned. If a
tree does not have a track in the best global hypothesis, then it is pruned entirely.
In Figure 1.1, an example of 2-scan Pruning is depicted. In the picture, a tree
containing 5 tracks (each path from the root to a leaf is a collection of detections,
that is a track hypothesis) is depicted. The blue nodes are part of the track in the
best global hypothesis. Starting from frame k, i.e.,the last level of the tree, go two
steps back in time and prune the tracks that have a different position compared to
the track in the best global hypothesis. In this figure the only track that is pruned
is the track corresponding to the right branch, which is thus faded.

Figure 1.1: Example of 2-scan pruning

The underlying assumption that an N-scan strategy has is that the ambiguities in
the detection association step for frames 1 to k − N can be resolved after looking
ahead for a window of N frames [5].

2. Prune trees that have grown too large, keeping only a certain number of their tracks,
selecting the ones with the highest scores.

The pruning techniques adopted in this work are the same as in [7]
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1.3. Motion Models

Kalman Filter assumes complete knowledge of the physical laws governing the modeled
phenomenon. In the proposed framework, i.e.,a complex urban scenario, one may conjec-
ture different models for different object types on the road: a car will move differently
from a bicycle, and both have a behavior that is not like the one of pedestrians. However,
in this work the same motion model will be deployed for all the road users, given the
fact that an algorithm to distinguish pedestrians from vehicles or cyclists has not been
implemented. Two relatively flexible models are those of Constant Speed or Constant
Acceleration.

As reported in [13], the main advantage of these simple models is that they are linear,
and therefore convergence theorems of Kalman Filters apply. These types of models can
perform well whenever the time difference between two frames is not large and the speed
of the vehicles is limited, making it possible to approximate the motion of the vehicles
with a linear model even though the vehicle might be involved in a turning phase. As a
matter of fact, if the time difference between two frames is very small and the scenario is
an urban one, the positions of the road users will not change abruptly from one frame to
another, in fact they will be very close. In event that either of these two conditions is not
satisfied, a different motion model should be considered. The implemented algorithm can
also work with different motion models, thus a modification of the motion model might
be necessary in different scenarios like the one of a highway.

It is worth mentioning that both the approximations do not include varying accelerations,
such as yaw rate. In case this information needs to be included, a Constant Turn Rate and
Velocity or Constant Turn Rate and Acceleration motion model could be implemented.
However, these motion models will not be considered in the proposed work, but they are
analyzed and compared thoroughly in [13].

The Constant Speed model is as follows:

x(t) =



x(t)

vx(t)

y(t)

vy(t)

z(t)

vz(t)


F =



1 ∆t 0 0 0 0

0 1 0 0 0 0

0 0 1 ∆t 0 0

0 0 0 1 0 0

0 0 0 0 1 dt

0 0 0 0 0 1


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The Constant acceleration model is as follows:

x(t) =



x(t)

vx(t)

ax

y(t)

vy(t)

ay

z(t)

vz(t)

az


F =



1 ∆t 1
2
(∆t)2 0 0 0 0 0 0

0 1 ∆t 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0

0 0 0 1 ∆t 1
2
(∆t)2 0 0 0

0 0 0 0 1 ∆t 0 0 0

0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 1 ∆t 1
2
(∆t)2

0 0 0 0 0 0 0 1 ∆t

0 0 0 0 0 0 0 0 1


The convergence of the kalman filter is guaranteed by the fact that the system is fully
controllable from the input sensor, fully observable and the correlation matrix between the
input and process noises is set to zero. These are three sufficient conditions that guarantee
that the Difference Riccati Equation showed in 1.1 converges to a solution and that the
corresponding asymptotic gain of the kalman filter is such that the filter is asymptotically
stable.

1.4. Intersection over Union

Viscando’s stereovision sensors, and several other sensor technologies, measure the extent
of the objects in three dimensions, yielding a 3D bounding box. One critical advantage of
having bounding boxes for each detection is the possibility of incorporating information
about the dimension of an object and the volume it occupies rather than only accounting
for the estimated position of its center. Starting from bounding boxes, one may define a
metric called Intersection over Union for boxes b1 and b2:

IoU(b1, b2) =
V olume(b1) ∩ V olume(b2)

V olume(b1) ∪ V olume(b2)
(1.16)

This metric will be used in the computation of the score of the track, as explained in Sec-
tion 1.2.2. Given its formula, it is clear that IoU becomes useful if the available bounding
boxes are sufficiently accurate. This means that a better bounding box approximation
should yield better tracking.
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1.5. Bootstrap Confidence Intervals

Bootstrapping is a "resampling" technique that allows to estimate the distribution of
a statistic, that is, an estimator of an unknown parameter. The name "resampling"
techniques refers to algorithms that resample with replacement from a random sample in
order to extract a specific type of information.

Let θ be an unknown parameter, and let θ̂ be the statistic used to estimate the parameter.
θ can be seen as a parameter of a population of independent and identically distributed
random variables that follow a probability distribution which in most of the cases is
unknown:

X⃗ = (X1, X2, ..., Xn)
iid∼ F

where F is the unknown cumulative distribution function of each component Xi of the
vector. As a consequence, θ depends on the unknown distribution represented by F and
θ̂ too, since θ̂ is a function of the random vector (X1, X2, ..., Xn).

A confidence interval for θ can be built by means of the following property:

IP[θ̂ − (θ̂α/2 − θ) < θ < θ̂ − (θ̂1−α/2 − θ)] = 1− α (1.17)

Here the convention used is that the index of the quantile indicates the area under the
distribution curve after the quantile. The main issue with this formula is that it cannot
be used because the distribution of the estimator θ̂ is unknown and so are its quantiles.

Supposing to have a sample x⃗ = (x1, x2, ..., xn), it is known, thanks to the Glivenko-
Cantelli Theorem, that the empirical cumulative distribution F̂ of this sample converges
asymptotically to F as n increases:

F̂
a.s.−−→ F

In addition to this, resampling with replacement from the sample x⃗ = (x1, x2, ..., xn)

allows for the generation of a new sample x⃗∗ = (x∗
1, x

∗
2, ..., x

∗
n). Let θ̂∗ be the estimator θ̂

computed over this specific random sample. The sample x⃗∗ has been "bootstrapped" from
x⃗, thus x⃗∗ is called "bootstrap sample" and θ̂∗ is called bootstrap estimator. It is clear that
θ̂∗ is a random quantity that depends on the bootstrap sample that is resampled from x⃗.
Since the numerousity of the sample is n, the number of different bootstrap samples that
can be resampled is nn. As a consequence, the bootstrap sample is uniformly distributed
over the nn possible sequences that can be obtained from resampling with replacement.

Supposing to draw all the possible bootstrap samples then it would be theoretically pos-



1| Theoretical Framework 17

sible to compute all the values of θ̂∗, from which the empirical distribution of θ̂∗ can be
derived. The Glivenko-Cantelli Theorem guarantees that the empirical distribution
of θ̂∗ converges asymptotically to the distribution of the estimator θ̂. Thus, the quantiles
of the distribution of θ̂, necessary for the computation of the confidence interval, can
be estimated through the quantiles of the distribution of θ̂∗, by exploiting the reasoning
above and the Glivenko-Cantelli Theorem.

The framework aforedescribed is called the Plug-in Principle, which indeed states that
it is possible to estimate a feature of an unknown distribution (e.g., mean, quantiles, ecc)
by estimating the same feature (e.g., mean, quantiles, ecc) on the empirical distribution.
The name Plug-in Principle comes from the fact that this principle allows to substitute
the "real world" in which θ is the unknown parameter and θ̂ the estimator, with the
"bootstrap world", in which θ̂ is the target and θ̂∗ is the estimator.

However, it is in practice unfeasible to draw all the nn random samples, thus the bootstrap
empirical distribution cannot be obtained in an exact way but it needs to be estimated
via Monte-Carlo sampling. Fixing a number B of random bootstrap samples drawn
by resampling with replacement from x⃗, thanks to the Law of Large Numbers it is
possible to state that:

IPF̂ (θ̂
∗ ≤ t) ≈ 1

B

B∑
b=1

1(θ̂∗(x⃗∗
b )≤t)

with x⃗∗
b
iid∼ F̂ b = 1, ...B

with F̂ being the empirical cumulative distribution function of the components of the
vector x⃗∗

b.

To sum up, the quantiles of the distribution of θ̂ can be estimated through the quantiles of
the distribution of θ̂∗ thanks to the Plug-in Principle and the Glivenko Cantelli Theorem.
Given the extremely high computational load that would be faced to compute the distri-
bution of θ̂∗, it is possible to estimate this distribution by coupling a bootstrap resampling
strategy with Monte-Carlo sampling, thus exploiting the Law of Large Numbers.

Once the empirical distribution of θ̂∗ has been estimated, the next step is to compute the
quantiles of this distribution and put them in place of the quantiles of the estimator as
the Plug-in Principle allows to do.

The confidence interval can now be rewritten replacing the unknown quantities in (1.17)
in the following way:

(θ̂α/2 − θ) ↔ (θ̂∗α/2 − θ̂) (θ̂1−α/2 − θ) ↔ (θ̂∗1−α/2 − θ̂)
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where θ̂∗α is the quantile of order α of the estimated empirical distribution.

To conclude, the bootstrap confidence interval obtained for the unknown parameter θ

becomes:
CIα(θ) = [2θ̂ − θ̂∗α/2, 2θ̂ − θ̂∗1−α/2] (1.18)

with θ̂ being the estimator computed on the original sample x⃗.
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2| Description of the Data Set

This chapter introduces the data set that will be used to validate the Multiple Hypothesis
Tracker that will be implemented. In addition to this, there will be a short discussion
about common issues that emerge in every tracking problem.

The provided data is a collection of information from 1 stereovision sensor, with detections
corresponding to approximately 750 frames, or one minute of activity, of a roundabout
in Kölliken, Switzerland. Data has been previously processed to provide points in 3D as
centers of detected objects and bounding boxes containing those objects. The Data is
organized as follows:

root(sensor specific)
Timestamp
TMatrixWorldToCam
TMatrixCamToWorld
ProjectionMatrix
Sequence

0
Detections
Image
Points
Security
Tracks

1
...

...

• TMatrixWorldToCam, TMatrixCamToWorld are used to pass object coordi-
nates from the reference system of the sensor to that of the world and vice versa;

• ProjectionMatrix is used to project 3D coordinates of objects in the bi-dimensional
reference system that allows visualization as image;

• Sequence contains data for every observed frame;

• Detections contain data about detected points and their attributes. They are
provided as a list of
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– [X, Y, Z] coordinates of the center

– length of the bounding box

– width of the bounding box

– height of the bounding box

– angle of the bounding box with respect to the horizontal axis

• Image is a grayscale representation of the observed scene. Normally, Viscando
sensors do not collect video data; instead, image frames are processed in real-time
in the sensor’s embedded computational unit and removed immediately thereafter.
This ensures the GDPR compliance of Viscando’s traffic measurement solutions. In
this particular case, the data was collected in Switzerland, where video collection
for development purposes was not prohibited at the time of collection. Collected
video (consisting of image frames) is solely used for research and improvement of
object detection and tracking algorithms;

• Points are point clouds corresponding to each detection;

• Security is a measure of the effectiveness of the stereo vision at a pixel, measured
as number from 0 to 255;

• Tracks are current outputs of Viscando’s algorithms, and they should not be used
in the this work, but can rather be a term of comparison.

The way the data are collected strongly affects the result of any type of tracking algorithm.
The well-known problems that are underlined in the literature can be found in this data
set too. It is important to describe and anticipate them because they represent the main
challenges to the multi-object tracking problem:

1. Fused Detections: in crowded scenarios, it happens that two pedestrians or other
road users and stationary objects are indistinguishable for the sensor and thus they
are detected as a unique object. An example of this defection is shown below in
Figure 2.1.
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Figure 2.1: Frame number 10. The blue bounding boxes represent objects that have been
merged.

This problem can cause tracks to be interrupted or it can result in a track that shifts
its target. Another example is also portrayed in Figure 2.3. This type of problem
has already been addressed in [11]. In this work a new strategy to identify the cases
in which this issue will appear and to maintain the identity of objects targeted by
the tracks will be proposed.

2. Occlusion of Objects: a common problem in tracking applications is how to track
a road user that becomes partially or completely occluded [6]. The main reason this
happens is the presence of obstacles. As in every urban scenario, also in this case
there are some obstacles that are partially responsible for occlusion but also for
some of the problems mentioned in this section. This is a complication that can be
solved as long as the occlusion does not last for too many frames: nearly all tracking
algorithms terminate a track with loss of identity after a long period of occlusion
[11]. In particular, in this context the main obstacles are road signs and statues in
the middle of the roundabout, as Figure 2.2 shows.
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Figure 2.2: The road sign and the statues in the middle of the roundabout are occluding
two vehicles.

3. Missing Detections: due to different reasons, like distance from the sensor or
inaccuracies in the sensor, an object might not be detected even if it is not occluded.
This is a problem at the basis of every tracking system, because it is very difficult to
determine the next position of the track without any data associated with it, unless
the Kalman Filter has converged. Even in this case, the position predicted by the
filter becomes too noisy and uncertain if the detection is missed for multiple frames.
An example of a missing detection that is not caused by the presence of obstacles
but by sensor accuracy is depicted in Figure 2.3.
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Figure 2.3: Frame number 131. One pedestrian is not detected, the others are merged in
a bounding box given their proximity.

4. False Detections: no sensor has an accuracy of 100%, meaning that sometimes
some detections do not represent real targets. These type of data usually generate
tracks that are called "False Alarms". False Alarm tracks are easy to spot and
eliminate if the noisy detections only exist for few frames, but they can create an
issue if they are present in consecutive frames. For example, it can happen that a
valid track of a real road user can jump to a nearby false detection and, as a result,
lose the real object. Figure 2.4 below shows an example of a detection coming from
a stationary object and not from a road user.
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Figure 2.4: Frame number 550. The blue bounding box shows a detection related to an
object which is not a road user.

As stated in the introduction, the assumption of this work is that the proposed algorithm
will be able to address these problems and solve them, outperforming the conventional
single hypothesis tracker in cases where the problems listed above make it hard to perform
correct associations.
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3| Implementation of the

Algorithm

This chapter is thought of as an explanation of how the algorithm to solve the tracking
problem has been implemented using Multiple Hypothesis Tracking (MHT), along with a
strategy for detecting fused objects. In particular, this strategy will use bootstrap confi-
dence intervals, which have been introduced and explained in Section 1.5. The following
section will show in detail how Multiple Hypothesis Tracking works.

3.1. Implementation of Multiple Hypothesis Track-

ing

As anticipated above, this section will go through all the steps that MHT consists of. The
fundamental elements of MHT are the following three entities:

• Road User: it represents the information coming from one detection as they are
described in Chapter 2. A road user can correspond to a pedestrian, a cyclist, or a
vehicle detected by the sensor.

• Track: This entity embodies the main characteristic of one track hypothesis. As
such, it will be characterized by the list of positions of the track and the list of
detections associated with the track, as well as the Kalman Filter for the track.
It is labeled with a unique ID and it also includes information on the tree it belongs
to. Moreover, a track has a status that describes its behavior: Active, Pending,
Inactive or False Alarm. Active tracks should represent targets that are in the
roundabout, while inactive tracks’ targets left the roundabout in previous frames.
Pending tracks refer to targets that might be occluded or for which the detection
might not be available, while False Alarms are those tracks that do not represent
road users.

Whenever a track is initialized, its status is set to active. If the track is not associated
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with any detection in one of the first three frames of activity, the track’s status is set
to False Alarm. After these three frames, whenever the track is not associated with
any detection, its status is set to Pending. A track can be pending for a maximum
of five frames, or twelve if the track has been active for a long time. After the track
has been pending for the maximum allowed number of frames, its status is either
changed to Inactive, if its lifetime is longer than twelve frames, or False Alarm if its
lifetime is shorter than twelve frames. The flow chart below shows how the tracks
can move from one status to another.

Initialization

Active Track

If no detection
is available

Pending False Alarm

If no detection
is available
for n frames

Inactive

Discarded

in first 3
frames

after 3
frames

detection is
available again

life > 12

life < 12

The choice of these parameters is arbitrary. In every tracking implementation the
strategies can be different, and they also depend on the scenario and on the precision
of the sensors. For instance, in [7], a track is considered inactive after fifteen frames,
but the framework considered is an only-pedestrian one. In [1], S. Blackman states
that track deletion is determined after a number of frames which can be typically 4
or 7 (it is 5 in this implementation, 10 in special cases), and track confirmation is
also determined by rules such as three detections in four frames.

• Tree This entity serves as the tree structure discussed in Chapter 1. It stores all
the tracks that belong to the same tree. Every tree is distinguished by a unique ID.
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A tree has a status which depends on the status of its tracks: Active or Inactive.
A tree is Inactive if all its tracks are inactive, otherwise it is considered Active.

Now that the entities have been listed and explained, it is possible to enter into details
and analyze how the algorithm actually works. The algorithm iterates over each frame
and extracts from the data set the rows corresponding to the detections belonging to that
frame. Chapter 2 describes what type of data every detection consists of.

Let k be the index of a current frame, the following are the operations that the algorithm
performs on such a frame:

• Iterate over the active and pending tracks. For each track, the subsequent steps are
made:

1. Associations: Associate detections of frame k with tracks using the criteria
described in Section 1.2.1, i.e.,a track is associated with all the detections that
fall in its gating area. More precisely, if the track has been created more than
12 frames ago, predict the next position of the track through Kalman Filter
and use this position as the center of the gating area. However, if the track
was initialized within the past 12 frames, use the detection associated with
the track at frame k − 1 as the center of the gating area without doing any
prediction because the filter still needs to start converging before being used.
This is not controversial since the frames differ by only 0.08 s, which implies
that the difference between the next position and the last position is very small
given the fact that the current scenario is an urban one. If other scenarios need
to be considered, for example a highway, it would be appropriate to increase
the size of the gating area whenever its center is not the predicted position but
the last detection associated with the track.

It is also important to mention that, since the Intersection over Union between
the track and the detection needs to be computed and the logarithm of this
quantity is a factor in the score of the track (Section 1.2.2), those associations
for which the Intersection over Union is zero have to be discarded. This is
not a typical condition in Multiple Hypothesis Tracking, since it is only due to
the type of appearance score used in this work. However, as mentioned above,
this constraint may be too tight in a non-urban scenario like a highway. In
such a scenario, it is fundamental to change the way Intersercion over Union is
computed: it is indeed appropriate to center the last associated bounding box
in the position predicted by the tracker at frame k and compare it with the
bounding box of the detection associated with the track at frame k. It might
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be necessary in this case to avoid computing this metric in the first frames of
the track, that is, when the filter of the track is not reliable in its predictions.

2. Score: For each association made in the previous step, compute the quantity
∆Si(k) (where i is the index of the current track) as described thoroughly in
section 1.2.2.

3. Update: Iterate over the detections associated with the track. For each asso-
ciation except the last one, create a copy of the current track and update the
filter of this copy with the new detection. In this way a new track hypothesis
has been created. This new track is stored in the same tree of the current
track, and it is declared incompatible with all the tracks in the tree and vice
versa. Moreover, if the detection has been previously associated with other
tracks, declare the new track incompatible with those ones and vice versa. The
current track is updated with the last association performed.

If the track has not been associated with any detection, set its status to Pend-
ing. If the track reached the maximum number of frames allowed for being
Pending, then set its status to Inactive or False Alarm, based on the lifetime
of the track, as explained above. If the track is Inactive and is incompatible
with no track, then the track can be considered a real target’s trajectory.

• Now all the tracks have been updated and their score is an index of how likely they
are to represent a real target. As a consequence, it is possible to compute the best
global hypothesis, solving the optimization problem described in Section 1.2.3. A
slightly modified version of the algorithm proposed in [15] is adopted to solve this
problem. The tracks considered for this step are the active ones and the inactive
ones that are still incompatibles with other tracks. Let Nk be the number of tracks
considered. At first, sort in descending order the tracks based on their score. Then,
iterate from the track with the lowest score to the one with the highest score. Let
i be the index of the iteration to be analyzed. Consider the subset containing the
tracks from the i-th from the bottom to the last track:

(vNk−i, vNk−(i−1), ..., vNk
)

the tracks are indicated with vj because in this optimization problem they repre-
sent the vertices of a graph, as explained in Section 1.2.3. The goal is to obtain
the clique with the highest score containing vNk−i (the score of a group of tracks
is the sum of the scores of its tracks, Section 1.2.3) on the subgraph induced by
(vNk−i, vNk−(i−1), ..., vNk

). Define a working set W0 made of the elements of the
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subset (vNk−i, vNk−(i−1), ..., vNk
) that are compatible with vNk−i.

W0 = (vNk−i, vNk−(i−1), ..., vNk
) ∩ tracks compatible with vNk−i

In the previous iterations the best cliques for all the elements in W0 have already
been found . This means that either one of this cliques is made of tracks compatible
to vNk−i, or a new clique needs to be found for the vNk−i. In both cases, it is necessary
to iterate on every element of W0. Let j be the first element of W0 and consider its
best clique, labeled as Cj. If Cj ⊆ W0, then Cj ∪ {Nk − i} is the temporary best
clique for vNk−i. Otherwise, put the current element in a temporary clique and build
another working set W1 given by the intersection of the current working set W0 and
the elements compatible with j-th track. Repeat the same operation, iterating over
the new working set W1. Eventually a clique for i-th track will be found, but it is
not guaranteed to be the best. This is why the same steps described above have to
be repeated starting from the second element of the working set W0. At the end,
only the best clique will be kept, since this is the desired output.

Once the clique for the last track, i.e.,the one with highest score, is found, then the
global hypothesis coincides with the clique with the highest score among the ones
that have been found.

In addition to the tracks in this clique, the inactive tracks that are incompatible
with no track enter the global hypothesis as well.

• After computing the best global hypothesis, it is possible to prune the trees using
the techniques described in Section 1.2.4. More precisely, iterate over all the Active
trees. If there is a track of the current tree in the best global hypothesis, prune the
tree using N-scan Pruning, otherwise prune the entire tree. In addition to this,
whenever a tree is too large, prune it by keeping only its Nbest tracks, i.e.,the first
Nbest tracks in terms of scores, after ordering them from the one with the largest
score to the one with the smallest.

When all the frames have been processed, the tracks in the best global hypothesis should
represent the trajectories of the real targets that have been in the roundabout. It is
important to underline that whenever a track becomes inactive it means that its target
has left the roundabout. As such, the track can be directly added to the global hypothesis
if it is compatible with all the existing tracks, otherwise it has to be involved in the
computation of the best clique.

The pseudo-algorithm below can help in better understanding how the algorithm works:
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Algorithm 3.1 Multiple Hypothesis Tracking
1: for k in 0,...,749 do
2: Extract Detections from frame k

3: for tracki in active and pending tracks do
4: Associate with tracki the detections that fall in its gating area
5: for detj in associatied detections do
6: Compute ∆Si(k) following instructions in Sec. 1.2.2
7: Update a copy of tracki with detj

8: end for
9: if No detections are associated with tracki then

10: Set the status of tracki to Pending
11: end if
12: if tracki has been pending for more than 5 frames then
13: if lifetime of tracki is less than 12 frames then
14: Set status to False Alarm
15: else
16: Set status to Inactive
17: end if
18: end if
19: end for
20: Solve Optimization problem to find best global hypothesis
21: for treen in active trees do
22: if no tracks of treen is in Best Global Hypothesis then
23: Prune all the tree
24: else
25: let trackn be the track in the best global hypothesis
26: prune tracks in treen that differ from trackn at frame k−N (N-scan Pruning)
27: end if
28: if if tree is too large then
29: prune tree keeping only the best Nbest tracks in terms of score
30: end if
31: end for
32: end for
33: The tracks in the best global hypothesis together with the inactive tracks that are

compatible with all existing tracks represent the targets in the roundabout

This is how MHT works in the implemented algorithm. It is important to underline that
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this version of Multiple Hypothesis Tracking is not able to deal with fused detections,
meaning that if in a frame there are two or more road users that are detected as one, a
problem that has been emphasized in Chapter 2, the tracks corresponding to the "fused
targets" will be likely to become incompatible, because in the event that the fused de-
tection fell into their gating area, they would both be associated with it, causing the two
tracks to become incompatible. This issue might have been taken into account by [7],
thanks to a property that has not been implemented in this algorithm: in addition to
the hypotheses generated as a result of the association phase, each track should generate
another hypothesis, corresponding to the case of missing detection. As a result, in the case
described above, the two tracks that are associated with the same detection (representing
two merged road users) should also have the possibility of not being associated with any
observation. Three observations need to be made regarding this strategy:

1. If the fused detection is present for multiple frames, as is constantly the case in the
data set analyzed in this work, there will be too many tracks that have been created
and that will compete for the same detections. In particular, the number of tracks
involved would increase exponentially: suppose that at frame k there are two tracks
that are associated with the same detection (representing fused objects), then at the
next frame there will be four tracks that would be very close to each other and that
would probably be associated with the same detection at frame k + 1; this means
that at the next frame there will be eight tracks competing for the same detection.
It is thus clear that the computational complexity of the algorithm would become
prohibitive even if a good pruning strategy is adopted.

2. In a scenario that is not densely populated, generating a new hypothesis with a
missing detection is not always necessary. There are cases in which road users are
sufficiently distant from any other type of road user; thus, there is no need for an
hypothesis of missing detection if the detection is actually available.

3. This strategy does not face the problem directly but it is a conservative strategy
that is generally adopted by the algorithm. It is thus necessary to develop a process
that tackles this specific issue, given its frequency in every urban scenario and its
gravity.

For these reasons, the proposed algorithm does not adopt this strategy but instead uses
another reasoning that exploits the information contained in the bounding boxes related
to the detections. In particular, the volumes of these bounding boxes are used to detect
if two objects have been merged into one detection, as the next section will thoroughly
explain.



32 3| Implementation of the Algorithm

It is worth mentioning that in very cluttered scenarios, like an only-pedestrian one, adding
one hypothesis corresponding to the case of missing detection can be useful, as [7] shows,
if coupled with a more aggressive pruning strategy.

3.2. A Strategy for Detecting Merged Objects

The aforementioned strategy implemented to detect cases of objects fused in the same
bounding box and to tackle this issue will be introduced and explained in this section. As
previously stated, a track hypothesis is a collection of positions that are derived from the
detections associated with it. Each detection also has information on the bounding box
of the object: the width, the length and the height. This information is a measurement of
the object’s volume. This means that each track also contains a sample of volumes of its
target, given by all the estimates of the object’s volume coming from previous detections.
The idea of the proposed strategy is to estimate a 95% confidence interval for the volume
of the target starting from this sample. The distribution of the data contained in the
sample is not known, and neither are the quantiles of the distribution. To overcome this
problem, it is possible to build the so-called Bootstrap Confidence Interval, a topic
that has been introduced and explained in Section 1.5. To quickly recall, the quantiles
of the unknown distribution are substituted by the quantiles of the distribution of the
estimator of the volume (Plug-in Principle), which in this case will be the sample
mean. This distribution is in turn estimated through its empirical distribution, obtained
by resampling with replacement from the given data set and computing each time the
value of the estimator (Bootstrapping). The collection of the values of the estimator
gives the empirical distribution, from which the quantiles are obtained.

Once the confidence intervals have been computed, they can be used for the purpose of
detecting merged objects. In particular, whenever two tracks are associated with the
same detection, a confidence interval for their volume will be computed. If the volume of
the bounding box of the associated detection is inside at least one of the two confidence
intervals, then the object is not considered fused. If the volume of the bounding box of
the associated detection is bigger than the upper bound of both intervals, then the two
underlying objects are considered fused. Indeed, it is possible to see from Figure 3.1 that
whenever two objects are merged into one detection, the volume of the resulting bounding
box is way bigger than the volume of either the previous boxes.
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Figure 3.1: Image on the left shows two separated road users. In the image on the right,
corresponding to the subsequent frame, the sensor fails to separate the road users, which
leads to a detection with a larger bounding box.

Given the fact that for each track a 95% confidence interval is computed, and given the
fact that two confidence intervals are considered together, the significance level reached
with this strategy is 90%. To achieve a 95% confidence level on the whole strategy, a
Bonferroni correction should be implemented and two confidence intervals with a 97.5%

level of significance should be computed.

If two objects are considered fused by the aforementioned scheme, then the algorithm
predicts the position of the two tracks representing the fused targets, and if the predicted
position is inside the fused bounding box, then this position is used as the next one for the
track and the Kalman Filter does not receive any data (the filtering step is skipped). On
the other hand, if the predicted position is outside the bounding box of the detection, then
the Kalman Filter of the track is updated with a weighted mean between the predicted
position and the position given by the detection:

New Position = 0.7 · Predicted position + 0.3 · Detection

The reasoning behind these weights is that the position coming from the fused detection
is not reliable because it corresponds to the center of a bounding box containing two road
users. This often implies that the position of the fused detection is in-between the fused
targets. As a result, it could be correct to give more weight to the predicted position
than to the detection. On the other hand, the predicted position itself could be wrong,
especially after a few frames in which the road users are merged, because in these cases the
variance of the filter tends to increase quickly. A weight of 0.7 for the predicted position
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and 0.3 for the detection seemed a priori to be a good trade off to reduce the errors that
might come from the detection and the prediction.

It is worth mentioning that if two tracks are considered fused for a certain number of
frames, in the subsequent frame, when they are no longer fused, the Intersection over
Union constraint is not applied to any association. In this way, hopefully, the tracks will
have the opportunity to reconnect with their target. As a matter of fact, if there is a
situation of fused detections that goes on for more than few frames, it is very likely that
the track will be significantly distant from the detections of its target. This is due to
the fact that the road users change direction or speed, or both, during the fusion period,
but none of these changes are detected if the road users are merged. As a result, the
Intersection over Union between the bounding box of the track and the one of the target
might be equal to zero once the "fusion period" is finished.

To conclude, the proposed algorithm couples Multiple Hypothesis Tracking with a strategy
to detect fused objects that is based on bootstrap confidence intervals for the volume of
the objects. The next chapter will show the results that this algorithm obtains when
tested on the data set described in Chapter 2.
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In this chapter the performances of the proposed algorithm will be analyzed. What follows
first is a brief introduction to get familiar with how the results will be presented.

4.1. Introduction to the Results

Before showing the results, it is more appropriate to specify some properties of the algo-
rithm and explain the type of plots that will be used to discuss and analyze its perfor-
mance. First of all, the results are referred to the algorithm that uses a constant speed
model as motion model for the Kalman Filter. Later on there will be a comparison
between constant speed and constant acceleration as motion models (Section 5.2). More-
over, the results shown in this section have been obtained with the parameters reported
in Table 4.1. It is worth recalling their meaning:

• dth: threshold for the squared Mahalanobis distance between a detection and the
position of the track, Section 1.2.1. It establishes the size of the gating area of the
track. The value is chosen according to [7];

• PD: Probability of detection. It represents the probability that an object that ap-
pears in the scenario will be detected by the sensor. It is involved in the computation
of the score of the tracks, Chapter 1.2.2. Its value is chosen a priori according to
[7];

• V: image area, estimated through available data on dimensions of the images. It is
as well involved in the computation of the score of the tracks, Section 1.2.2;

• N-scan: This parameter refers to the pruning strategy described in Section 1.2.4.
It establishes how many frames back in time the algorithm has to go to check if
there is a difference between the track in the best global hypothesis and another
track in the same tree, in order to decide if the other track can be kept or discarded.
Its value is chosen according to [7];

• Nbest: Number of best tracks to keep in case a tree is too large and needs to be
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pruned, Section 1.2.4. Its value is chosen according to [7];

Parameters MHT

dth PD V N-scan Nbest

6 0.9 480000 5 100

Table 4.1: Values for parameters of MHT

Now that the parameters have been fixed, it is possible to explain how the tracks will
be plotted in the following sections. As discussed previously, a track is a collection of
positions given by the Kalman Filter once the data has been fed to it. Moreover, together
with each position, the track also has a bounding box, which comes from the data. Given
this information, a possible way of representing tracks is by plotting all the positions
separately and subsequently, together with the correspondent bounding box, which will
be centered in the position of the track in that frame. Figure 4.1 is an example of a track
collecting the positions of a pedestrian approaching the crossroad.

Figure 4.1: Example of track visualization. Each subplot corresponds to a certain frame.
The represented frames are subsequent.

Every track that will be represented is a track in the best global hypothesis. Every image
will also portray a legend that refers to the status of the track during that specific frame.
In particular, the labels in the legend can be of four types:
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• Detection: This is the label for the first positions of the track. During its first
frames the track does not use the position given by the Kalman Filter because the
filter is not reliable yet. As a consequence, these positions are exactly equal to the
measurements coming from the detections. The color of the point will be pink;

• Filter Active: This label stands for a position that is the result of the filtering
process described in Section 1.1. The track has been associated with a detection,
that has been given to the filter which outputs its estimate of the state variable.
This estimate is the position of the track in that frame, which will be represented
as an orange dot;

• Filter Pending: In this case, the track is pending because it has not been associated
with any detection. Thus, its positions are the ones predicted by the filter. The
colour of the dot will be green;

• Filter Fused: It refers to a detection that the algorithm recognizes as two merged
objects, using the strategy discussed in Section 3.2. The colour of the dot will be
blue.

4.1.1. How to Analyze the Performance of the Tracker

A key topic for every tracking system is how to analyze the results once the system has
been applied to a data set. A very common approach is to use ground truth trajecto-
ries, that is, a set of trajectories that have to be considered true and should be compared
to the results to understand if the performance of the tracking system is sufficiently good.
In this work, ground truth trajectories are not available, so it is not possible to use the
general framework to assess the quality of the proposed algorithm. The construction of
ground truth trajectories is not an easy task, but more importantly, annotating the tar-
gets by looking at the pictures is not a reliable method, and it can present some cases of
ambiguities, as shown in [8]. Moreover, even if ground truth trajectories were available,
the lack of a standardized benchmark would make it hard to directly compare the differ-
ent tracking systems [9]. Last but not least, in real-time field testing the ground truth
trajectories are not available [14], thus developing an alternative strategy is a good idea.
For all the reasons mentioned, in this work ground truth trajectories will not be built and
thus will not be used to evaluate the proposed tracking system.

Since ground truth trajectories will not be available, the performance of the algorithm
will be analyzed by showing how it deals with problematic cases like the presence of fused
or occluded objects. In addition to this, even though ground truth trajectories are not
available, it is still possible to count how many tracks of the following two categories
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the tracker produces: False Positive and Identity Switches. According to [9], a False
Positive track is a track that does not match any ground truth trajectory, while an Identity
Switch occurs when a track shifts its target. As already stated, ground truth trajectories
are not available, but it is still possible to understand if a track falls into one of those two
categories by simply looking at it and checking which object is targeted by the track. If
the object is not a road user, then the track is a False Positive one. If the track changes
between two or more valid targets, then an Identity Switch has occurred.

That said, in the following sections the algorithm will be analyzed by looking at the
tracks given as output, detecting weak spots and common pitfalls as well as by assessing
its strengths.

4.2. Analysis of the Results

In this section the results obtained by the proposed algorithm will be discussed using the
methodology and the type of plots explained in the previous section. This section will
begin with visualizing the tracks that form the output of the tracking system from above,
reported in Figure 4.2.

The figure depicts all the tracks that are considered part of the best global hypothesis
after all the frames from the data set have been processed. The blue dot represents the
starting point of each track and the red the end point, as stated by the legend.

It is important to recall that the sensor from which the data are collected is in the bottom
right part of the roundabout, and that the traffic sign in the middle of the scene and
the statues on the roundabout constitute obstacles that cause objects to be occluded, as
discussed in Chapter 2 and as shown in Figure 4.3.
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Figure 4.2: Bird’s eye view of the output of the algorithm.
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Figure 4.3: Main obstacles that characterise the urban scenario in question.

Comparing Figure 4.3 and Figure 4.2 it is possible to see some patterns in the formation
of the tracks.

First of all, the presence of the traffic sign framed in Figure 4.3 creates an area where
the tracks are always interrupted, as it is possible to see from Figure 4.2 at the beginning
of the left lane of the bottom road. This is probably due to the fact that the detections
of the vehicles disappear behind the traffic sign and the tracks are not able to follow
their targets. However, by comparing subsequent frames, it is possible to notice that the
occlusion lasts for very little time. Figure 4.4 shows one case of a track that is interrupted
due to the fact that its target is hidden by the traffic sign.



4| Results 41

Figure 4.4: The vehicle starts to be occluded by the traffic sign. Its bounding box is
squeezing.

The final subplots in Figure 4.4 show that the bounding box of the object reduces its
dimensions due to the presence of the road sign that partially occludes the object, which
also causes the position of the target to be shifted backward. As a consequence, for the
tracking system this object is slowing down, while it is very likely that it is keeping its
speed constant or that it is accelerating, given that it exited the roundabout. When the
detections are no longer available, the filter predicts the next positions using a constant
speed model. What has just been said can be deduced from the profile speed of the track
under analysis, which is reported in the following figure:

Figure 4.5: Speed (in m/s) profile of the track represented in Figure 4.4.
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This plot shows the perceived deceleration phase and the constant speed phase. The
constant speed model does not manage to fill the gap created by the deceleration phase,
and the distance between the position predicted and the actual detection becomes large.
Considering also that the Intersection over union between the track’s bounding box and
a generic detection must be bigger than zero to perform association, the track is not
associated with the detection of the vehicle whenever it becomes available again. As a
result, the track loses its target.

The other obstacle that has been previously mentioned are the statues in the middle of
the roundabout, which make it almost impossible for the sensor to detect the objects
behind them. As a consequence, there is almost no track in that part of the roundabout
among the ones of the output.

It is thus evident that a major issue for this tracking system is dealing with occluded
objects.

In addition to what has already been noted, there are other tracks that are originated
by these obstacles and that can be considered "problematic". As a matter of fact, it is
clear from Figure 4.2 that in the output of the algorithm there are some noisy tracks,
corresponding to the ones that have both starting and ending points on the roundabout
or in between the two lanes of the bottom road. Those are very likely to be False Positive
tracks since in those spots there cannot be any road user. Later on there will be a
discussion regarding this type of track.

On the other hand, the Tracker manages to smoothly track some targets: pedestrians that
cross the street, vehicles that travel from the bottom road to the top road ( "bottom"
and "top" are referred to Figure 4.2), or vehicles that go around the roundabout and exit
from the road on the right. These are some examples of trajectories that are successfully
created by the tracking system.

The bird’s eye view allows for a first qualitative analysis and can be used to give an
overview of the results of the Tracker. Now it is better to go into details and see how the
tracker behaved in problematic situations.

4.2.1. Importance of Intersection over Union Constraint

Due to the Intersection over Union constraint, a track can be associated with a detection
only if the Intersection over Union (IoU) between the bounding box of the track and
the bounding box of the detection is larger than zero. A simple reason why this constraint
is necessary is that the logarithm of the intersection over union is part of the score of the
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track, as explained in Section 1.2.2. However, this case could be easily solved by assigning
a very negative value whenever the IoU is zero. The real reason the constraint is needed is
to better control the type of associations that are made. A Multiple Hypothesis Tracking
system relies on the gating area to look for the next position of the track, but if the track
is not associated with any detection for consecutive frames, the covariance of the filter of
the track increases and so does the size of the gating area, since its dimensions are given
by the level curve of the Mahalanobis distance, as shown in Section 1.2.1. The situation
described is verified, for example, when an object leaves the roundabout: no detections are
available anymore for the object, but the track predicts its positions for ten frames before
noticing that the object left the scenario. As a consequence, the covariance of the filter
explodes and the track might be associated with detections related to objects entering the
roundabout. Figures 4.6 and 4.7 are examples of this type of track. The two images show
the same track which associates two different targets: this happens because the original
target, i.e.,the white car, is leaving the roundabout and the black car is entering almost
at the same time.

Figure 4.6: Here the track is tracking a white car leaving the roundabout.
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Figure 4.7: Same track as Figure 4.6, but now the target is a black car.

The gating areas are not small enough to avoid these associations, and the result is a
track that switches its target (Identity Switch). It is clear that such a situation can be
solved by deploying the IoU constraint.

The only exception is made in the case of tracks associated with fused objects. As stated
in 3.2, if two tracks are associated for a long time with objects that represent two fused
road users, when the detections for the targets involved in this fusion situation are again
available, the IoU constraint is not applied. This is due to the fact that it is likely that
the track predicts positions that are slightly distant from the real ones, and when the
real ones become available again, the two bounding boxes might not intersect. Only in
this specific case, having the guarantee that a detection is available again, it is possible
to make an exception and avoid considering the IoU constraint.

4.2.2. Discussing Two cases of Fused Objects

It has already been stressed out that the proposed algorithm is also designed to handle
situations in which two road users are detected as one. To understand if these situations
are actually solved, the trajectories that the algorithm produces will be analyzed.

The first case is depicted in Figures 4.8, 4.9, 4.10 and 4.11. The figures represent a case
of fused objects, as it is possible to see from some of the depicted frames. In particular,
the cyclist and the pedestrian, for whom there are two separate tracks, are merged into
only one detection for a certain number of frames. The algorithm manages to understand
that there is a case of fused objects, as the blue dots in the corresponding frames show in
Figures 4.8 and 4.10, and is also able to keep the two tracks separated after the merging
is finished, as Figures 4.9 and 4.11 show.
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Figure 4.8: The track that is tracking the cyclist is associated with a detection that
includes two road users. The detection is labeled as "Fused".

Figure 4.9: Same track as Figure 4.8. After the merging, the track goes back to its target,
i.e.,the cyclist.
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Figure 4.10: Same situation depicted in Figure 4.8, but now the focus in this picture and
the next one is on the other pedestrian involved.

Figure 4.11: Track here is the same as 4.10. As for the other road user involved, after the
merging the track goes back to its object.

The two tracks keep tracking the same object and there is no identity switch or loss
of target thanks to the strategy based on Bootstrap Confidence Intervals that has been
described in Section 3.2. Without this strategy, the two tracks would have been considered
incompatible because they would have been associated with the same detection (i.e.,the
one representing fused objects). With this strategy the algorithm recognizes the situation
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and after the merging it keeps the two targets separated and tracked by their respective
tracks, as it is possible to see from the following plot:

Figure 4.12: The two tracks of 4.8 and 4.10 are plotted here. The two lines represent the
trajectories until the showed frame.

Despite fusion between the cyclist and pedestrian objects in several frames, the corre-
sponding tracks are not merged, switched or interrupted. This is a significant improve-
ment compared to a standard single-hypothesis tracker, which would have broken one of
the two tracks since only one detection is available.

The case shown is not an isolated one, because the algorithm manages to solve almost all
the situations in the data set of tracks associated with detections that are fused objects
using this probabilistic approach.

Figures 4.13 and 4.14 show another case, which involves a scooter and two motorcycles.
The proximity of the scooter and the motorcycles causes the detections for these road
users to be merged. The scooter is merged with both the motorcycles subsequently, so
the situation of fused detections stays for multiple frames.
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Figure 4.13: The scooter is crossing the street. The closest motorcyclist is merged with
the pedestrian in a unique detection. The algorithm classifies this detection as fused.

Figure 4.14: The situation of fused detections goes on also with the second motorcyclist.
When a detection for the scooter is again available, the track is able to reconnnect with
its target.

As it is possible to see from Figure 4.14, the track of the scooter does not lose its target
after it has been merged with two motorcycles. During the frames in which the track
is associated with a fused detection, the filter predicts the next position, and since this
position is inside the fused bounding box, the filter does not use the information on the
position coming from the bounding box, as explained in Section 3.2.

In the best global hypothesis there are three tracks for these three road users, which is
a great accomplishment of the algorithm, given the fact that for multiple frames distinct
detections for all three targets are unavailable. If a strategy to deal with this situation was
not deployed, the results would have been worse. To prove this, the algorithm was run
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on the same data set without the probabilistic approach that uses bootstrap confidence
intervals. The result is shown in the following figure:

Figure 4.15: The track that refers to the pedestrian is shifted to the motorcycle after
the two objects have been merged into one detection for multiple frames. This track is
obtained with the baseline tracker, that is, without using the bootstrap strategy.

Initially, the track’s target is the scooter, but after the merging, the target becomes the
motorcyclist. As a result, a new track for the scooter will be created, and the old track
for the motorcyclist will be pruned given its incompatibility with the track that is now
tracking the motorcyclist. It is fair to say that this is also due to the type of score that
has been designed for the tracks (Section 1.2.2), which uses only the Intersection over
Union as appearance score, without considering the shape of the bounding boxes.

Regarding the proposed algorithm, Figure 4.17 shows a top view of a part of the tracks
of the three road users involved in this case study, from their beginning to few frames
after the fusion. From these pictures it appears that the three tracks are kept separate,
but the smoothness of the tracks is affected by the absence of reliable detections, as the
trajectory of the scooter (the horizontal one) shows.
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Figure 4.16: Tracks of the pedestrian and the two motocyclists. They are separated
despite the presence of fused detections.

The two cases of merged objects analyzed so far are very similar and they have another
characteristic in common: the detection associated with the track of the pedestrian in
Figure 4.11 and of the scooter in Figure 4.14 when there are no more fused detections is
the closest available in terms of euclidean distance. Thanks to the Multiple Hypothesis
approach deployed in this work, the track is associated not only with the closest detection
available but also with other ones, and this helps the tracker identify the best option.
Looking at the tracks that have been pruned because incompatible with one of the tracks
mentioned before (pedestrian and scooter), it is possible to appreciate the importance of
Multiple Hypothesis Tracking in these situations: Figure 4.17 refers to the scooter, while
Figure 4.18 to the pedestrian whose detection is merged with that of the cyclist.
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Figure 4.17: In red, tracks pruned based on incompatibility with the real trajectory of
the scooter, which is plotted in green.

Figure 4.18: In red, tracks pruned based on incompatibility with the real trajectory of
the pedestrian, which is plotted in green.

We can see that the pruned tracks depart from the track that represents the real trajectory.
Each track is a hypothesis, and thanks to the procedure explained in Chapter 3, only one of
these hypotheses per target is kept, based on their motion and appearance characteristics.

4.2.3. General Results of the Algorithm

In the previous section, two particular cases have been analyzed. In this section, gen-
eral results will be presented and discussed, starting with a consideration regarding the
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distance between the associations and the tracks in comparison with a single-hypothesis
tracker. The two cases presented before show how the closest detection is not always
the best to be associated with the track. However, only nine tracks in the best global
hypothesis are associated with a detection that is not the closest one, and overall this
happens in a total of 13 frames. These digits make it clear that in most of the cases in
this scenario the best detection to be associated with a track is the closest one. As a
consequence, the usage of Multiple Hypothesis Tracking is not strictly necessary in most
of the cases, although it is very useful in these situations of fused detections if coupled
with a proper strategy, as shown in the previous cases.

As a matter of fact, the scenario in question is not a densely populated one, where multiple
hypothesis tracking could be useful in more situations. However, the computational effort
of the proposed algorithm is not high, since the processing of each frame requires less than
a second. As a consequence, using a Multiple Hypothesis approach does not slow down
the algorithm significantly enough to prefer a single hypothesis tracker, and it allows one
to take into consideration more than one trajectory in order to determine the one that is
most likely to represent the target.

Regarding the time complexity of the algorithm, it is possible to say that the association
phase, which includes the association of detections with the tracks and the update of the
score of each track, is the one that takes the most time on average: 0.91 seconds. In total,
all the frames are processed in an execution time equal to 699 seconds, which corresponds
to less than a second per frame on average (there are 750 frames in the data set). All
these values have been computed with the time module in Python, using the function
time.perf_counter(). The following table reports the average time deployed by the three
most important phases of the algorithm:

Computational Load

Phase Average time (s)

Association 0.91

Global Hyp. 0.02
Pruning 2.7x10−3

Total 0.932

Table 4.2: Summary of computational load of the proposed algorithm. "Global Hyp."
stands for computation of the best global hypothesis (Chapter 3).
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Now it is time to analyze more broadly the impact of the usage of bootstrap confidence
intervals, and the impact of the strategy to detect fused objects. In particular, it is
possible to produce a confusion matrix to quantify how many cases of merged objects
are correctly identified by the algorithm. To produce this table, all the cases in which
bootstrap confidence intervals have been computed have been analyzed and manually
labeled as cases of fused or not fused detections.

Confusion Matrix

True Labels

Predicted Not Fused Fused

Not Fused 64 8

Fused 122 76

Table 4.3: Confusion Matrix for the detections related to merged objects.

From the values reported in the table it is possible to compute the Accuracy and Recall
of this algorithm in detecting merged objects:

Accuracy =
tp+ tn

N
= 0.5185 Recall =

tp

tp+ fn
= 0.904 (4.1)

Where tp stands for true positive, tn stands for true negative and fn stands for false
negative. N is the total number of cases.

The recall is very high, meaning that the algorithm detects all the problematic cases.
However, the Accuracy of the algorithm in detecting fused objects is very low. Looking
in a better way at the cases in which these bootstrap confidence intervals are used to
assess if two objects are fused or not, it is possible to find two main reasons that cause
the accuracy to be this low:

1. There are cases of multiple detections for the same object. These multiple detections
create issues because they originate two different tracks for the same target, with
bounding boxes that are smaller than the dimensions of the object. These tracks
will eventually be associated with the same detection, since usually the situation of
multiple associations lasts for a few frames. As a consequence, bootstrap confidence
intervals will eventually be used to understand if the two tracks represent two objects
that are merged, and it is very likely that the answer based on those intervals would
be positive given that the size of the bounding boxes is smaller than the size of the
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object.

2. It happens that some noisy detections belonging to stationary objects become tracks.
These tracks do not refer to any real target (False Positive tracks) but they can be
associated with detections that actually belong to other tracks. In this case, the
bootstrap confidence interval may label this situation as a fused one, allowing the
False Positive tracks to remain in the scenario for more frames without being pruned.

These two situations are common in the data set and can be problematic. In general, this
means that the real problem to face is that these bootstrap confidence intervals are used
even in situations that do not require them to be computed. The bootstrap confidence
intervals only rely on one piece of information: the volume of the bounding boxes. It
is therefore clear that more than the strategy itself, what must change is the number of
times and the type of cases in which it has been used. Up until now, the only condition
to be satisfied in order to use these intervals is that two tracks have to be associated with
the same detection. This condition is not strict enough, as the following examples will
show. Figure 4.19 shows a track that is formed by noisy detections related to a traffic
sign:

Figure 4.19: Track originated by fallacious detections that are present for multiple frames.

This track is later associated with a detection coming from a truck, and given the dimen-
sions of the bounding box this is considered as two fused objects, as the following figure
shows:
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Figure 4.20: The false positive track of figure 4.19 is associated with the detection repre-
senting the truck, which is labeled as fused.

This track belongs to the output of the tracking system even though it does not represent
a road user. The association with the detection of the truck could have caused a switch
from the traffic sign to the truck, but this luckily did not happen in this context.

To conclude, the strategy with the bootstrap confidence intervals helps to solve all the
cases of fused detections but it suffers from producing too many false positives. This is
due to the fact that the comparison of the volume with the confidence interval of the
track is used too much. An improvement that can be made to this work is to consider
the introduction of constraints to understand when it is safe to use bootstrap confidence
intervals and when they should be avoided since the two tracks involved do not refer to
two distinct road users but rather to the same object or to a stationary object (not a road
user).

On this data set the advantages brought by this strategy are significant. However, the
approach can be improved to make the algorithm even more efficient in discriminating
the various cases of fused detections from cases of erroneous association.

To conclude the analysis of the results of the algorithm, it is important to mention that
for 30 targets, the number of tracks that the algorithm produced is 50. Among these
tracks, there are four cases of Identity Switch, that is, tracks that change their targets,
and eleven cases of False Positive tracks, that is, tracks that do not have a road user as
a target. Figure 4.21 shows an example of False Positive track, which is originated by
consecutive detections of a stationary object that does not represent any road user.
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Figure 4.21: Example of False Positive track

Moreover, from Figure 4.22 it is possible to see all the False Positive tracks from above.
It is clear from this picture that these tracks are the result of the presence of obstacles,
like the statues on the roundabout and the traffic sign.

Figure 4.22: Bird’s eye view of all False Positive tracks

As it is possible to see in Figure 4.22, the false positives mostly stay in place. The position
variance is small compared to other tracks that cross more or less the entire field of view.
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This ideally makes it possible to filter out these tracks in the after-filtering stage.

In addition to this, there are only two targets that do not have a corresponding track: both
of these targets are pedestrians that are joined in one detection with another pedestrian
for most of their lifetime, except for two or three frames. The main reason for the absence
of a track for these two pedestrians relies on the detections of those targets, which is not
available for most of their presence in the scenario.

To conclude, it is possible to say that the algorithm performs well on the given data set
and is able to solve cases of fused detections while keeping the number of identity switches
very low. The main weak spot is the extreme usage of the strategy that uses bootstrap
confidence intervals to solve cases of fused road users, which leads to some noisy tracks
interfering with tracks related to real targets. In general, the algorithm has promising
results, and it can be tested on other urban scenarios.
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In this chapter there will be a discussion about other strategies that have been initially
implemented to solve the tracking problems discussed in Chapter 2, before the introduc-
tion of the strategy based on bootstrap confidence intervals, which is part of the proposed
algorithm. As such, results related to the algorithm deploying these alternative strategies
will be shown. In every section it will be clearly stated which version of the algorithm to
refer to. Some versions of the algorithm will be used to analyze a certain strategy, and
others will be used to make comparisons with the proposed algorithm.

Last but not least, there will also be a comparison between two different motion models
that have been tested: Costant speed model and Costant Acceleration model.

5.1. Speed and Acceleration Limits

One approach that has been considered to address problems caused by false or fused
detections is the introduction of constraints in the association phase. These constraints
were thought to avoid any type of unfeasible association, and were mainly focused on
keeping under control the speed and acceleration of each track. As a consequence, the
tracking system used in this section does not deploy any strategy to detect fused objects.
This is mainly due to the fact that these constraints are thought to prevent the tracks
from associating with numerous detections, and thus the assumption is that the detections
representing fused objects will not be associated with the tracks, given the fact that they
are often misleading both for the size of the bounding box and for the center of the
bounding box, that is, the possible next position of the track.

Last but not least, the Kalman Filter used by the tracking system under analysis in this
section deploys a constant speed motion model to create the trajectories.

5.1.1. Reasons behind Introduction of Kinematic Constraints

In Chapter 4, it has been mentioned that without the implementation of a strategy for
detecting fused objects, the tracker would very likely create tracks that lose or switch
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their targets in those situations. In particular, Figure 4.15 shows one of these cases. It
is possible to analyze the acceleration profile of such a track, by plotting it as it evolves
across frames:

Figure 5.1: Acceleration (in m/s2) of track in Figure 4.15.

The figure shows that the track has an unfeasible acceleration of more than 12 m/s2 in
just one frame.

This is not the only case that led me to think that kinematic constraints could be useful.
Another one is represented by a track that shifts its target from a traffic sign to a vehicle.
The track is shown in Figure 5.2 and it represents a problem that is not completely solved
in the proposed algorithm as well, as discussed at the end of Section 4.2.3.
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Figure 5.2: Beginning of the track represented by some noisy detections in correspondence
of a traffic sign.

Figure 5.3: The same track of Figure 5.2 now shifts to a white car that was occluded
before.

Image 5.2 shows that initially the track is a collection of erroneous detections that hap-
pened to be in consecutive frames and thus to be considered like a real target. In partic-
ular, the presence of a big vehicle like a truck and a stable obstacle like a traffic sign gave
origin to these false detections. The main problem is that, as emerges from Figure 5.3,
the track is then joined with a white car. This is a result of the fact that the detections
from the sign move downward in the image, originating the subsequent problem of the
union of a real target (the white car) with a false alarm. Nevertheless, it is clear that in
only 0.08 s, which is the time difference between two consecutive frames, no object can
move from the traffic sign to the car. Looking at the plot of speed of this track (Figure
5.4), it is possible to notice that between frames 20 and 30 the value of speed increases
dramatically: from approximately 0 m/s to more than 3.5 m/s in just 0.08 s, giving an
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acceleration of around 4g, not feasible in a traffic context.

Figure 5.4: Profile of the speed (in m/s) of the track reported in figure 5.2 and 5.3.

A condition on the speed of the track may help to avoid this unfeasible behavior.

5.1.2. Results

To solve the problems discussed above, speed and acceleration limits have been introduced.
In particular, the following approach was proposed: whenever a detection is in the gating
area of a track, the acceleration and speed the track should have to reach the new possible
position are estimated. If the speed is above 15 m/s or the acceleration is above 6 m/s2

then the association must be discarded.

With these constraints, the number of times a track has been associated with two or more
hypotheses is only 4. In total, the speed constraint was not satisfied 620 times, while the
acceleration constraint was not respected 541 times.

The constraints are effective in contrasting the formation of problematic tracks like the
one shown before (Figure 4.15). On the other hand, a huge drawback of this approach is
that some tracks may be interrupted. This can happen with large vehicles because the
detections of these targets can shift from the back to the front of the vehicle due to their
sizes. As a result, the tracks of big vehicles like trucks or vans might be interrupted.
Figure 5.5 is an example of a large vehicle having detections from two consecutive frames
that are too distant, causing the correspondent track to be interrupted.
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Figure 5.5: Two consecutive detections for the same vehicle.

This situation is not so common but it occurs at least once for almost all big vehicles
in the roundabout. Figures 5.6 and 5.7 show another case of a track being interrupted
because of the shift in detection related to the target (even though in the case depicted in
the two figures, the large distance between the camera and the target might have played
a role).

Figure 5.6: Track of the white van finishes abruptly.
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Figure 5.7: Another track for the white van is started and will continue until the van will
leave the roundabout.

To summarize, the introduction of speed and acceleration limits helps to avoid unfeasible
associations that could lead to unfeasible values for speed and acceleration of the tracks,
but makes the algorithm way less flexible. The number of tracks created is now 81, with
a lot of fragmented tracks, whereas it was 50 without constraints. This is mainly due to
the fact that the detections are noisy. As a consequence, by not allowing the Kalman
Filter to receive this noisy data, the algorithm is not able to filter out the noise and the
estimation of speed and acceleration based on these noisy data becomes fallacious. It is
possible to say that the tracker with constraints is a model that is less able to capture the
variability in the data, and thus it cannot perform in a proper way its task of tracking
the objects in the given scenario.

Moreover, the introduction of these constraints was motivated by looking at cases coming
from a specific data set. As a consequence, even if some tracks might be improved thanks
to these new constraints, the approach is not guaranteed to be valid with another data
set. In other words, in a new data set, the problems related to unfeasible values for speed
and acceleration might not be present at all or might be very rare. This means that these
constraints cannot be considered helpful in a generic tracking system since they have been
introduced as a strategy to solve some problems detected when testing the MHT system
on the given data set. However, it was useful to test this approach in order to understand
its advantages and disadvantages.
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To conclude, it is better to avoid the introduction of this type of constraints in a tracking
system given the fact that they are very likely to make the model less flexible and less
able to adapt to the data.

5.2. Comparison of Motion Models

In this section the differences between the two motion models described in Section 1.3 will
be explored, with a focus on the tracks that the two motion models produce. In particular,
there will be a distinction between the case in which the speed and acceleration limits are
deployed and the case in which they are not. The assumption is that in the case where the
kinematic constraints are not used, the two motion models should behave very similarly,
while in the case with speed and acceleration constraints the outcome is more unclear.

5.2.1. Case with kinematic constraints

The first case that will be analyzed is the one with kinematic constraints. This means that
the two tracking systems that will be compared in this subsection use a constant speed
motion model and a constant acceleration motion model respectively, but both deploy the
kinematic constraints discussed in Section 5.1 and thus neither of them uses the strategy
to detect fused objects based on bootstrap confidence intervals.

One major difference that can be detected when comparing the tracks produced by the
two different models is that with the constant acceleration model there are more cases of
fragmented tracks, probably due to the presence of the speed and acceleration limits that,
by preventing some associations, do not allow the Kalman Filter to filter out the noise in
some data.

As an example, two tracks produced by the tracker that uses a constant acceleration model
will be analyzed. These two tracks are abruptly interrupted even though some detections
for the underlined targets are still available. In particular, the constant speed model did
not experience fragmentation in correspondence of the two tracks that are reported below.

1. The first case is that of a white van in the middle of the roundabout. Figures 5.8 and
5.9 show that the tracker does not continue tracking the target but stops, probably
because either the speed or the acceleration limit are not satisfied. As a result, the
Kalman Filter predicts the next positions only by using the constant acceleration
model, which gives the vehicle a larger speed than in reality. The plot of the speed
of the van in Figure 5.10 shows that the speed follows a trend that is typical of a
constant acceleration model, even though before starting this trend it is clear that
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the van was not accelerating.

Figure 5.8: The track is interrupted even if the vehicle did not leave the roundabout.

Figure 5.9: A new track is started for the same target of 5.8.
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Figure 5.10: Speed (in m/s) of the track in Figure 5.8.

2. Same scenario as previous point, also in this case one track is interrupted (Figure
5.11 and 5.12) and a new one is started (Figure 5.13)

Figure 5.11: Track of a black car
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Figure 5.12: End part of track in Figure 5.11. The track is interrupted, but some detec-
tions are still available, as the next figure shows.

Figure 5.13: New track but same target of the previous two pictures.

This frequent fragmentation in the tracks is usually not observed in the tracker that uses
a constant speed model. On the other hand, if the detections are not available because
the object is occluded or two objects have been merged, the same situation may also
happen with the constant speed model. This is the case of the scooter that has been
discussed previously. The situation is depicted in Figures 5.14 and 5.15. From the plot of
the velocity of the track (Figure 5.16), it is clear that the acceleration phase is interrupted
in favor of a constant speed trend, which causes the track to lose the target.
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Figure 5.14: The track becomes pending because the detection merges two objects and
thus does not respect speed and acceleration limits.

Figure 5.15: The constant speed model tries to catch up the target but it underestimates
the speed of the object.
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Figure 5.16: Plot of the speed (in m/s) of track in Figure 5.14. The acceleration phase at
the end is interrupted, the speed becomes constant.

Both the models cannot handle a significant number of frames without individual detec-
tions associated with the track because the two motion models deployed are very basic,
particularly when it comes to describing the motion of vehicles in a roundabout, where
the speed and acceleration of the vehicles can change a large number of times. Between
the two trackers, the one with a constant speed model seems to perform better than the
one with constant acceleration when kinematic constraints are deployed. In the former,
the tracks are interrupted either due to the presence of obstacles or to the fusion of two
or more targets. In the latter, the fragmentation is slightly more frequent, as can be seen
by comparing the number of tracks created by the tracker using the two motion models:
81 for the constant speed model and 90 for constant acceleration.

This difference emerges also when comparing the plots of the tracks in the best global
hypothesis with a top-view plot: Figure 5.17a for the constant speed model, Figure 5.17b
for the constant acceleration model.



5| Additional Experiments 71

(a) constant speed model (b) constant acceleration model

Figure 5.17: Comparing tracks of two motion models from above

5.2.2. Case without kinematic constraints

Now the two tracking systems that will be compared are the ones that use the strategy
based on bootstrap confidence intervals to detect fused objects and that do not deploy any
kinematic constraints. The motion models of the two tracking systems are, as explained
before, the constant speed model and the constant acceleration model.

The algorithm proposed in this work will thus be compared with an almost identical
version, with the only difference being the type of motion model implemented for the
Kalman Filter. The main reason why this different motion model was tested, despite
the fact that the proposed algorithm manages to solve most of the problematic cases that
characterize the given data set, was to see if a different motion model could perform better
in cases of occluded objects.

As discussed at the beginning of Section 4.2, the traffic sign and the statues in the middle
of the roundabout (Figure 4.3 in Section 4.2) are the two main groups of obstacles that
cause occlusion of objects and interruption of tracks. The case of the traffic sign is very
unlikely to be improved by a new motion model since the objects that get closer to the
road sign are not well detected by the sensor, as shown in Section 4.2 by Figure 4.4. The
bounding box is squeezed and the position of this box is going backward. The object is
perceived as if it is decelerating, as Figure 4.5 shows, and a constant acceleration model
will not improve this situation because it will continue the decelerating phase. These
interruptions are generated by the quality of the detections (position and bounding box)
and the fact that the Intersection over Union is required to be greater than zero to perform
associations between tracks and detections.
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The case of the statues on the roundabout is also very difficult to improve, due to the
distance of the sensor from the area of interest and the nature of the obstacles, which
occupy a large part of the scenario. However, for the sake of completeness, it is better to
test the algorithm with this motion model, to see the results.

The tracks obtained from the two tracking systems are very similar; there are only a few
cases where they differ, and one of these is the track of a vehicle that is interrupted in the
constant speed case because the vehicle is occluded for a few frames by the statues on the
roundabout. The constant acceleration model manages to track it even though the track
is very noisy, due to the presence of the obstacles. Figure 5.18 shows a bird’s eye view of
the track under analysis computed with both CA and CS motion models, with the latter
case resulting in two tracks and not a unique one due to the obstacles.

Figure 5.18: Bird’s eye view of the vehicle track computed using CA and CS motion
models. In both cases, the trajectory is very noisy behind the statues and towards the
end.

This is the only case among the ones of trajectories that occupy the region behind the
statues of the roundabout, so it is not possible to conclude that the constant acceleration
motion model helps in solving these problematic cases.

Regarding general results on the tracking system, with the constant acceleration model
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9 False Positives tracks are produced, while the number of False Positives tracks with
the constant speed model is 11. Moreover, with the constant acceleration motion model
there are 5 cases of Identity Switches and 3 targets that are not tracked by the tracking
system, while with the constant speed model there are 4 cases of Identity Switches and 2
non-tracked targets. Table 5.1 shows these results for an easier comparison.

MHT with CA model MHT with CS model

False Positives 9 11

Identity Switches 5 4

Non-tracked objects 3 2

Table 5.1: Comparison of motion models
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Improvements

In this section, conclusions regarding the proposed algorithm will be drawn and possible
improvements will be mentioned.

The proposed algorithm uses Multiple Hypothesis Tracking (MHT) to track different road
users in complex urban scenarios. In particular, the algorithm adds to the classical MHT
approach a constraint in the association phase and a strategy to detect fused objects based
on bootstrap confidence intervals. The former consists of requiring that the Intersection
over Union between the bounding box of the track and the bounding box of the detection
to be associated with the track must be bigger than zero. The latter is used whenever two
different tracks are associated with the same detection: two confidence intervals of the
volumes of the objects targeted by the two tracks are built based on previous associations;
if the volume of the new detection to be associated with the two tracks is outside both
the confidence intervals, then the detection is flagged as a fused object, i.e.,it is likely that
two road users have been merged into one unique detection by the sensor capturing the
images.

The algorithm uses a constant speed motion model to describe the motion of the road
users. Even though this motion model is too general and does not account for the motion
properties of different objects, there are no problems that can be traced back to it.

The main contribution of this work is the implementation of a tracking system that uses
Multiple Hypothesis Tracking in a complex urban scenario, that is, a scenario that is
not characterized only by pedestrians, together with the design of the strategy to detect
merged objects. By testing this algorithm on a data set containing detections coming
from a video of a roundabout in Switzerland, it was possible to show that in most of
the cases MHT is not necessary and the best hypothesis is the one that associates the
closest detections. However, MHT played a key role in specific situations, like the cases
of merged objects, as shown in Section 4.2.3. In addition to this, the strategy designed
to tackle the problem of merged objects has proven successful. The algorithm is able to
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solve all the cases of road users fused in one detection for multiple frames: not only have
these cases been correctly flagged as fused, but also the corresponding tracks remained
separated and there was no case of identity switch, i.e.,the tracks did not change their
targets as a consequence of a road user fused with another one in one detection.

In addition to this, the effect of kinematic constraints on the output of the tracking system
has been analyzed. This type of constraints are meant to control the type of associations
that are performed by the algorithm, preventing the ones that would cause speed or
acceleration to have unfeasible values in an urban context. The conclusion is that these
constraints make the algorithm way less flexible, reducing the capability of the tracking
system to capture the noise in the data and filter it out. As such, this type of constraints
should always be avoided and the model should perform the associations that fall in the
gating area of the tracks, as a classical MHT system requires.

Regarding the improvements, there are a few things that can be mentioned. First of
all, the strategy that uses bootstrap confidence intervals to detect fused objects works
well but has been overused up until now. A tighter control should be implemented in
order to guarantee that the strategy is used only when two distinct tracks, targeting two
different road users, are associated with the same detection. The cases in which two tracks
belonging to the same object are associated with the same detection or the cases in which
the track of a stationary object (e.g., a road sign) is associated with the same detection
of a real road user should not be considered as possible cases of fused detections, and
thus the confidence intervals should not be computed and used. This happens in this
particular dataframe and helps tracks that should be discarded remain active and enter
the best global hypothesis. Once this control has been carried out, the strategy could
reach higher accuracy in detecting fused objects.

The second improvement that can be mentioned is about the appearance score, which in
this framework is the logarithm of the intersection over union between two bounding boxes:
the one of the track and the one of the associated detection. This score is very simple
and does not take into consideration the shape of the bounding box. A possibility could
be to follow the strategy described in [7] and implement a classifier that uses the previous
bounding boxes to understand if the bounding box of the new detection is coherent with
the previous ones.

Last but not least, it is worth remembering that the proposed algorithm behaves poorly
with occluded objects. Perhaps it could be possible to understand if an object is going
into an area where it will be occluded by looking at the size of the bounding box. As
noted in the case study discussed in Chapter 4, whenever a vehicle approaches an area



6| Conclusion and Further Improvements 77

hidden by the road sign, its bounding box squeezes. This situation could be spotted by
comparing the size of the bounding box with the confidence interval of the volume of the
track. Once the algorithm is able to recognize a case of occlusion, then it will be easier
to solve this issue.

In general, it is possible to say that the algorithm performs well in tracking objects in
urban scenarios and is able to overcome most of the problematic cases that come from
this type of data, especially the cases of road users fused into one detection, thanks to a
specific strategy implemented to tackle this problem. The Multiple Hypothesis Tracking
system coupled with the strategy that uses bootstrap confidence intervals to detect cases
of merged objects can help in improving the tracking performances of single hypothesis
trackers and in achieving high accuracy in tracking the objects in any urban scenario.
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A| Appendix A

Computations to prove that the motion score has the formula reported in 1.14. As showed
in Section 1.2.2, the increment in the motion score between one frame and the following
one is given by the subsequent formula:

∆Si
mot(k) = ln

(
p(yik |yi1:k−1

, Di1:k ⊆ Ti)

p(yik |Dik ⊆ B)

)
(A.1)

The assumptions on the probability distributions that appear in the equation above are:

p(yit |yi1:t−1 , Di1:t ⊆ Ti) = N (yit ; x̂
i
t,Σ

i
t) p(yit|Dit ⊆ B) =

1

V

where x̂i
t is the position predicted by the Kalman Filter, Σi

t is the covariance matrix of
the filter at time t and V is the measurement space, i.e.,the image area.

To begin, write in an explicit way the probability distribution N (yik ; x̂
i
k,Σ

i
k):

p(yik |yi1:k−1
, Di1:k ⊆ Ti) =

1√
(2π)n|Σi

k|
exp

(
(yik − x̂i

k)
T (Σi

k)
−1(yik − x̂i

k)

2

)
with |Σi

k| being the determinant of Σi
k. It is worth noticing that the numerator of the

exponent is the expression of the gating area of the tracks, showed in equation 1.13,
which has been labeled as d2. This notation will be adopted here too. By replacing
the expressions of the probability distributions in A.1 and by using the properties of the
logarithm it is possible to obtain the formula expressed in 1.14:

ln
(
p(yik |yi1:k−1

, Di1:k ⊆ Ti)

p(yik |Dik ⊆ B)

)
= ln

(
V√

(2π)n|Σi
k|

exp
(
d2

2

))
=

= ln

(
V√
(2π)n

)
+ ln

(
1√
|Σi

k|

)
+ ln

(
exp

(
d2

2

))
=

= ln
(

V

(2π)
n
2

)
− 1

2
ln(|Σi

k|)−
1

2
d2 = ∆Si

mot(k)
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