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Abstract

In recent years the generation of renewable energy from bio-inspired systems came into the
spotlight, with the goal to mimic the efficient energy conversion mechanism performed
by natural organisms as higher plants, cyanobacteria and algae. Such systems exploit
chromophores as chlorophylls (Chls) and carotenoids located in peripheral antenna com-
plexes to capture the solar energy and transfer it to a pigment-protein complex, called
reaction center (RC), in which charge separation and the subsequent photosynthesis chem-
ical reaction take place. All these excitation energy transfer (EET) processes occur on
an ultrafast timescale and their study is of crucial importance in order to, on the one
hand, to understand natural photosynthesis and on the other hand derive design rules for
artificial light-harvesting complexes. In order to temporally and spectrally characterize
the EET processes, a combination of high temporal and spectral resolution is required.
The two-dimensional electronic spectroscopy (2DES) technique is well suited for this aim
since it generates time-resolved 2D correlation excitation/detection frequency maps typ-
ically with sub20-fs time resolution. In the first part of this work, we adopted 2DES
to characterize the EET mechanism in natural photosystems in which Chls red forms
(RF), absorbing at lower energy with respect the RC, are involved; specifically, we study
photosystem I (PSI) in cyanobacteria and higher plants. In both systems, our results
put in evidence an ultrafast energy equilibration between Chls bulk and red forms charc-
terized by two time constants; the first one <5ps describe EET from the bulk to Chls
RF, typically refereed as downhill EET. The second one <1ps represents back transfer
from the Chls RF to Chls bulk, typically defined as uphill EET. These results show the
efficiency of the EET processes among Chls and demonstrate that Chls RF participate to
the photosynthesis chemical reaction. In natural systems, there are some aspects as fast
charge recombination and spatially limited EET that make the system unoptimized. The
first aspect drastically reduces the effective fuel yield obtained from the photosynthesis
chemical reaction. In this view, bio-inspired photosystems that mimic the structure of the
natural one, are synthesized to increase the recombination time from hundred ps to the
ns time scale. Here we report an ultrafast spectroscopy study of the so-called quantasome

system, that uses Perylene Bisimide (PBI) as light harvesting antenna and a Ruthenium



Polyoxometalate (RuyPOM) as a catalytic cofactor. Following photoexcitation of PBI,
ultrafast charge separation leads to the generation of charges in the antenna (PBIT and
PBI™). The time-evolution of both species show a common dynamic till 800fs, in which
the formation and consequent localization of the charges take place. Then, in 8ps, we
observe an hole transfer from PBI™ to RuyPOMT™. The recombination time is estimated
longer than 1.5ns that demonstrates a long-lived charge separation. The other aspect
that can be improved for the production of innovative light harvesting devices is the dis-
tance at which EET between molecules can take place, beyond the typical limit set by
the Forster radius (10nm). To this aim, we study possible EET between donor/acceptor
molecules spatially separated by 2um with spectrally separated excitonic states. This long
range EET can be achieved when the two molecules are confined in an optical microcavity
and both excitonic states are strongly coupled with the same cavity mode. This regime
promotes the formation of three hybrid polaritons states, named upper polariton branch
(UPB), middle polariton branch (MPB) and lower polariton branch (LPB). Following the
excitation of the UPB state, 2DES enabled us to observe an ultrafast energy delocalization

that promotes a direct connection between the molecules.
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Introduction

0.1. From Natural to artificial light harvesting sys-
tem

A light harvesting complex can be defined as any ensemble of molecules or materials that
allows to capture and convert the light energy into another forms as chemical energy (pho-
tosynthesis in plants) and electrical energy (photovoltaic panels). This possibility opens
up the investigation of different materials to yield renewable energy or optimize electrical
processes. In this view, the high energy conversion efficiency performed by photosynthetic
organisms providing a reference architecture for the design of specilized light harvesting
systems|1, 2|. In particular, systems able to as higher plants, cyanobacteria and algae, are
good examples of molecular absorb, drive and convert solar energy[3]. In general, they
exploit a combination of two pigment-protein complexes called Photosystem I (PSII) and
Photosystem I (PSI) in order to compute oxide-reduction chemical reaction of the water.
Such systems are composed of two functional and structural moieties: an external part
called light harvesting complex (LHC) antenna that surround the second part called Core
where the Reaction Center (RC) is located. Such systems are harbored in the chloro-
plast membrane and the chromophores that mainly harvest the light are carotenoids and
chlorophylls (Chls) [4]. Figure 1 shows a schematic representation of the PSII and the
PSI complexes with a guideline of the photosynthesis process. Specifically, when the solar
energy interacts with both systems, it is absorbed by the LHC antenna and transferred to
the RC. Here, the primary chlorophylls of PSIT and PSI called P680 and P700 respectively
are excited by forming an electron-hole pair. The name of these molecules comes from to
the optical wavelength at which they absorb; 680nm for P680 and 700nm for P700. The
photogenerated electron in the P680 is then transferred to the PSI where it recombines
with the hole of the P700 . In this way, the system creates a well separated hole-electron
pair (hole in PSII and electron in PSI) that can induce chemical reactions|1]|. In partic-
ular, the hole in the P680 works as a precursor for the water oxidation described by the
chemical reaction: 2H,O+4h*—0O,+4H™. The hydrogen ions obtained from this mecha-

nism are then reagents of the second chemical reactions with the photoesxited electrons
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4H*
Z-Scheme in Reduction site D .
Natural Organisms 2H,

hv

LHC

4H*+0,
R S . Oxidation site
2H,0

Figure 1: Z-Scheme in natural organisms with representation of the charge transport from PSII
to PSI supercomplexes. When a photon is absorbed by the light harvesting complex (LHC) of
both photosystems, it will be transferred through pigment-protein complexes (green buttons)
through the reaction center by generating an electron/hole pair in the P680 (for PSII) and
P700 (for PSI). The photexcited electron of the P680 travels trough the membrane in order to
quenched the hole of the P700. The P680 remaining hole is used to performed water oxidation
and the electron in the P700 is used for the reduction of the hydrogen

in the P700 by producing hydrogen: 2H*+4e™—2H,. Several studies are conducted on
these light harvesting systems in order to spectrally and temporally characterize energy
conversion processes and the role of each chromophore |5, 6]. Particular interest is ded-
icated to a group of low-energy Chls usually called red forms (RF) that absorb at lower
energy with respect the RC [7]. Such Chls increase the light harvesting capacity of the
system, but their role during the photosynthesis process still presents some uncertainty.
In particular, their amount and location are different in various organisms and this as-
pect can impact the photosynthesis process [8]. It is already been observed that some
aspects as fragility, favorable charge recombination and excessive intensity solar energy,
negatively impact on the effective fuel obtained from the photosynthesis. For this rea-
son, several studies are oriented to synthesize robust bio-inspired systems to mimic the
energy conversion efficiency of the natural one and overcome the negative aspects. In this

view, semiconductors materials represent the best choice to reproduce the PSI and PSII
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photophysiscs[9]. In particular, the charge separation created in the P680 and P700 can
be reproduced by irradiating a semiconductor where an electron/hole pair can be created
in the lower energy state of the conduction band/higher energy state of the valance band
respectively. At this point, the photoexcited charges can be transferred in order to per-
form oxidation and reduction chemical reactions. Such designed systems show a longer
charge recombination time that consequently increase the effective fuel [10].

In this context, there are other characteristics that make the natural photosystems not
optimized. One example is the excitation energy transfer (EET) process occurring within
two chromophores. Specifically, the limitation of the EET distance between molecules set
by Forster theory, shows that the distance between them can not be more then 10nm .
Recent studies of donor/acceptor molecules confined in optical cavities, shows that long
range EET processes is possible when both molecules are strongly coupled with the same
cavity mode, by generating new hybrid states called polaritons [11|. Such new states can
assist EET from the donor to the acceptor molecule. It is observed that this coupling take
place also when the molecules are spatially separated by pum spacer by demonstrating the

presence of a long range energy transfer|[12].

0.2. Experimental Methods

In order to evaluate the energy conversion efficiency in different light harvesting systems
(natural and artificial), it is necessary to have experimental methods that track their dy-
namical properties. In this field, time-resolved nonlinear spectroscopy techniques emerged
as the powerful tool in order to reach this goal|13].High temporal resolution can be ob-
tained by using broadband laser pulses that can be compressed up to < 10fs (in the
visible spectral range)[14]. Pump probe spectroscopy represents the more versatile tech-
nique adopted for catching dynamical properties in a generic system [15]. Specifically, in
this method, the system interacts with two delayed laser pulses by providing an nonlinear
emission from the sample. Figure 2a shows a simple scheme of the pulse sequence where
the first pulse acts as a pump and it is delayed by 7 with the respect the second one that
acts as a probe. For a fixed delay between the pulses, the iterations provide an emitted
signal S(7,t) which is a function of a specific delay 7 and the detection time t. Such a
signal is then usually Fourier transformed with respect the variable ¢ with a spectrometer
by obtaining a so called Transient Absorption (TA) spectrum. Such spectra reproduce
how the probe is absorbed from the sample when it is excited previously by the pump
pulse. By scanning the delay 7 we can measure a collection of TA spectra as a function of
the delay between pump probe pulses, providing a temporal evolution of the system. An

example of this dataset is reported in figure 2b where the entire collection of the spectra is



16 | Introduction

(@) (b) S(t,Adet)
E S(z.b)

probe ;
— "‘WWMW‘-'
kprobe

(o]
[$)]
o

\‘
[&)]
o

» »
» »

T t

A Detection

pump probe delay  Detection time 6500 10 20 30 40 50
™(ps)
(c) (d) y S(kexc,tz,kdet)

L S(ty,to,t3)

A Excitation

‘<
<

ty a b S .
Coherence time  Waiting time  Detection time

Defeci/bn
Figure 2: (a) Pulse sequence in a pump probe spectroscopy experiment where Epump and Eprobe
are the wavevectors of the pump (Epump) and probe (Ep,rqpe) laser pulses and 7 is the delay
between them. The signal S(7,t) (violet) represents the emission from the sample after the two
pulses interactions; (b) 2D map representation of the pump probe signal obtained by scanning
the delay 7 and where the detection axis t is Fourier transformed via spectrometer in order to
get A\ger axis; (¢) Pulse sequence (E7, Fy and E3) in Two-Dimensional Electronic Spectroscopy
(2DES) technique; in the bottom the delays between the pulses (¢1,t2 and ¢3) are specified; on
the top is reported a possible third order non linear signal emitted from the sample after each
delays. (d) Example of the 2DES spectra obtained after that the signal along t; and t3 time

axis are Fourier transformed to get the A, and Ay axis.

represented as a 2D map. The drawback here is that the signals related to different phe-
nomena are overlapped to each other due to the simultaneous multifrequncies excitation
induced by the pump pulse. It is possible also to use a narrowband pump pulse in or-
der to study a specific phenomena resulting from a specific frequency excitation; however
this approach represent a limitation in terms of temporal resolution (typically larger than
100fs). In this view, Two-Dimensional Electronic Spectroscopy (2DES) technique comes
into the spotlight because it combines high excitation spectral and temporal resolution
by generating time-resolved excitation/detection frequency 2D spectrum. The 2D signal
provides an overview of the entire set of mechanisms that take place in femto-picoseconds
time scale. Specifically, in this technique, a system interacts with three delayed laser

pulses to produce a third order nonlinear signal as a function of the delays between the
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them. The delay between the first and second pulse is called coherence time (labeled
as t1), the delay between the second and the third pulse is called population time or
waiting time (labeled as ;) and the time after the third pulse is called detection time
(labeled as t3)[16]. Figure 2a shows the pulse sequence accompanied with an example
of the generated signal (violet) after each interaction. The first interaction generates a
coherence state that manifests as an oscillatory signal that rapidly decay along delay t;.
The second interaction brings the system in a population state that relaxes during time
to. The coherence state generated after the third interaction, provides the emission of
the third order non linear signal mentioned before S(¢i,%s,t3). The calculation of the
2D spectra is obtained by Fourier transforming the signal along ¢; and t3 time delays to
recover the excitation and detection frequency axis. The temporal evolution of the 2D
map is detected by varying the population time ¢, [16]. The high temporal and spectral
resolution mentioned before, is provided by using sub-20fs time compressed laser pulses
and by recovering the excitation frequency axis.. Figure 2b shows an example of 2DES
data measured at three different ¢, delays where each peak reflects a specific mechanism in
the system. In particular, the position and the lineshape of the peaks can reveals different

processes that are crucial in order to to characterized light harvesting systems.

Peaks in 2D spectra In 2D maps, the peaks can appear along the diagonal line where
the excitation and detection frequencies are the same, or they can be located out of
the diagonal line. In the first case, they reflect the steady state absorption spectrum.
Completely different is the meaning of the peaks that stay out of the diagonal (cross
peaks) where the excitation and detection frequency mismatch.Such peaks can represent
energy /charge transfer mechanisms or coupling between different energy states. In order
to distinguish these two effects, is necessary to study the temporal evolution of the cross
peaks. Specifically if the decay of a diagonal peak associated with an excited state is
followed by a rise time of a cross peak, it represents an EET process. This particular
effect has been largerly observed in natural photosystems where the energy flows within
different kind of Chls [5, 17, 18|. In the same way, we can observe charge transfer processes
between two different materials as it is recently published for nanostructure systems [19]
and transition metal dichalcogenide heterostructures [20]. When the cross peaks appear
already at zero waiting time, we can observe a coupling between electronic states. This
particular condition promotes a coherent superposition between the energy states by gen-
erating a signal along t; time which is modulated by this coherence. The presence and
the study of this effects has been observed for molecular aggregates [21], semiconductors
quantum wells [22| and polymers [23|. This evidence can be also exploit to define the

structure of the system and assign the nature of the coupled states [24].
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2D lineshape The possibility to measure the time-resolved transient absorption of the
system as a function of excitation and detection frequencies, allows to represent each ab-
sorption peaks with a 2D lineshape. At waiting time closed to zero, such peaks show an
elliptical shape elongated along the diagonal line where it is possible to assign two differ-
ent spectral width. The one along the diagonal direction contains contribution from the
inhomogneous broadening generated by the interactions that each molecule experiences
with the environment. This effect is reflected in the steady absorption spectrum where
the linewidth is approximately reproduced as a convolution of sharper peaks modeled
as Lorentzian functions [13]. The linewidth along the anti-diagonal direction shows a
shorter width with respect to the diagonal one and it is associated with the homogeneous
broadening [25, 26]. This particular spectral feature represents a local effect where each
molecule interacts only with the neighborhood ones. The value of the this bandwidth is
usually represented with 2y where 7 is defined as the dephasing rate [25|. This approach
allows to direct estimate the dephasing time of the molecule calculated as the inverse of
the parameter 7.

Another aspect that can be study by analyzing the linehape is the spectral diffusion effect.
Such a phenomenon reflects how the system loose memory of the initial state due to both
intermolecular and thermal-bath interactions. From the experimental point of view, this
mechanism is reproduced in the 2D spectra as a variation of the lineshape during time
ts. Specifically, the shape changes from elliptical to circular where the diagonal and anti-
diagonal linewidths are indistinguishable. The time in which this process take place gives
a quantitative description of the spectral diffusion [27]. In order to implement both line-
shape analysis (dephasing time and spectral diffusion), several methods are implemented

and some of the will be explained later in this thesis.

0.3. Outlook of the thesis

In this thesis, I exploit 2DES technique to study natural and bio-inspired light harvesting
systems in order to investigate their performances. For the natural part, I will focus the
attention on the processes in which low-energy Chls are involved and their role during
photosynthesis. For the bio-inspired part, I will show two different artificial light har-
vesting systems that are designed for two different goals. The first one is architecturally
similar to a natural photosystem and it is designed to reproduce more efficiently the wa-
ter oxidation reaction. The second one is designed to obtain energy transfer between two
spatially separated molecules where the distance is in the order of ym. Following there is

a summary of the entire thesis divided by each chapter.
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e Chapter 1: This chapter is divided in two part: In the first part I will show the
theoretical calculations to derive the response function of a system after multi-pulse
interactions. Such expression is then characterized for the 2DES experiment by
giving a graphical representation with the double sided Feynman diagrams. In the
second part I will introduce the different experimental implementations adopted
to perform 2DES measurements. In particular, I will focus on our experimental
apparatus that is characterized by a partially collinear geometry for the laser pulses

and a device based on birefringent wedges.

e Chapter 2: In this chapter I will explore several of these aspects by exploiting the
2DES experimental and theoretical results of three simple molecules. In particular
I will study the origin of the signals for the Perylene Bisimide (PBI) dye, energy
transfer and vibrational coherences in free base Porphyrin and lineshapes of Lumo-
gen F-Orange (LFO) dye.

e Chapter 3: After showing the studies of simple molecules, in this part of the thesis we
analyze more complicated systems. In particular I will study natural light harvesting
systems isolated from higher plants and cyanobacteria in order to investigate the
energy transfer pathways. The temporal characterization of the processes is obtained

by using global analysis algorithm.

e Chapter 4: In this chapter I will investigate via 2DES and pump probe spectroscopy
techniques two different bio-inspired light harvesting systems synthesized in the
laboratory. The first one is designed based on the natural photosystems in order to
perform the water splitting. In this case, the photophysics of the system is studied by
tracking the charge dynamics. The second systems consist of two spatially separated
organic semiconductors confined in a optical microcavity. The goal of this structure

is to performed energy transfer between molecules when they are distanced by few
.

e Chapter 5 In the last chapter we report the summary of the entire work by evidencing
the main results obtained from each natural or artificial light harvesting systems and

the future perspectives.

e Appendix A In this appendix we report a table with the characteristics of the
samples discussed in this thesis and the experimental parameters adopted to perform

the measurements.

e Appendix B Here we report the basic mathematical architecture in order to per-

formed the global analysis on time-resolved ultrafast spectroscopy data
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]_ ‘ Two-Dimensional Electronic
Spectroscopy

1.1. Theoretical Framework

In this section we present a theoretical approach to derive an analytic expression of the
response function of a system in a non linear experiment. In general, when an electromag-
netic field interacts with a system, it excites the charges to get molecular vibrations. In
this way, the field creates a non-equilibrium charge distribution that vibrate synchronously
with the phase of the electromagnetic field. Such a distribution is usually refereed as a
macroscopic polarization that temporally evolves according to the molecular response.
When the system correspond to an isolated molecule, the macroscopic polarization can
be easily derived from the wavefunction formalism [28|, but when the system correspond
to an ensemble of condensed molecules, that formalism is not sufficient. In this spe-
cific case each molecule of the system posses energetically different excited states and
the macroscopic polarization is given by the interfere of the vibrational motion of each
molecule. The formalism to describe this effect required statistical mechanism to take
into account all possible effects. The suited formalism adopted to describe these system is
the Density Matrix that visualize the state of the system with a statistical average within
the wavefunctions. Following we introduce this formalism and we derive the expression

of the response function by using the perturbation theory.

1.1.1. Density Matrix approach

Typically the system studied in a non linear optical experiments are ensemble of condensed
molecules for which the wavefunction description result very complicated to evaluate the
interaction with an electromagnetic field. In this view the density matrix operator allow a
statistical description of the ensemble and it is commonly use to describe systems in non
linear experiments. To motivate the introduction of the density operator, let us consider a

pure state,which is, a quantum mechanical state of a single molecule that can be described
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by a single wavefunction|t) >, the temporal evolution of which is given by Schrodinger’s

equation.
ot
Where h is the Planck’s constant divided by 27 and H is the Hamiltonian of the system.

We assume the existence a set of eigenstates |¢y >, such that:

= H|(r,t) > (1.1)

< ¢z|¢] >= 52',]' (12)

which forms orthonormal basis; under this assumption, any wavefunction may be ex-

panded according to:

[ >= ch’%(?“) > exp(—iwgt) (1.3)

where |c;|? are the quantum probability to find the system in the eigenstate k. The density
matrix of a system described by the wavefunction v (t) is defined as [13]:

p(t) = [9(t) >< ()| (1.4)
Using equation 1.3, we can write it as:
p(t) = Z = CnCon(t)|n >< b (1.5)

mn

here it is possible recognize that the density operator can be expressed in the matrix form,

where each element is:
Pmn = Cn(t)cr, () (1.6)

The density operator can be used as an alternative description of the quantum system,;
indeed, the expectation value of any operator can be described only in terms of p, with

no reference to the wavefunction:
< A>=<PO)ARE) >=) > cn < dmlAlgn >= ) chcnAmn (1.7)
substituting with the formula 1.6 we get

<A>=)" = pundpn =Tr(pA) (1.8)

mn

This relation was derived for a pure state, but it is possible write it for a mixed state in
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which the wavefunction |¢); > can be found with a probability of p;:

p=D pilti >< il (1.9)
=1

where n is the number of the all possible states and p; is the probability to have the
system in the i-state. The definition of the expectation value of a generic operator A
is the statistical average of the expectation values of this operator per each state of the
system.
n
<A>=) pi < vilAl > (1.10)
i=1
We can manipulate this expression , considering the following property of a complete set

of eigenstates |¢p >.

1=3"16x >< &l (L11)
k

Where [ is the identity operator. Applying the identity operator from equation 1.11 in A

from the right we obtain:

<A>="p < GlALY >= pi < UilAY @y >< yllehi >
i=1 i=1 J
- Z < & Zpih/}i >< il Alg; >

= < ;lpAlg; >=Tr(pA) (1.12)

J
We can note that this formula has the same form of the formula for a pure state 1.8, so

this is a general expression to calculate the expectation value for any operator.

Liouville Equation

Besides computing the expectation values of operators, we would like to describe the
temporal evolution of a quantum mechanical system using the density operator only [28].

We start the calculation taking the time derivative of p

0 0|, 0 i
a—f=2pi( 'lgf < il + [ > B—f‘) (1.13)

)
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The time derivatives of the wavefunctions are given by Schroedinger’s equation (1.1)

ap 1 1
- = A = Hl: | — |, \H
5 Ei n(m [ >< 1] Z.h|¢z>< Wil )

1
= {Hzpiwz‘ >< | — ZPz‘W’i >< ¢2|H]

L Op B
zha = [H, p] (1.14)

The compact term [H, p| is defined as commutator between H and p operators and the
last expression is also called Liouville Equation which represent the equivalent of the

Schrodinger’s equation in case of wavefunction description|[13].

Matrix Elements of p

Let us now consider each element of the density matrix and their meaning. By considering

the definition of the density operator, the matrix elements are defined as:

Pim =< ilpldm >=D _pi < Gl >< Uilthm > (1.15)
i=1
Now we can manipulate this expression expanding the wavefunctions |¢); > as we made

in the formula 1.3

[ >= " ¢jld;(r) > exp(—iwt) (1.16)

j=0
The orthonormal basis of the of the eigenstates imply that only the terms with index j=I

and j=m survive in the sum with index j. The expression that we obtain is:

n

_ —twit * _twmt

Pim = E bicy€ Cim€ "
=1

= Z picaCipe” mem)t (1.17)
i=1

We can now characterize this expression for a diagonal element of the matrix:

Pij = Zpicijczj = ZPJCU‘Q (1.18)
i=1 i=1
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This expression is the statistical average of the quantum probability to find molecules in
a certain eigenstate |¢; >. If the system has p;; = 1 means that all the molecules of the
ensemble stay in the |¢; > eigenstate and it is usually refereed as population state. The
representation of the density operator in this case is [¢; >< ¢;|. In case of off-diagonal

elements, the expression becomes:
Dim = Zpicilcfme_i(“l_w"l)t (1.19)
i

This expression represent the probability to find the ensemble in a coherent superposition
between two eigenstate (|¢; >< ¢,,|) and the temporal evolution shows an oscillation
with frequency w; — w,, (energy difference between the two energy states). In this case

the ensemble is in a coherent state.

1.1.2. Time evolution of an unperturbed system

Let us consider for simplicity a two level systems which energetic levels are identified with
time independent eigenstate function |0 > the ground state and |1 > the excited state.
Considering the unperturbed situation when the system is excited with impulsive electro-
magnetic field with a Delta Dirac temporal lineshape: E(t) = E{(t), the Hamiltonian of

the system can be represented with the following matrix:

€0 0
H— (O 61) (1.20)

where ¢y and ¢; are the energies that correspond to the ground state and excited state.

The time evolution of the density matrix can be obtained as solution of the Louville

d [ poo por :_i € 0 poo por\ [ Poo Por e 0
dt P10 P11 h 0 & P10 P11 P10 P11 0 &

i 0 (€0 — €1)por
Ch <(€1 — €0)p10 0 ) 20

This matrix equation can be solved element by element obtaining:

equation:

pPoo = 0= poo(t) = poo(0) (1.22)
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p11 = 0= p11(t) = p11(0) (1.23)
A Z —iWwo1
po1 = _ﬁ(EO — 61)001 = p01(t) =e tpol(()) (1.24)
5 Z iw
P10 = —5(61 — €0)p10 = por(t) = e p1o(0) (1.25)

where wg; = (€9 — €1)/h. The two diagonal elements are real number and they refer to
population states; on contrary, the elements out of the diagonal oscillates with frequency
obtained from the energy difference between the states. In order to get a correct descrip-
tion of the time-evolution of the system, it is necessary to include two decay steps. The
first one is usually called population time 7} and represents the time in which the system
relax from state |1 > to ground state |0 > and it will affect only diagonal elements of
the density matrix. The second time is correlated to the decay of the oscillations called

dephasing time 75 that will affect only the off-diagonal elements.

pra(t) = p1a(0)e/" (1.26)

poo(t) =1 — pui(2t)
poi (1) = 0™t T2 pgy (0)
poi(t) = e~ te™t T py(0)

The temporal evolution of p can be visualized by Bloch vector whose x, y and z components

are defined in the following way:

B, = poo — p11 (1.27)
B, = —(po1 + p1o) (1.28)
By = i(po1 — p1o) (1.29)

The z component of the vector B depends only on the population states and the x and
y components are only related to coherence states (elements out of the diagonal). Figure
1.1a shows the temporal evolution of the Bloch vector in case of one molecule. Before
the interaction of the pulse, we can assume that all the molecules in the system are in
the ground states and the value of the coefficients are pgg = 1 and p;; = 0. This brings
the Bloch vector to have one component along z direction. Immediately after the pulse
interaction (¢t = 0) the vector moves along the z-y plane and start to rotate with proceed
motion around the z axis. This rotation is responsible of the emitted field from the sample

which corresponding to the macroscopic polarization; specifically as will shown later, this
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polarization is proportional to the x component of the Bloch vector (P(t) « B,). By

(@) t<0 t=0 0
B3 4

-

(b)

B3 4

—

Figure 1.1: Temporal evolution of the Bloch vector in case of a single molecule (a) and in case

of an ensamble of molecules (b)

adding the population and dephasing time in the description, Bloch vector performs a
spiral around the z axis that at ¢ = oo it will be align along the z direction, which means
that the system is back to the ground state. This graphical method is particularly useful to
visualize the macroscopic polarization that comes from an ensemble of molecules. In this
case, the total polarization is given by the sum of each molecule contribution which can
be represented each one as a Bloch vector. Figure 1.1b shows the temporal evolution of
the Bloch vectors in the ensemble case in which the vector that describe the entire system
is given by the sum of all the contributions. In yhis case, after the interaction, the signal
emitted from each molecule constructively interfere and all the vectors are overlapped
in the diagram. Following this, each vector start to rotate around z axis with different
frequencies and the polarization of each molecule destructively interfere by producing a

rapid decay of the macroscopic polarization

Macroscopic Polarization

As it was mentioned in the previous paragraph, the oscillation emitted from the ensemble
correspond to the macroscopic polarization that evolves according to the response function
of the system. In general, when an electric field interacts with a system, it generates
delocalized charge distribution that oscillate in phase with the frequency of the field.
This leads the system to emit an electromagnetic wave that correspond to the sum of the

polarization contribution of each molecule. In general the polarization is correlated with
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the external electric field F by the following relation:

P(t) = eoxE (1.30)

where ¢ is the dielectric constant in the vacuum, y is the electric susceptibility tensor.
When the electric field is enough intense, the susceptibility can not be approximate as a
number, but nonlinear terms with higher order must be included in the expression 1.30

which can be rewritten as:
P(t)=e(xVE+ xPE* + xOE3 + ... (1.31)

where the terms ™ represent the n-order susceptibility. By applying the density matrix
formalism, the polarization can be assumed proportional to the expectation value of the

dipole moment pu:
P(t) oc {u) = Tr(up(t)) (1.32)

In the case of two level system, the matrix related to the dipole moment contains only

off-diagonal elements that correspond to a linear combination between the ground the

0
= ot (1.33)
o 0

In this formula we can consider as first approximation that the two off-diagonal value are

excited state.

indistinguishable and the final expression of the macroscopic polarization is:

0
( M01> (Poo 001)] — protior + portior (1‘34)
por 0 P10 P11

As we already mentioned with the Bloch vector, the polarization depends only on the

P(t)y="Tr

off-diagonal elements of the density matrix, providing an emission of an electromagnetic

field typically called free induction decay.

1.1.3. Response function of a System (Interaction picture)

Let us now summarize the crucial points about the density matrix description: (i) the den-
sity matrix formalism is particularly suited to describe ensemble of condensed molecules
because it includes a statistical description of the states; (ii) The response function of
the system, followed by an interaction with an electric field, evolves according to the
macroscopic polarization generated in the system; (iii) such a polarization is proportional

to the expectation value of the dipole moment which expression can be written by the
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formula 1.32. In order to retrieve a general expression of the of the macroscopic polariza-
tion in case of multi interactions, is necessary to solve the Louville equation in which the

Hamiltonian of the system has the following expression:

H(t)= Hy+ H (t) = Hy — nE(t) (1.35)

where Hy is the time independent Hamiltonian of the unperturbed system and H' is the
time dependent operator that represent the interaction with an external field. In case of
optical wavelength larger with respect the molecular size, the interaction operator can be
written as the product of dipole moment p and the external electric field. By considering
this Hamiltonian of the system, the Louiville equation can be solved by applying the
perturbation theory, which calculation and formalism are reported by Mukamel [28]. From
this approach, the time-dependent expression of the density matrix can be written in the

following way:

p(t) = p(=00) + > p"(t) (1.36)

where p(™ are the n-order density matrix generated from n interactions with the external

field and it assumes the following expression:

—Z n t Tn T2
p™(t) = (7) / dTn/ dTn_l.../ dr E(1,)E(Tn-1)...E(T1)
to to to

U (t,to) [1(Tu-1), - [1(11), p(—00)]. JU (¢ to) (1.37)

In this formula, to represent the time before the interaction with the external field (the
system is unperturbed) and the operator U(t,ty) (U'(t, ) the Hermitian conjugate) is
called time evolution operator defined as U (t, to) = ¢~'#*t. The terms p and p(—oo) within
the squared parenthesis are the interaction dipole moment and the interaction density
matrix defined as: UT(¢,to)uU (t,t9) and UT(t,t9)pU(t,to). Figure 1.2 shows a simple way
in which the expression 1.37 can be interpreted; specifically, the system interacts with
n electromagnetic fields that arrive to the sample at time instants 7y, 79,.....7,. In our
context, these fields are sub 50 femtoseconds laser pulses that are delayed by time intervals
(1 =0,ty =79 — 71, ..., t, =t — 7). The generic n-order non linear polarization can be

expressed by exploiting the expression 1.32 [25]:

P™(t) oc Tr[p™ p) (1.38)
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Figure 1.2: Temporal representation of n interactions with the systems in which 7; correspond
to the time instant in which the field F(7;) interacts with the system and ¢; represent the time

intervals between the interactions

which expression as a function of time intervals becomes:
P™(t) / dtn/ dtn_l../ At E(t —t,)..E(t —t, — ty_1..t;))R™ (t,..t;)  (1.39)
0 0 0

where the R™ is the n-order non linear response function defined as:

R™(t,..t) = (%Z)Tr (u(tn Ftnot + ot [t + 1), - [0(0), p(—00)].])  (1.40)
This expression contains 2" terms that correspond to the interactions with the fields
E(t —t,), E(t —t, —th_1), -mm. , E(t —t, — .... — t1). Here we can note that the last
interaction described with the term pu(t, + t,—1 + ...t1) is the out of the commutator
because it describe the emitted field after the n interactions at time ¢, + t,_; + ... + t;.
The first n inetractions contribute to generate the p(™ term that describe the system in

a non equilibrium state.

Linear Response Function

We start the analysis of the response function with the simplest case: two level system
that interacts with one laser pulse. This situation correspond to fix the non linear order

n =1 and the non linear response function assumes the following form:

RW(ty) = iTr (pu(tr) u(0)p(—00)) — iTr(p(—00)u(0)u(t1)) (1.41)

This is called linear response function and it is composed of two terms that show the
following differences: the position of the dipole moment operator with respect the density
matrix and their sign. In order to understand the meaning of these terms, we now calculate
step by step the temporal evolution of the density matrix in both situation, considering

the following two assumptions:
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(i) Before the interaction the system is in the ground state and the corresponding density

p(—00) = ((1) 8) (1.42)

(ii) The dipole moment operator is off-diagonal and, for simplicity, we avoid units in the

(1) (L3)

Let us now calculate the first term of the response function; specifically after the first

matrix is:
expression:

interaction with the dipole moment, we obtain:

w<o>p<—oo>:z'<(1) é) (; 8) - (O 8) (1.44)

This interaction bring the system in a coherence state (01) because only the term pig
is different from zero. From this point, the system propagate with the unperturbed
Hamiltonian which effect consist of a oscillatory term e~™01%t as we already seen in the

previous paragraph (equation 1.25). In this case the density matrix becomes:

0 0
. t1
in(0)p( o) ( 0) (1.45)
This matrix represent a formation of a coherence state that oscillate in ¢; with a frequency
wo1. If we repeat the same calculation for the second term of the R! we get the following

result:

—ip(—o0)u(0) s (8 _i€;w°1tl> (1.46)

We can notice that, by applying the dipole moment on the right side of the density matrix,
it will generate a coherence state (01) which is the complex conjugated of the other. By

combining both results we obtain the expression of p():

0  —ieloit
oM = (z‘eml“ 0 > (1.47)

Figurel.3 shows the expression and the graphical representation of the Bloch vector cal-
culated for p(") in which the z-component is equal to zero and the vector rotates in the
x-y plane from which a signal will be emitted. In order to have a complete representation

of the density matrix, also the 0-order term must be included. On the right side of the
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figure, we show the Bloch vector for p(® + p(1) where the z-component is different from

zero and it still rotate in the x-y plane. We can now proceed with the calculation of the
B 4

B,=0

Bx=sin(wo1t1) ( ——————
By=cos(wp1t4) C:;:;>

Figure 1.3: Bloch vector value and representation of the first order non linear density matrix

p(on the left) and bloch vector of the density matrix including zero order (on the right)

linear response function by considering the last interaction with the dipole moment p(t;)

which represent the emitted field. For the first term we get:

. e~ woit () r(..... )
ifa(ty)e =00t 11 (0) p(—00) = ( 0 o) —E et (1.48)

After the second interaction with the dipole moment, the system relaxes to the ground
state with an emitted signal that oscillate with frequency wp,. By repeating this procedure
also for the complex conjugated part and combine both contribute we obtain the final

expression of the linear response function:

R(l) (tl) 0.6 Sin(wmtl) (149)

Double-sided Feynman diagrams

We now introduce the double-sided Feynman diagrams which is a graphical representation
of the temporal evolution of the density matrix that is particularly useful in case of
multi interaction picture. This method use two vertical lines to represent the temporal
evolution of the |ket > (left side) and the < bra| (right side) of the density matrix. The
interactions with the external fields are represented with tilted arrows and the population
or the coherence states after each interaction must be indicated with the respective matrix
element. By expressing the electric field in the form: E(t) = Eo(t)(e i@ttikr 4 gtiwt=ikr)
the interaction arrows that point to the right represent an interaction with a field E(t) o
e—WHHRT o1 itg complex conjugated if it point to the left () o eTiwt=ik"  These arrows
represent an excitation when they are point to the system; on contrary, they represent an
emission from the system. The last interaction has a different meaning with respect to
the others because it represents the emission (usually indicated with dashed line) and the

system must relax in a population state. Figurel.4 shows the Feynman diagrams of both
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S| (ool

10)¢0| 10)¢0|

Figure 1.4: Feynman diagrams obtained from the two terms in the linear response function: on
the left Tr(u(t1)p(0)p(—o00)) and on the right —T'r(p(—o0)u(0)u(t1))

terms in the linear response function. The first term is represented on the left side of the
figure in which both dipole interactions are on the |ket > (left side with respect to the
density matrix). After the first interaction, the system is in a coherence state represented
by the matrix element |1 >< 0|. The second dipole interaction bring the system back to
the ground state (|0 >< 0|) by emitting a signal (blue dashed line). The second term of
the linear response function is represented on the right side of the figure and it is mirror
imaged with respect the other. For this reason, when there are two complex conjugated
term, we can just evaluate one of them; typically the one that emits from the |ket >.
In the following section we extend this analysis for the third order non linear response
function which is the one that can be achieve with two-dimensional spectroscopy (2DES)

experiment.

1.1.4. 2DES Response Function

Third order response function: Rephasing and non Rephasing

In this section we will try to derive the analytical expression of the system when two-
dimensional electronic (2DES) experiment is performed. In 2DES technique, a system
interacts with three delayed laser pulses and they allow to explore the third order non
linear term of the response function. By using the same assumption adopted for the linear
response function, the total electric field is given by the sum of three terms that identified
the three pulses:

6—iwt+ik]? + 6+iwt—ik]F) +

E(t) = Ei(1)
2, iRy | €+iwt7il§2f’)+ (1.50)

(t)

E3(t)( e—z’wtﬂk}f + €+iwt7ik_§r”>

(
(

where ki,ky and k3 are the wave vector of each electric fields. The first pulse generates a

coherence state that evolves during time interval ¢; usually called coherence time; specif-
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ically this interaction produce a macroscopic polarization that decay with the dephasing
time 75. The second pulse generates a population state that evolving during time interval
ty (called waiting time). This temporal evolution is characterized by a decay T; (popula-
tion time). The third pulse generates another coherence state that produce an emission
as a function of the delays between the pulses. The expression of the third order response

function can be recover from the equation 1.49 by fixing n =3:

ROty ty, 1)) = (—%)3Tr(u(t3 + by + 1) [u(ta + 1), [u(t), [1(0), p(—00)]]]) o< (1.51)

+iT'r ) t3 + i+ 1 ,u(tg + tl),u( —0)) = Rj

—iIr o tg + ity + 1 M(tg + t1)[£( 0 = RZ

—iT'r v t3 + 15 + tl)u to + tl)u(O tl = RT

—iTTut3+t2+t1Mt1) ()p( OOMt2+t1 :>PL;

= R

= Ry

( ))
( (0))
( ))
+iTr (p(ts + to + t1) p(ts + t1)p(—00) () p(t1)) = Ro
( )
( )
+iTr (p(ts + to + t1)p(0) p(—o0) pltr) pu(ts + t1))

(

(

( (
+iTr (p(ts + to + t1) p(ts) p(—o0) p(0) pu(ta + t1)

( (

(-

—iTr (p(ts + ta + t1) p(—00) u(0) pu(tr) u(tz + 1)) = R

The final expression is the sum of four pair of complex conjugated terms labeled as Ry,
Ry, Ry and R5. There are also terms called R3 and Rg but their meaning will be mention
later in the text. In order to understand the meaning of the four terms, let us consider the
simplest case of a two level system characterized by the states |0 > and |1 >. The terms
Ry, Ry are called Rephasing signal and the pair Ry, Rj are refereed as non-rephasing
signals which reason will be clarified in the next paragraph. For simplicity, we just focus
on one of the rephasing and non rephasing term (R4 and R;) from which we will recover
mathematically the temporal evolution of the density matrix. There are important as-
pects that must be assumed and point out to perform the calculation of the density matrix
and the emitted signal:

(i) we use the same assumption adopted for study the linear response function (equa-
tion1.42 and 1.43)

(ii) After each interaction, the system evolves with the unperturbed Hamiltonian (e®ot).
(iii) For simplicity, in these calculations we are not consider the temporal evolution along

to time which implies that no effects due to the population time 77 are considered.
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Let us start the calculation of the response function for the term Ry:

1 0Y iuop 0 0 2N | O 0 inopa
00 i 0 jewortt ()
(0 0 > LHO PHL 42 < 0 0) t_?r>
0 Z'e—zwo1t1 Z'e—zwmh 0

ie*iwo1(t3+t1) 0

in which we used a simplify notation for p(—o0) = p and p(t; + t;—1) = p;. We can now
compute the calculation for the sum R, + R} by proceeding as we have done for the linear

response function:

1 0 ﬂ) 0 —1 t_1> 0 _i€+iw01t1 %
00 t 0 je~tworty 0

0 0 Bs, 0 —jetiworty s,

0 sin(woitr) je ot 0

< 0 —jetiwor(ta+tr)

Tr(...)Emission .
e .
je—iwor (ta+t1) 0 > sin(wor (t3 + 1)) (1.53)

Figure 1.5a shows the associated Bloch vector representation of the density matrix for R+
R signal. The system starts in the population state |0 > in which the Bloch vector has
only a unit component along z direction. After the first interaction with the pulse (E;) the
system goes in a coherence state. By considering an ensemble of condensed molecules, after
E4, the bloch vectors of each molecule are align along the y-axis (constructive interference).
At this point, the system evolves during time ¢; by generating a macroscopic polarization
due to the sum of the polarization signals created by each molecule. In terms of Bloch
representation, each vector rotate with different frequencies (different values of wp; ) which
are indicated in the figure with different colors (red slower and violet the faster). This
create a destructive interference and the macroscopic polarization rapidly goes to zero.
The interaction with the second pulse E5 bring the sample back in the population state;
specifically in the state |I >— B, = —1. For simplicity we consider the time interval
to = 0, which means that the second and the third pulse interacts with the system
simultaneously. The Third pulse creates the same coherence state generated by the first
pulse which implies that the bloch vectors will rotate in the same direction during time

t3 and the polarization remain out of phase. We now repeat the same calculations for
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(@) Non Rephasing

Figure 1.5: (a) Temporal evolution of the Bloch vector in case of non rephasing signal: after

the interaction with the first electric field F4 all the vectors are overlapped along the y-axis that
during time 1 dephase due to different velocities. The second field F5 generates a population in
state |1 >— B, = —1 and the third field E'3 generates a coherence state in which the vectors are
back rotating in the x-y plane in the same direction that they possesd during ¢1. (b) Temporal
evolution of the Bloch vectors in case of rephasing signal in which the only difference with respect

(a) is that the third field E5 induce a rotation in the opposite direction and at t3 = ¢; the vectors

10 ﬂ> 0 +i t_1> 0 +i€+iw01t1 2}
0 0 — 0 —je worh 0

0 0 ﬂ) 0 —je oty t_5>

0 —sin(woitr) +ietiworts 0

( 0 —jetiwor(tz—t1)

are back in phase

Rl +R>1k

Tr(...)Emission .
ie*iw01(t3*t1) 0 ) _— sm(wgl (tg — tl)) (154)

In this case, the third pulse create a coherence states which the complex conjugated with
respect the one created by the first interaction. Figure 1.5b shows the bloch vectors
related to the Ry + R} and the last interactions induce the vectors to rotate (during time
t3) in the opposite direction with respect time ¢;. When t3 = t; the vectors come back
in phase and it corresponds to have a delayed emission from the system usually called

photon echo as is shown in figurel.6 For this reason the signal R; is called rephasing and
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the R4, where the polarizations remain out of phase during time t3 is called non rephasing.

t'] t2=0 t3
A Z h;t"’zﬂvnuﬂ /\\/AVA R
E, E, | E, Como | t
ty=t, t
Figure 1.6: Laser pulse sequence in which time interval t = 0 and above, the blue curve

represent the signal emitted from the system in the rephasing case. At t3 = t; the polarizarion

of each molecule are back in phase, generating a signal called photon echo.

By following the same procedure performed for the linear response function, it is possible
to build the double sided Feynman diagrams for every term in the equation 1.51. Figurel.7
shows the Feynman diagrams obtained for every terms (complex conjugated not included)
and the terms R3 and Rg that comes out when a third energy level |2 > is added. On
top of the figure there are the rephasing pathways (R;, Ry and R3) in which the emission
propagates along the same direction kg = —kj + ko + k3. The non rephasing pathways are
shown in the bottom of the figure (R4, R5 and Rg) in which the emission propagates along
the kygp = +k1 — ky+ k3 direction. We can now directly exploiting the diagrams to recover
the expression of the response function, by including the dephasing and population decay.
Here we report the derivation for Ry:

(i) t < 0: The system starts from the ground state p = |0 >< 0|

(ii) ¢ = 0: The system, after the first inetraction (E(t) o g wtHikT ), goes in a coherence
state and the off-diagonal element pig o 2pg; is created. During the time interval ¢; the
system evolving with the time-independent hamiltonian and the signal is damped with
the dephasing time 75:

Dot X i,u(ne_w(ntl e—tl/TQ

(iii) £ = t; The second interaction creates a population in the excited energy level|l >< 1],

by creating a diagonal element in the density matrix that decay with time 7:

-2 —iworty —t1/To —to/Th
P11 X tfig € e Mgt/

(iv) t = t; + t2 The third interaction generates another coherence state that dephase dur-

ing time inetrval t3:

P10 X ,l’lugle*lwmtle*tl/Tzeftz/ﬂ6*10-)011536*753/712
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Figure 1.7: Feynman diagrams obtained from the third order response function: on top there
are R, Ry terms that corresponding to the rephasing signals. in the bottom there are Ry, Rj
terms that correspond to the non rephasing signals. The terms R3 and Rg are the rephasing
and non rephasing terms that appear in the third order response function in case of three level

System

(v) t =13 +ta + t3 There is the emission of the system and the response function is given

by T'r(po1p):

Ry(ts, ta, t1) o< proipig e wortie=t/T2p=ta/T1 o =iworts o —ts/T2

From these diagrams, we are able to distinguish three different information which are
useful in the next chapter for the interpretation of the 2DES data. The pathways R;
and Ry, after the second interaction, show the system in the population state |1 >< 1|
and the last interaction creates a coherence state between |0 > and |1 > that decay
along time t3 where the system relax back to the ground state. This kind of signal is
called Stimulated Emission (SE). Pathways R, and Rs are similar with respect the Ry
and R4, the only difference is after the second interaction in which only the ground state
|0 >< 0] is populated; in this case the siganl is called Ground State Bleaching (GSB).

The pathways R3 and Rg appear when a three level system is considered; specifically the
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second interaction creates a population state |1 >< 1| and the third interaction allow to
access to the state |2 > from which we have the emission. In this specific case the signal
is called Excited State Absorption (ESA).

From time to frequency domain

Let us now understand which signal is detecting when a 2DES experiment is performed
and how can be interpreted. The detected signal after the interaction with the third pulse

is proportional to the third order non linear polarization:

S(g) (tg, tQ, tl) X ZP(S) X ei(:Fk;ikE+k3)F€i(q:¢li¢2+¢3) Z ZRn<t3, tQ, tl) (155)

n

where the electric field of the each pulse is expressed by using the semi-impulsive limit in

which the envelope can be assumed as a §(t) function and ¢; represent the phase term:

E(t) x 5(t)<€—iwt+iEF+i¢ + €+iwt—il_€?—i¢>) (156)

The combination of the wavevectors indicate the phase matching condition for the rephas-
ing and non rephasing signals that are associated with a specific n'* Feynamn diagrams.In
order to fully characterized S® in amplitude and phase, this signal is typically interfered
with a fourth pulse called Local Oscillator (Ero) that is phase locked delayed with respect

the third pulse over t3 time axis. The intensity S acquired at the detector will be:

S(ty,tg,t3) oc/ |Ero(ts — tro) + S®(ts, ta, t1)[2dts (1.57)
0

x ELOS(g) x e (For1tdat+d3dro); Z Rn(tb t, t3)

The detected signal is proportional to the non linear response R®) and it contains struc-
tural and dynamical information of the system. The interpretation of this signal becomes
very difficult when it is analyzed in time domain; for this reason, a double Fourier trans-
form is applied to the signal S with respect the time intervals t; and ¢3 in which the

system is in the coherence states:
o0 oo ) )
S(wl, t27 (,U3) = / / S(tl, tQ, t3)€zw1t1 e“"3t3 dtldt3
o Jo

where the new coordinates correspond to w; (excitation frequency axis) and ws (detection

frequency axis).The coordinate t5 remains unaltered and it allows to temporally charac-
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terized the processes in the system. The final detected signal can be represented with
time-resolved excitation/detection two-dimensional spectra that are proportional to the

Fourier transform of the sum of the R, terms. Let us now consider a two level system

Rephasing Non Rephasing Pure Absorptive
?}. -
e 3| =
. o
Pure Dispersive
Fay
g -
S 3 =
©
E

W3
Figure 1.8: Simulated 2D spectra for a two level system at to2 = 0: on the top there are the
real part of the rephasing (left), non rephasing (center) and pure absorptive (right) 2D map. In

the bottom there are the imaginary part of the rephasing (left), non rephasing (center) and the
pure dispersive (right) 2D map

where the separation between the ground |0 > and excited |1 > states is wg;. At to = 0,
the Fourier transform of the rephasing and non rephasing terms are:

1 1
i(wl + wm) - 1/T2 i(W3 - wol) — 1/T2

R1<w1,w3) X (158)
1 1

R
a(wr, ws) o i(wr —wo) — 1/Tyi(ws —wel) — 1/Th

The non rephasing 2D spectra (R;) shows a peak in the position w; = wp; and w3 = wo;.
In the rephasing signal, the peak appears in the position w; = —wp; and ws = wp;. The
different sign of the w; for the position of the maximum point is due to the cohrence state
during t3 is the complex conjugated with respect the one created during ¢;; this implies
an opposite rotation direction of the Boloch vector during ¢; and ¢3 time intervals. Both
equations 1.58 are a product of two complex function that can be written as the sum of
a real and imaginary part. The imaginary part correspond to the dispersion and the real
part correspond to the absorption. Typically the pure absorption spectra are the one used
for the data interpretation, but it is impossible to recover just taking the real part of the

rephasing and non rephasing signal separately. Let us indicate with X the real part and
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with Y the imaginary part, we will get:

Re{[X (wq) + 1Y (w1)][X (w3) + 1Y (w3)]} = X (w1) X (w3) — Y (w1)Y (w3) (1.59)

The real part of the signal contains both absorption and dispersion contributions that
creates phase twist in the 2D maps. Figurel.8 shows the real and imaginary part of the
rephasing and non rephasing signal at t,=0 in which the dispersion contribution generates
the negative features in the 2D map. In order to measure the pure absorptive spectra, is

necessary to calculate the real part of the sum of rephasing and non rephasing signals:

Re{Ri(—w1,ws3) + Ry(wy,ws3)} = 2X (wq) X (w3) (1.60)

An example of this spectrum is reported in figure 1.8 where the phase twist disappear by
preserving the sign of the response functions R,,.The same approach can be used to find
the pure dispersion spectrum which is obtained by calculating the imaginary part of the
rephasing and non rephasing sum. In the next section we show the experimental method

to acquired this signal and how to obtained directly the pure absorptive 2D spectra.
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1.2. 2DES Experimental Implementation

In the previous section we recover the third order nonlinear response function obtained
after the interaction between a system and three electromagnetic fields (adapted for 2DES
experiment). The amount of information inside this response allow to make a complete
description of the system in terms of structure and mechanism within molecules. The
implementation of the 2DES experiment result complicated due to the several constrains
that must be satisfied in terms of laser pulses and mechanical stability [29]. In the last
two decades different methods were explored to implement 2DES and in this section some
of them are mentioned by showing positive and negative aspects and more details will be

given for the experimental apparatus adopted in this thesis.

1.2.1. Pulse geometries

The experimental implementation of the 2DES technique is always considered as a chal-
lenge due to the several constraints that must be satisfied; specifically it requires an
appropriate pulse geometry and a phase stability to perfectly defined the delay between
them. In the last twenty-years several methods are used to perform 2DES experiment and
typically the pulses configurations adopted are two: Boxcars geometry [30] and pump-
probe geometry|31]|. Figure 1.9a shows the boxcar geometry in which the three pulses F1,
E5 and Ej5 involved in the experiment propagate along different direction identified by the
wavevectors ki, ko and k3. The non linear response signal emitted from the sample can
propagate along different direction which are the linear combination of the wave vector
k; associated to each electromagnetic fields. Thanks to this wavevector mismatch, this
geometry allow to separately detect the rephasing and non rephasing signals contributions
that propagate along kr = ky — k1 + k3 and kyg = ki — ko + k3 as was already mentioned
in the previous section. In this scheme a fourth pulse, usually called Local Oscillator
(ELo) interferes with the response signal of the system and it allows to fully resolved
such a signal in amplitude and phase. This implementation allows the detection of the
signal in a background-free direction but at the same time the stabilization in terms of
phase and delays between the pulses can be complicated. Figure 1.9b shows the second
kind of configuration that is called partially collinear pump-probe geometry in which the
first and the second pulse F; and E, (identified as pump pulses) propagate along the
same direction and a third noncollinear pulse E5 that acts as a probe (k; = ko # k).
This particular condition of the wavevectors imply that the rephasing and non rephas-
ing signals propagate along the same direction which is k3 (probe wavevector). For this

reason the probe pulse has a double nature; one to generate the third order non linear
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(a)

(b)

Pump-probe geometry Spectrometer
Ez t
Wﬂﬁo | N N
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Figure 1.9: 2DES laser pulses configurations: (a)Fully non collinear geometry (Boxcars geom-
etry) in which the pulses E1, F5 and E3 propagate along different direction and the third oredr
non linera signal emitted from the sample S®) interfere with a local oscillator Ero; (b) Partially
collinear geometry or pump probe geometry in which the pulses F; and Fy propagate along the

same direction and the pulse 3 behaves also as a local oscillator.

signal S® and the second one as local oscillator to heterodyne the signal (self-heterodying
configuration). The detected signal contains directly the sum of the repahsing and non
rephasing signals that correspond to the pure absorptive spectra [32]. As it was already
mentioned at the beginning of this section, a crucial point to perform 2DES experiment is
the phase stability between the pulses; in particular in the time intervals ¢; and t3 where
the Fourier transform is applied and the system is in a coherence between the ground the
excited state.In time interval t, the system is in the population state and in some cases
it can shows coherences of different nature as vibrational, vibronic or electronic. Such
frequencies are typically much lower with respect the optical frequencies obtained in ¢,
and t3 time intervals and they not required an accurate phase stability as the others. The
Fourier transform along the detection time interval ¢3 is usually performed by a spectrom-
eter and its phase stability is required between the third pulse and the local oscillator.
This constrains is overcome in the partially collinear geometry where a fourth pulse in
not required to fully detect the signal. In general, to convert accurately the coherence
time delays into optical frequencies, a precision of A/100 is required|33]. Following, differ-
ent strategies are presented to overcome the 2DES experiment constraints and an entire
section is dedicated to the method adopted for this thesis. In this work we use a setup in

pump-probe geometry that exploits a device called Translating-Wedges-Based Identical
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pulses encoding System (TWINS) to fixed the phase stability required between the first
and the second pump pulses|34].

Standard Inteferometer: This is the first method adopted for multidimensional Fourier
transform spectroscopy experiment to generate time delayed laser pulses|35, 36]. It is
composed of a beam splitter to create two replicas of the beams and mirrors to guide the
beams. One of the mirror is mounted on the translation stage to control the delay between
the pulses. This device required an active stabilization to get high precision time delay
measurements. Typically it is used for IR spectral region in which the phase stability is
not demanding as for the visible spectral range. The bandwidth is only limited by the
optical components of the device (beam splitters and mirrors).

Pulse shaper: A second method adopted to create two phase locked laser pulses is called
pulse shaper. It is a device composed by a pair of gratings, a pair of cylindrical lens and
an acusto-optics modulator[37|. Briefly, the first grating spatially separate the spectral
components of the incoming beam that are then collimated with a cylindrical lens po-
sitioned at distance f from the grating. At distance 2f from the first lens, there is a
second lens that focus all the spectral components to a second grating set at distance f
with respect the second cylindrical lens. The acusto-optics modulator is setting in the
middle of the two lenses (Fourier plane), in which each spectral component of the pulse
is spatially separated (Spatial Fourier Transform). The acustic wave behaves as a grating
that allows to modulate in amplitude and phase the pulse. Specifically the output of this

device can be easily written in the Fourier domain in the following way:

Eout(w) = By (w)M (w) (1.61)

where F;, and E,,; are the Fourier transform of the input and output electric fields and
M (w) is the transfer function of the pulse shaper. Once the output is setting, it is possible
to recover the corresponding transfer function. in order to obtain two delayed replicas of

the same pulse, the transfer function assume the following expression:

M(w) = (1 + ™" (1.62)

The two pulses will be delayed by time ¢ and are phase locked because their optical path
is the same. In general, based on the choice of M (w), it is possible to create an arbitrary
electric field. The disadvantages are the high cost for the implementation and the spectral
limitation based on spatial-light modulator shaper. In the next section we present the
strategy adopted in this thesis in which a birefringent interferometer is exploited to create

a phase locked pairs of the pump pulses .
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1.2.2. TWINS

The partially collinear configuration adopted in this thesis exploit a device called Translating-
Wedges-Based Identical pulses encoding System (TWINS) to generate phase locked pump
pulses pair and allows a mechanical control the delay between them. This device exploits
the birefingence property of some materials in which a light beam can experience different
refractive index based on the wavelength of the beam and its polarization direction. In
general, in a birefringent material, we can identify two different refractive index which are
called ordinary (ng(\)) and extraordinary index (n.(A,#)) where 6 represents the propa-
gation direction of the electric field. Another important characteristic of this materials is
the presence of a particular axis called optical axis in which the light beam can propagate
experiencing an isotropic environment [13]. Figure 1.10 shows the scheme of the device
that his based on three building blocks denoted with letters A, B and C composed by the
same birefringent material and the gray arrows represent the optical axis direction. The
scheme include an xyz reference frame in which the z axis correspond to the propagation
direction of the pulse. Before and after the three blocks there is a polarizer which orien-
tation is fixed at 45 degree with respect the x and y axis. The Block A is a birefringent
plate with optical axis along the y direction and fixed thickness d 4, the block B is com-
posed by a pair of birefringent wedges with optical axis along the x direction and absolute

width dp and block C is similar to block B but the optical axis is along the z direction.

The polarizer P; set the orientation of the incoming beam at 45 degree with respect the

Figure 1.10: TWINS scheme: P; and P, polarizers at 45° with respect x, y axis; A a barium
borate (a-BBO) plate with optical axis (gray arrow) along y direction and thickness d,; B
(C)a-BBO wedges pair with absolute thickness dp and optical axis along x (z) direction. Along
the z axis there is the temporal evolution of the pulse replicas and violet arrows indicate the

movement of the wedges

x and y axis. When the pulse propagate in block A, the ordinary (y-component) and
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extraordinary (x-component) polarizations experienced different refractive index (n, and
n.) and they cross the plate with different group velocities (vy, and v, ). After Block
A, the two components of the pulse accumulate a delay that is proportional to ds. The
different position of the optical axis in block B induces a relative delay with opposite sign
with respect the Block A. The relative delay between the pulse replicas after block B is
t1 = (da—dp)(1/vse —1/v4,). The Block C does not introduce an extra delay between the
replicas because they experience the same optical path (optical axis along the z direction).
The polaraizer P, after Block C projects both replicas at 45 degree with respect the x
and y axis. The variation of the delay t; is possible by varying the thickness of block B;
Specifically one of the two wedges is mounted on a micrometer translation stage and when
the thickness changes by Adp, it produces a time variation of Aty = Adp(1/vge — 1/v40)
that allows to control delay t; with very high accuracy. We can estimate this precision
by considering a-barium borate (a-BBO) as birefringent material (n,=1.67 and n.=1.53
at A = 600nm), thickness of block A d4 = 2mm and wedges angle of 7 degree mounted
on a translation stage of 0.1um precision. This allows to control £; down to ~ 5 as that
correspond to an accuracy larger than A/300 which is much larger with respect to the
required one. Furthermore the two replicas are phase locked with very high stability and
reproducible because they follows the same optical path. From the experimental point
of view, the combination of block A and B is not sufficient to perform 2DES experiment
because we are not able to control the delay t5. This problem is overcome by inserting
the block C in which one of the two wedge is mount on the same translation stage of the
wedge in block B, in such a way, one of the two replicas experiences the same optical path
when the relative delay t; changed. In particular, only the first pulse change the time
position while the second pulse is fixed. The Block C allows also to compensate part of
the group delay dispersion introduced by block B that make this device powerful also for
broadband laser pulses. Important to note that the two pulse replicas, while they crossing

the wedges, acquire a delay dependent phase difference given by:

where wy is the carrier frequency and v, is the phase velocity. This phase difference affect

the 2DES measurement and,for this reason, a pahsing compensation must be implemented.

1.2.3. 2DES apparatus

In this section we present the experimental setup adopted to perform 2DES experiment

by explaining the role of the different devices. Figurel.11 shows a simplified scheme of
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Figure 1.11: 2DES setup sketch: Ti:Sapphire laser pump a non collinear optical parametric
amplifier (NOPA) to generate temporally compressed pump and probe pulses which spectra is
showing in the bottom of the NOPA box. After the pulse compression, a beam splitter separate
the pump and the probe optical paths. The reflected one is the probe beam that passing through
a delay stage to control the delay between the second pump pulse. The transmitted one is the
pump beam in which the TWINS is used to create a replica of the pump pulse and control delay
between them. These pulse are modulated with a chopper and than part of the beam is focus

to the sample and the other part id detected by a photodiode.

the apparatus in which the main building blocks are represented with colored squares.
The setup uses a Ti:Sapphire laser in mode locking regime that emits 150 fs laser pulses
centered at A=800nm with 1kHz repetition rate. Such a pulse is used to pump a non
collinear parametric amplifier (NOPA) to generate visible laser pulses with a spectrum
spanning from 550nm to 750nm as is reported in the figure below the NOPA block [38|.
This pulse are then temporally compressed with a pair of chirped mirrors in which the
beam computes 7 bounces to reach a temporal resolution of <20 fs [14]. The pump and the
probe laser pulses for the 2DES experiment are separated by a beam splitter setting after
the NOPA. The reflected one correspond to the probe beam that goes into a motorized
translation stage to control the delay t5. The transmitted beam correspond to the pump
and after crossing the TWINS, it will split in two replicas delayed by ¢;. The temporal
dispersion introduced by the birefringent materials is compensate by 9 bounces on a pair of
chirped mirrors in order to obtain similar time duration as the probe. At this point, part of
the pump beam is then send to the sample and the second part is detected by a photodiode.
The non linear signal S emitted from the sample propagates along the probe direction
and it is detected by a spectrometer that directly compute the Fourier transform along
the detection time axis t3 (detection frequency axis). The electrical devices in the setup
are synchronize in order to measure the difference between the signals with an without
the pre-excitation of the pump pulses. For this reason, along the pump optical path,
there is an optical modulator (chopper) that which frequency is half of the repetition rate

(500Hz) of the Ti: Sapphire laser. Before starting a measurement, two important steps
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must be performed: the first one is the calibration of the TWINS in order to reconstruct
the excitation frequency axis and the second one is the temporal characterization of the

laser pulse.

1.2.4. Calibration and phase compensation
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Figure 1.12: (a) pixels time resolved autocorrelation of the pump pulses detected at the spec-
trometer by scanning delay t1; (b) Frequency traces obtained by Fourier transforming horizontal
cuts of (a); (c¢) calibration curve in which each maximum point of the traces in (b) is associated
with the related optical frequency. The blue line represent the linear function that best approx-

imate the data

The calibration procedure involved only the pump beam; in particular one portion is
send to the spectrometer and the other to the photodiode. Once the pump beam is
setting, we mechanically scan the delay t; from -30fs to 250fs with 500 points usually
labeled as motor steps. Figurel.12a shows the signal detected at the spectrometer which
is a 2D map that represent the signal for different spectral components (pixels) as a
function of #; motor steps. This map correspond to the linear autocorrelation of the
two pump pulses. At this point, we apply the Fourier transform along every horizontal
line of the 2D map (dynamics detected at each pixels) by calling the new axis of the
Fourier domain Pseudo Frequency axis. Figurel.12b shows the pseudo frequencies traces
of the pixels from 50 to 400 in which the maximum peak of each traces depends on
the pixel position. Figurel.12c shows the association between the optical frequencies

determined by the pixels and the pseudo frequency obtained at the maximum intensity of
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the traces in figure 1.12b. The experimental point are then fit with a first order polynomial

function in order to find an analytical relation between the two frequencies. Once the
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Figure 1.13: (a) interferogram of the pump pulses detected at the photodiode by scanning delay
t1; (b) Amplitude spectra of the inteferogram (blue curve) overlapped with the experimental
spectra of the pump pulse (red curve); (c) phase spectrum obtained by cutting the interferogram

in figure (a) at t; equal to 140 (green curve), 200 (orange curve) and 250 (violet curve)

calibration is completed, the second step consist of compensate the phase introduced by
the TWINS; in particular we exploit the information of the autocorrelation detected by
the photodiode [39]. Figurel.13a shows the interferogram of the pump pulses measured
from the photodiode by scanning delay ¢;. In order to find the value of the phase that
compensate the 2DES spectra, it is necessary to identify the motor position in which
the pump pulses temporally overlap (zero position) and cut the signal before that time to
respect the causality principle. We now choose different ¢; motor step zero position and we
compare how the Fourier transform of the interferogram change. The correct zero position
is when the phase of the Fourier transform does not show a strong dependence with respect
the optical frequencies, that in our case we usually express in terms of wavelength. The
amplitude of the Fourier transform is not useful for this goal due to their independence
with respect the choice of the zero position. Figurel.13b shows the amplitude spectra
(Blue curve) that shows a good agreement with the experimental spectra of the pump
pulse (red curve) as it was expected from Parseval theorem [13]. Figurel.13 shows the
phase spectra by considering as zero motor steps position the points: 140 (green curve),
200 (orange curve) and 250 (violet curve).This analysis shows that if the zero motor step
position is took close to the maximum intensity of the interferogram (¢;=200) the two
pump pulses are almost temporally overlapped and the respective phase is more flat with
respect the phase spectra obtained before (t;=140 phase decrease with the wavelength)
and after (£;=250 phase increase with the wavelength) the maximum. The phase spectra

calculating for zero position t;=200 will be used to correct the 2DES spectra during the
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experiment. However, this procedure perfectly compensate the phase if the pulses are
considered as delta Dirac functions. In other cases,when the pulse have a fixed temporal
width, the overlap between the pulses is extended for a larger time and taking the zero
position at the maximum of the interferogram can produce a phase flip in the 2DES
spectra. In the appendix A some simulation of this effect are reported and the best

solution will be choose a point that is slightly before the maximum.

1.2.5. Temporal characterization of the pulses
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Figure 1.14: (a)PG-FROG scheme: P; and P, are the polarizer along the pump and probe
pulse setting at 45° and 0° with respect the horizontal line, P; analyzer setting perpendicularly
with repsct the orientation of the probe; on top left there is a reprsentation of the non linear
crystals with the direction of the refractive index n,, and n, indiced by the pump pulse and
the rotation A¢ experienced by the probe pulse; (b) PG-FROG signal at different wavelength
and on top there is the integrated map along the wavelength axis from which it is possible to

estimate 15fs time duration from the full width at half maximum of the Gaussian lineshape

In order to characterize the pulse compression at the sample position, we implemented
a Polarization Gating Frequency-Resolved Optical Gating (PG-FROG) measurement to
obtain the correlation between pump and probe laser pulses. PG-FROG technique exploits
third order non linear optical effects in a non linear crystals in which the refractive index
of the material depends on the intensity of the beam [13]; in particular the expression of

the modified refractive index is:

n:n0+n2|E|2 (164)

where ng is the refractive index without interaction with the light, ns is a coefficient which
is proportional to the third order non linear susceptibility (x*) and |E|? is the intensity

of the field. This technique is based on the interaction of two delayed laser pulses with a



1| Two-Dimensional Electronic Spectroscopy 51

non linear crystal in order to exploit their polarization orientation to acquire information
about their temporal width. In our case these two pulses are the pump and probe used
for the 2DES experiment, and the material used to generate the third order non linear
effect is a few silica plate with the same path length of the sample; this ensures that the
pulses propagate in the same amount of material as in the experiment. Figurel.14a shows
the scheme of the PG-FROG in which the polarization of the pump and probe pulses are
setting with two polarizers labeled as P, and P,. The orientation angle between them
is setting at 45° and a third polarizer (P3), usually called analizer, is fixed between the
crystal and the spectrometer with an orientation perpendicular with respect the probe
pulse. The propagation of the intense pump beam through the material induces a transient
refractive index change along the polarization direction of the pump. In particular, the
crystal assumes different refractive index along the parallel (n,,) and perpendicular (n )

direction of the pump orientation:
n//:no—i—n//]EF (165)

ny =mng+ny|E|? (1.66)

where, in our case, we consider ny;, > ny; The probe pulse, delayed by a time 7, will
experience the variation of the refractive index only when it is temporally overlapped
with the pump pulse on the crystal. In that specific case, the birefringence induced by
the pump pulse, will rotate the polarization of the probe by an angle [13]:

2T

Agp = 7L(nQ// —ny, )|E? (1.67)

where A is the carrier wavelength of the probe pulse and L is the width of the material.
In order to measure this effect, the analyzer P; along the probe direction, allow the
crossing of the probe only when its polarization is rotated. By collecting the signal at
the spectrometer as a function of the delay 7, we can obtain 2D map as a function of
wavelength and time 7. By integrating this 2D-map along the wavelength axis, we usually
obtained a Gaussian profile from which it is possible to estimate the time duration of the
probe pulse. Figurel.14b shows the 2D map obtained with 200um few silica and on
top there is the integrated spectra from which it is possible to estimate, by fitting with
a Gaussian function, a Full width at half maximum of 15fs. In order to perform this
measurement in the 2DES setup, is necessary to setting delay ¢;=0 to have just one
pump pulse; the delay 7 corresponds to the waiting time ¢, and measuring the signals

as a difference between the transmission with and without pre-excitation of the pump



52 1| Two-Dimensional Electronic Spectroscopy

pulse. Important to notice that the choice of the material used in the PG-FROG must
be consistent with the sample that we are going to measure. The samples that are used
in this thesis are both in solid states or in solution. In case of solid state, is useful to use
the same material of the substrate with the same thickness. In case of solution, is useful

to use the solvent inserted in the same cuvette to preserve path length.

1.2.6. 2DES data acquisition
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Figure 1.15: Pure absorptive spectra of Spirulina plantesis monomer at to=25fs and 5ps. On
top there is the comparison between the spectra obtained by integrating 2D map along the
excitation axis (black continuum lines) and the pump probe spectra (red and blue symbols)

performed by fixing t;=0

Once the calibration and phase correction parameters are setting, it is possible to start
a pump probe measurement in which the delay ¢; is fixed to zero and only delay t5 is
scanned. In this case, instead to generate a 2D map for every delay, we measure 1D
spectra which correspond to the 2D spectra when they are integrated along the excitation
axis. This pump probe measurement is usually acquired for two reasons: (i) it represent a
good method to check the validity of the 2DES experiment by comparing 1D spectra with
the integrated 2D map; (ii) Performing pump probe measurement with high temporal
resolution (<20fs). After the acquisition of the pump probe data, the 2D maps are
obtained by fixing delay ¢, and by scanning delay ¢; from -30fs to 250fs. The detector
spatially separate each spectral component of the signal by obtaining for every detection
wavelength, a signal as a function of ¢;. By applying the Fourier transform of the signals
as a function of ¢;, we generate a 2D spectrum at a fixed delay t,. Figure 1.15 shows
two 2D maps at t,=25fs and 5ps obtained for Spirulina plantesis monomer and above

there is a comparison between the pump probe spectra (symbols) and the integrated 2D
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map (black line) at the same ¢y delays. The two spectra have a good agreement which
demonstrate the validity of the 2D maps. Is important to notice that some peaks in the
2D map that stay out of the diagonal (cross peaks) are completely hide in the pump
probe spectra and this confirm the ability of the technique to combine high spectral and
temporal resolution. In the next chapter we explore the different information that are
possible to retrieve from this experiment, by considering three single molecules as case of

study.
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2 ‘ Information revealed by 2DES

In this chapter we investigate different kind of information that are possible to detect
with 2DES technique; in particular, we will show different 2DES analysis approaches
applied on three different simple molecules. The first one is the Perylene Bisimide (PBI),
an organic dye which is used typically for synthesizing light harvesting systems[10]. The
second one is the free base porphyrin which is usually adopted in order to mimic the role of
chlorophylls in natural photosystems [40]. The last one is the Lumogen-F Orange (LFO),
an organic dye with a strong oscillator strength suited for the study dephasing time and
spectral diffusion. The details about the experiment and the sample are reported in the

appendix A

2.1. 2DES Signals in Perylene Bisimide

In this section we explore the different kind of signals that can be measure with 2DES
technique. As it was already mentioned in the previous chapter, the possibility to directly
detect the pure absorptive 2D spectrum allows to capture the following signals: Ground
State Bleaching (GSB) dynamics (transition from the ground to the excited state), Stim-
ulated Emission (SE) which is the transition from the photoexcited state to the ground
state and Excited State Absorption (ESA) that represent the absorption from the pho-
toexcited state to higher energy levels. These signals are completely overlapped in a
2D spectrum and it results very complicated to discriminate the different processes that
are taking place. In order to distinguish the different signals, it is possible to explore
the theory explained in the previous chapter to reproduce 2D spectrum generated from
each signals. If the calculations well reproduce the experimental data, we are able to
give a direct interpretation of the mechanisms inside the system. Here, we consider as
a case of study Perylene Bisimide (PBI) which is a simple dye molecule that shows a
long-lived electronic bright state in the visible spectral range and a small amount of char-
acteristics excite state absorption|[41, 42]. These spectral features make this molecule a
good candidate to compare simulation and experiment. Figure 2.1a shows the steady

state absorption spectrum of the PBI monomer dissolved in the acetonitrile (Black line)
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Figure 2.1: (a) steady state absorption spectrum of the Perylene Bisimide diluted in acetonitrile
black line) with the molecular structure (top right) and laser pulse spectrum (rainbow area);

(

(b) Energy level scheme of the molecule in which GSB (red arrow), SE (green arrows) and ESA
(blue arrows) signals transitions are emphasized; (c¢) Simulated 2D maps at to=50fs for the GSB
(

top), SE (middle) and ESA (bottom) signals.

overlapped with the pulse spectrum adopted for the experiment (rainbow area) with the
PBI molecular structure. The static absorption clearly shows a main transition at 522nm
(covered by the laser pulse) and vibration replicas at higher energies. The electronic
structure was predicted with two different methods: the Restricted Active Self-Consistent
Filed (RASSCF) [43] and the Time Dependent Density functional Theory (TDDFT)[44].
In this work we only report the results obtained with the more sophisticated method
(RASSCF) that this typically adopted to simulate non linear spectroscopy experiments
even if spectral features regarding this molecule are well predicted with both methods [45].
The calculations predict the excited state S; by considering the Bs, symmetry class and
two bright transition from S; to higher states which generate ESA signals. Furthermore,
a dark state was predicted in which the system can relax from the S; state by emitting an

SE signal. Figure 2.1b shows the energy level scheme in which S is the ground state, S
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is the excited state and S} represent the higher energy levels. By considering this model,
it was possible to implement the theoretical description of the molecule under multi-pulse
interaction. In particular, the theoretical framework that we used, explored perturbation
theory combined with two more approximation: (i) The Condon approximation in which
the dipole moment does not depend on the nuclear coordinate; (ii) The energy states are
long-lived with respect the temporal resolution of the experiment [46, 47|. The long-lived
signal for the S; excited state (complete decay in nanoseconds time scale) and the rigidity
of the molecule, demonstrate the validity of these two approximation [45]. Figure 2.1
shows the calculated 2D spectra obtained for GSB (on top), SE (middle) and ESA (bot-
tom) signals at to=50fs by using the RASSCF method. Such spectra show a signal only
when the S; state is excited but the detected signal is spread along the entire spectral
window. The GSB signal is mostly located along the diagonal line and it represent the
transition Sy — S in the double sided Feynman diagrams in the ¢3 time interval. The SE
signal appears as cross peaks detected at lower energy with respect the S; state and it is
due to possible transitions from lower vibrational levels of the S; state to the ground state
(So). The ESA signal has a negative amplitude and it represent the transitions S; — S7.
The simulated pure absorptive 2D spectrum at t,=50fs is obtained by summing these

three contributions. Figure 2.2 shows a comparison between the experimental results and
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Figure 2.2: Comparison of experimental (a) and simulated (b) pure absorptive 2D spectra of
PBI at t5=30fs, 50fs and 100fs

the simulated 2D spectra at waiting times 30fs, 50fs and 100fs. The calculations are in a
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good agreement with the experimental data; in particular, three peaks detected at 522nm,
575nm and 700nm are well reproduced. By combining the information acquired from the
simulation of the single signals, we can attribute to the diagonal peak two different con-
tribution: one is GSB signal and the other is the first vibronic SE signal. Such a peak
shows also temporal variation of the lineshape (from elliptical at 30fs to circular at 100fs)
that is also reproduced by the simulation. This lineshape temporal evolution is due to
the spectral diffusion. The cross peak detected at 575nm is a combination of a strong SE
Signal and a weak ESA signal. The strongest contribution of the ESA signal manifests
around 700nm and it represents the transition S; — S7. Such a peak is well defined in
the experimental data, but the entire ESA band seems not well reproducible from the
theory. This discrepancy can be due to the wrong estimation of the equilibration energy
found for the state S; that could be the responsible of a broad ESA band from 600nm
to 750nm. In summary, the advanced theoretical model allows to interpret and, in some

case, predict experimental data also for complicated ultrafast spectroscopy technique as
2DES.

2.2. Ultrafast processes in Free base Porphyrin

In the previous section we demonstrate the origin of the GSB, SE and ESA signals and
how they are reported in the 2D spectra. In this section we show how excited state
energy transfer (EET) and vibrational coherences can be reveal from 2DES technique;
specifically we show the case of the free base porphyrin which posses a more complex
energy structure with respect the PBI molecule. Figure 2.3a shows the steady state
absorption of the molecule overlapped with the laser pulse spectrum that cover a spectral
range from 500nm to 700nm and, on the top right, there is the molecular structure. In
this case, we are excited simultaneously three absorption peaks labeled as ()0 (peaked
at 540nm), Q.1 (peaked at 580nm) and Q.o (peaked at 640nm). By exploiting 2DES
technique, it is possible to spectrally and temporally characterize internal conversion
process from the @), band to the (), band by studying the temporal evolution of the cross
peaks. Figure 2.3 shows 2D maps acquired at t,=10fs and 500fs where the excitation
and detection axis are grid based on the spectral position of the absorption peaks. At
to=10fs, the 2D map shows three diagonal peaks that reflect the static absorption spectra
of the molecule (GSB signals of Q00,01 and @), ). The presence of positive cross peaks
below and above the diagonal line indicates possible couplings between the energy states.
The ESA signal is spread along the entire 2D map by generating a negative signal that
overlapped with the GSB and SE signals. At t,=500fs, there is a clear formation of a
cross peak by exciting at 540nm (Q,) and detecting at 640nm (Q,0). Figure 2.3 shows
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Figure 2.3: (a) Steady state absorption spectrum of free base Porphyrin (black line) with the
molecular structure (top right) and laser pulse spectrum (rainbow area); (b) Experimental pure
absorptive 2D spectra at to=10fs and 500fs, that are grid based on the spectral position of the
Qy0(540nm), Q41 (580nm) and Qo (640nm) bands; (c) t2 traces of the diagonal peak (violet line)
at 540nm/540nm excitation/detection point and cross peak at 540nm/640nm point indicated
in the 2D map in the panel (b). The time 7=60fs represent the first decay/formation of the

diagonal /cross peak respectively.

the t5 traces of the diagonal point peaked at 540nm (violet) and the cross peak detected
at 640nm (green). The diagonal peak shows a decay that is followed by a formation of the
cross peak in a time estimated around 60fs. These dynamics clearly identify an energy
transfer from the @)y to the @), that take place in a time scale that is impossible to
acquired with a simple pump probe experiment where the typical temporal resolution is
around 100fs. In order to obtain a model to explain the data, we performed a simulation
by considering the energy level scheme reported in figure 2.4a. In this scheme, the ),
band is obtained by assuming a coupling between @),0 and @), states, and the ESA signal
is obtained by adding higher energy levels that are reachable via photon-absorption from
both bands. By fixing to 60fs the time in which the internal conversion take place, we
are able to simulate 2D maps. Figure 2.4b shows the simulated 2D spectra at t5=10fs
and 500fs where the main spectral features are in good agreement with the experimental
data. In particular, the EET process seems well reproduced by looking the formation
of the cross peak and decay of the diagonal peak in the 2D map at 500fs. The main
discrepancy between the experiment and the simulation comes from the ESA signal which

is particularly strong in the simulation for the excitation of @), band. This effect can be
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Figure 2.4: (a) Energy level scheme where the violet and the green arrows represent the EET
process from Quo to Qo bands with the estimated time. (b) Simulated 2D pure absorptive
spectra at to=10fs and 500fs that are grid based on the spectral position of the Qyo(540nm),
Q21 (580nm) and Q. (640nm) bands.

due to an overestimation of the energy equlibration in the higher energy levels or of the
dipole moment responsible of the transition from the ),o to higher energy levels. Another
possible analysis that allows to give more information about the ultrafast processes in the
molecule is the study of possible vibrational coherence that can drive internal conversion
processes. In the following paragraph we will explain this analysis and we will apply such
method to the porphyrin 2DES data.

2.2.1. 2DES Oscillatory map

In the previous chapter we point out that, in a 2DES experiment, the interaction with the
second laser pulse generate a population state that evolves during time ¢5. This is true for a
simple system; however, when the system shows several energy levels that interact to each
other, the second pulse can produce a coherence state that evolves in time as an oscillatory
signal. Free base porphyrin represent one of these exception where, by constructing the
Feynman diagrams, coherences between the different bands can be created during the
waiting time interval. In this case we are interested on two high frequency modes at
1350cm ™! and 1510cm™" that are created between the Qo and Q.0 bands. In order
to study these modes, a method called oscillatory analysis can be implemented. This
procedure consist of calculating the Fourier transform of the signal along the t, axis,
generating a new frequency axis labeled as 15[48, 49]. In this way, we are able to create a
series of 2D oscillatory maps as a function of the excitation and detection wavelength.In
particular, by fixing a value of 15, the corresponding 2D spectrum will map out the couple
of the excitation and detection frequencies in which the specific mode v, appear. Figure

2.5a shows the 2D oscillatory map at v,—=1350cm™! and 1510cm ™!, calculated in the
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Figure 2.5: Comparison of the experimental (a) and simulated (b) 2D oscillatory maps at
vo—=1350cm ™" and 1513cm™! where the main peaks in the experimental data are emphasized

with colored square.

following way:
S(/\e:pw Vo, )\det) = ’FT<S<)\61‘C7 t2> )\det))|2 (21)

The 2D map at v5,—1350cm~! shows diagonal and cross peaks that corresponding to the
position of the ()0 and ()1 bands that are also predicted by the simulation reported in
figure 2.5b (on top). The diagonal and cross peak detected at the Q),; band are emphasized
with colored squared in both maps. The good agreement between the experimental data
and the simulated one confirm the high quality of the calculation and allow to introduce
more information in the model of the system. The 2D map at 1510cm™!, even if the
agreement with the simulation is lower with respect the other mode, reveals a dominant
feature at @),o detection frequency. The red and the green square in the experimental
map emphasized the two more intense peaks that appear in the simulation data as an
average within adjacent peaks. This mode seems to couple all three peaks and could be
the responsible of the internal conversion observed in the 2D data. The reason of this
mismatch between the experimental and the simulated 2D map at v,=1510cm™! could
be due to the temporal resolution of the experiment (around 15fs) that makes this mode

close to the edge of our frequency resolution.
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2.3. Lineshape analysis in Lumogen F-Orange

Lineshape analysis is particularly useful in 2DES data because it allows to retrieve infor-
mation regarding the dephasing time of the molecule, usually label as T5, and the spectral
diffusion effect. In this section we show both studies applied to the Lumogen F-Orange
dye (LFO) that is typically used for designing innovative optoelectronic devices based

on organic materials. Figure 2.6a shows the steady state absorption (black line) of the
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Figure 2.6: (a) steady state absorption of the Lumogen F-Orange (LFO) (black line) with
molecular structure (top right) and laser pulse spectrum (green area); (b) Pure absorptive 2D
spectra at to=10fs, 100fs and 500fs; (c) Representation of one diagonal peak in the 2D map at
to close to zero where the inhomogeneous linewidth (o) and the homogeneous linewidth (vy) are

indicated with blue and violet arrows respectively.

molecule accompanied with the molecular structure and the laser pulse spectra (green
area). The absorption shows a main transition at 2.35eV and higher vibronic replicas
(similar to the PBI absorption spectrum). The laser pulse adopted for the experiment
well covers the main transition and it spans from 1.8eV to 2.5eV. Figure 2.6b shows the
2D maps obtained from the experiment at t5 =10fs, 100fs and 500fs where it is possible
to distinguish GSB signal located along the diagonal line and SE signal as a cross peak
detected at 2.15eV. From the lineshape point of view, we can notice a variation of the
diagonal peak; specifically, at t,=10fs the it shows an elliptical lineshape elongated along
the diagonal line and, for larger delays, it changes by assuming a circular shape. This
effect is called spectral diffusion and it will be quantify later in this section. Let us now

focus on the lineshape when the delay 5 is closed to zero where the peak manifest an
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elliptical lineshape. Figure 2.6¢ shows a simple cartoon of a 2D map in this situation
where it is possible to identify two different spectral broadening. The one obtained by
cutting the peak along the diagonal line (blue arrow) correspond to the inhomogeneous
broadening and it reflects the static absorption spectrum where o is the linewidth of the
peak. The linewidth obtained by cutting the peak along the anti-diagonal line corre-
spond to the homogeneous broadening (violet arrow) and it is labeled as 27v[26]. Such a
broadening is directly connected to the dephasing time, but its estimation present some
difficulties [50]. In particular, the discrimination between the two different broadening is
possible only when the 2D map at t,=0 is well known. Usually this is not possible due
to the finite temporal resolution of the experiment; for this reason, several sophisticated
method are implemented in order to get the best estimation of the parameter . In the
next paragraphs we show a new method in order to estimate homogeneous broadening
and how to describe quantitatively the spectral diffusion by using central line slope (CLS)
method.

2.3.1. Dephasing time

The time in which a system looses coherence and it relaxes to a population state, is called
dephasing time. As it was already mentioned before, it is correlated to the parameter ~y
and the relation between them is Ty = 1/ where ~ is defined as dephasing rate. There
are several method that allow a good estimation of the depahsing rate starting from the
experimental data. The simplest one is called Homogeneous limit and it assumes that
the elliptical lineshape well separate the homogeneous and inhomogeneous broadening
contribution; one alone the anti-diagonal and the other along the diagonal line. In this
case the anti-diagonal line can be reproduce with a Lorentzian curve and the diagonal
with a Gaussian function|[51]. The Full width at half maximum (FWHM) of the best fit
will give directly the values of v and o respectively. Another method adopted by Siemens
and coworkers considers that both homogeneous and inhomogeneous contribution are
mixed along both direction and they found an expression of the lineshape that depends
on both linewidth parameters [52, 53].This method was applied only for the rephasing
2D signal and it required a complicated theoretical background in order to find the best
function that fit with the experimental lineshape. In this paragraph we present a new
method in which theoretical framework of 2DES for a two level system is exploited in
order to find a good lineshape function. We focus our attention only to the diagonal peak
at 2.35 eV where the LFO can be assumed as a two-level system. By using the Bloch
equation for a two-level system as reported by Mukamel|28], and applying the rotating

wave approximation, it is possible to obtain a simple expression of the pure absorptive
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Figure 2.7: (a) Zoomed 2D maps around the diagonal peak and at to=10fs measured at 86K
(on top) and 295K (bottom); (b) Best fit of the diagonal (blue line) and anti-diagonal (violet)
cuts overlapped with the experimental data (symbols) obtained from the dashed lines in panel
(a) at temperature 86K and 295K; (c) Temperature dependence of the parameter v where each

point is accompanied with error bars and the respective depahsing time 75.
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where Sk and Syp are the amplitudes of the rephasing and non rephasing signals, v is the
dephasing rate, o is the inhomogeneous linewidth and wy is the transition frequency which
is, in our specific case, fixed at wy=2.25eV. This function allows to simulate the entire
2D map and, by varying the amplitudes (S and Ryg) and the linewidth parameters
(v and o), it is possible to find the best fit for the experimental data. The diagonal
and anti-diagonal lines are extracted from the 2D map by introducing a pair of new axis
that are rotate by 90 degree with respect to the excitation and detection axis and origin
located in the center of the peak [26]. Figure 2.7a shows the zoomed 2D spectra at
to=10fs acquired at temperatures 86K (on top) and 295K (bottom) where the pair of new
axis are indicated as colored dashed lines. These two lines correspond to the diagonal
and anti-diagonal directions. Figure 2.7b shows the diagonal and anti-diagonal lines at
temperatures 86K (on top) and 295K (bottom) where the experimental data (symbols) are
overlapped with the best fit (continuum lines) obtained from the Eq. 2.2. We can notice
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that the linewidth along the anti-diagonal seems larger at 295K with respect to the one at
lower temperature. For this reason, we have decided to perform a temperature dependence
by repeating the same experiment at other temperatures: 140K, 180K and 240K. Table
1 contains the value of the parameters obtained from the best fit for every temperature.
From this value, we can notice that the dephasing rate increases with the temperature,

but the parameter o does not shows a strong dependence with the temperature.

T (K) 86K 140K 180K 240K 295K
~v(meV) 7 88 96 108 124
o(meV) 187 24 192 202 218

Sk (107°) 1.8 246 187 239 292
Syg (1075) 1.4 153 114 0.7  1.43

Table 2.1: Values of the parameters 7, o, Sgp and Syg obtained from the best fit at
temperatures: 86K, 140K, 180K 240K and 295K

Figure 2.7c shows the estimated dephasing rate as a function of temperature, where each
value is accompanied with the error bar of each best fit. In the same graph, we report the
respective depahsing times for each value of v and the best fit (black line) obtained with a
linear function. Such result is also confirmed from previous studies where the temperature
dependence of the dephasing rate was predicted with different methods. The increasing
of the dephasing time by slowing down the temperature derives from the interactions
between the molecule and the phonons. At lower temperature, such phonons are freezing

and the coherence signal from the molecules takes more time to go out of phase [54].

2.3.2. Spectral Diffusion

In this paragraph we study the temporal evolution of the lineshape in order to quantify the
spectral diffusion.This effect manifests when the system loses memory of the initial state
due to the interaction with the environment. From the experimental point of view, the
elliptical lineshape in the 2D map, starts to change till the linewidth of the diagonal and
anti-diagonal line are indistinguishable and the homogenous broadening is completely lost
(circular lineshape). Several methods were developed in order to study this mechanism
but most of them required sophisticated model to extract the bandwidth of the diagonal
and anti-diagonal line at different t5 delays [27]. Here we use a method called Central
Line Slope (CLS) in which the lineshape at different ¢ is characterized by an angular

coefficient § [55]. Figure 2.8a shows a cartoon of the 2D map in order to understand how
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Figure 2.8: (a) Scheme of a single peak in the 2D map at t5 closed to zero where the maximum
amplitude for each detection energy are emphasized with black dots and the blue line represent
the linear fit; (b)/(c) zoomed 2D spectra around the diagonal peak at to=10fs and 200fs measured
at 86K /295K where the black dots indicate the maximum amplitude for each detection energy;
(d) Temporal evolution of the slope § at 86K (blue dots) and 295K (red dots) overlapped with

the best fit (continuum black lines).

the parameter 3 can be retrieved. The black dots represent the maximum amplitudes for
each detection energies (vertical lines). Such points are then fit with a linear function
(blue line) called CLS line where 3 represents its angular coefficient. Ideally, when t,=0,
p=1 (CLS line along the diagonal) and when the lineshape is circular, =0 (horizontal
CLS line). Figure2.8b and c¢ shows 2D maps at early (10fs) and larger delays (200fs)
measured at 86K and 295K where the black dots represent the CLS line. The 2D spectra
acquired at early delays show a similar CLS line that follow the diagonal direction. At
to=200fs, we can notice that at 86K the CLS line still tilted with a certain angle with
respect to the detection axis, on the other hand, at 295K, the CLS line is almost flat. The
expression of the § as a function of ¢5 can assume different forms based of the kind of
sample and substrate. Such value is proportional to the frequency fluctuation correlation
function (C(t2)) that contains information related to the spectral diffusion and energy
fluctuation effects|27]. It is usually expressed with a series of exponential decays when
the spectral diffusion is evaluate over a picosecond time scale. In our case, we want to
evaluate over a much shorter time window (200fs) where other effects as laser pulse or
vibration modes can affect the C'(¢5) function. For this purpose, we found a model that
can include all of these effects that was inspired by the purposed made by Fecko et. al

[56] where the possible vibration molecular modes are modeled as a linear combination
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of underdamped and overdamped Brownian oscillators. The final expression adopted for
the LFO is:

Bty) o< Cty) = ae™/™ 4 be /7 (cos(weta) + (1/Twe)sin(wts)) + ¢ (2.3)

where the first exponential reflect the contribution of the laser pulse and 7, approximate
the temporal resolution of the experiment. The vibrational mode is w. that was fixed
at 540 cm™!, frequency extracted by performing the frequency analysis of the data and
T represents the life time of the mode that was impose similar to the dephasing time
estimated in the previous paragraph. The amplitudes a, b and ¢ are the only parameter of
the fit. Figure 2.8d shows the best fit (black lines) overlapped with the experimental data
(symbols) acquired at 86K (blue) and 295K (red). In conclusion, in this chapter we study

three different molecules to show information are possible to extract 2DES experiments.
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3 ‘ Natural Light Harvesting
Systems

In this chapter we exploit 2DES technique to study ultafast mechanisms in natural Light
Harvesting Systems (LHC). Such photosystems can be found in different natural organisms
that perform photosynthesis as higher plants, cyanobacteria and algae. In general they
are composed of pigment-protein complexes organized in two parts: a peripheral part
called light harvesting antenna and an internal part in which the Reaction Center (RC)
is located [2]. Such complexes efficiently capture and transfer the solar energy through
the RC where a molecule called P700 oxidized by generating the pair P700" and one
electron. Such a charge separation is the starting point of the photosynthesis chemical
reaction from which the plant can produce oxygen and glucose [57|. This process come
into spot light due to the high energy conversion efficiency (ratio between the number of
created charges and the absorbed photons) which is larger than 0.9 and the time scale
in which excited state energy transfer (EET) processes are taken place (from femto to
picoseconds time scale). For this reason, 2DES technique represents a perfect tool to
study these mechanisms by giving a complete spectral and temporal characterization. In
this work we study Photosystem I Light Harvesting Complex I (PSI-LHCI) isolated from
spinach (higher plants) and the PSI-Core (without the antenna) isolated from Spirulina
Platensis (Cyanobacteria). Figure 3.1a shows a simple cartoon of the structure of the two
photosystems where the green buttons represent the pigments-protein complexes that are
mainly comprised of carotenoids (Car), Chlorophyills (Chls) a and b usually identified as
Bulk and a group of Chls that absorbed at lower energy with respect P700 (absorption
peak at 700nm) called red forms (RF) [58]. Figure 3.1 shows the steady state absorption
spectra of the PSI-LHCI of higher plants (black line) and PSI-Core of cyanobacteria (violet
line) overlapped with the laser pulse spectrum (rainbow area). This graph is grid based
of the absorption of Chls Bulk (from 550nm to 690nm), RC identified by the absorption
of the P700 and Chls RF (from 700nm to 750nm). The carotenoids are omitted in this
graph because their absorption (shorter wavelength with respect 550nm) is not cover from

the laser pulse. Both spectra show clearly two peaks centered at 620nm and 680nm that
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Figure 3.1: (a) Scheme of the PSI-LHCI of higher plant (on top) and PSI- Core of cyanobacteria

(bottom) where the pigment-protein complexes are represented as green buttons that contain

carotenoids, Chls bulk and Chls red forms; in the same panel are reported the molecular structure
of the pigments and a cartoon that represent the EET processes within them (black arrows) and
the charge separation process in the RC; (b) Static absorption spectra of the PSI-LHCI (black
line) and PSI-Core (violet line) overlapped with the laser pulse spectrum (colored area); (c)
Energy level scheme in which the energetic states of the Chls bulk (620nm and 680nm), RC
(700nm) and Chls red forms (710nm) are included

correspond to the @), and @, bands of Chls a. At 650nm, the spectrum of the PSI-
core shows a more marked hole with respect to the photosystem of higher plants. At this
wavelength there is the peak of the @), band of Chls b that are located only in the antenna
part and not in the core [7]. The main difference between the two spectra, appears at
larger wavelength where the Chls RF absorbed. In particular, the PSI-core shows an
higher intensity with respect the PSI-LHCI. The reason is related to the amount of Chls
RF in both systems and their localization. In higher plants, such Chls harbor in the LHC
antenna (8| and, in cyanobacteria, they are spread in all the core as it is illustrated in figure
3.1a [59]. Figure 3.1c shows the energy level scheme derived from the static absorption
spectrum where the Chls Bulk are represented by the two bands of Chls a, the RC at
700nm and the Chls RF peaked at 710nm. The study of the Chls RF attracts several
interest because, even if they absorbed at lower energy with respect the RC, their role
in the photosynthesis process still not fully understood. In the next sections we exploit

2DES results and analysis of both photosystems in order to spectrally and temporally
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characterize all the EET mechanisms within the two kind of Chls. In the last section we
compare the results of the two systems by giving the predicted deactivation energy level

scheme and relative interpretation.

3.1. PSI-LHCI (Core-Antenna) in Higher plants

Photosystem I Light Harvesting Complex I (PSI-LHCI) in higher plants shows the highest
quantum conversion efficiency (~ 0.98)[2] with respect the other photosystems known
in nature. This high efficiency persist even if there are Chls RF that could limit the
EET process to the RC; in particular it was proposed a termodynamically unfavorable
uphill EET from Chls RF to Chls Bulk that can slow down the charge separation/energy
trapping mechanism|60]. The characterization of the EET processes in this photosystem
could be complicated and the main reasons are: (i) the time scale of the different EET
mechanisms are similar and they overlapped with the charge separation and stabilization
steps; (ii) the large number of pigments in each units (~ 150 Chls) implies a broadly
spectral absorption of the photosystem where is difficult to distinguish contribution that
coming from different species [5]. For this reason, in order to understand the effects on
EET processes imposed by the low energy Chls, we need to perform experiments in which
such Chls are directly excited. Here we use 2DES technique with a laser pulse spectrum
spanning from 580nm to 725nm in order to well cover the absorption of Chls bulk and
Chls RF. Furthermore, we study the PSI-LHCI in two conditions: open and closed RCs.
The second condition was obtained by oxidizing the primary donor of the RC (P700) with
Ferry cyanide in order to avoid energy trapping mechanism. The details of the sample

and the experimental parameters are reported in appendix A.

3.1.1. 2DES Results

Figure 3.2a shows the pure absorptive 2D spectra of PSI-LHCI under open RCs condi-
tion at to=T75fs, 1ps, 10ps and 50ps that are grid based on the absorption of Chls Bulk
and Chls RF. At t,=75 fs, the 2D map shows two diagonal peak at 680nm/680nm and
710nm/710nm excitation/detection wavelength. Such points corresponds to the GSB sig-
nal of the @), band of Chls a and Chls RF respectively. In this map is also present a
strong cross peak by exciting at 620nm and detecting at 680nm which correspond to the
EET process from the @, to @), band of Chls a. The absence of the diagonal peak asso-
ciated with the (), band suggests that such a process take place in a time scale which is
faster with respect the temporal resolution of the experiment. We can also notice that the

lineshape of the diagonal peak st 680nm/680nm is mostly elliptical by covering also vi-
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brational states of the (), band located around 670nm. The Coupling within these states
mediate an ultrafast intramolecular EET process in which the energy will be localized in
the dominant absorption peak centered at 680nm. This effect can be observe in the 2D
map at to=1ps where the energy obtained by exciting around 670nm is completed transfer,
by creating a cross peak at 680nm. The negative amplitude in this 2D map represents the
ESA signal from Chls Bulk that could mask some vibrational coupling effect. At early
waiting times, it is possible to observe a formation of a cross peak by exciting at 710nm
and detecting at 680nm. Such a peak is correlated to the coupling between the Chls RF
and Chls bulk which is usually refereed as uphill EET. 2D map at t,=10ps shows cross
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Figure 3.2: (a) 2D pure absorptive spectra of PSI-LHCI under open RCs at to="75fs, 1ps, 10ps
and 50ps where each map is grid based of the absorption of the Chls bulk and Chls red forms; (b)
on top: to traces obtained by exciting at 710nm and detecting at 710nm (red), 700nm (orange)
and 680nm (green) where a zoomed of the dynamics up to 1ps is reported in the same graph as a
inset; bottom: ty traces obtained by exciting at 620nm and detecting at 670nm (violet), 680nm
(green), 690nm (blue) and 700nm (orange). In both plots, the relative points are emphasized
in the panel (a) with colored circles and the experimental points (symbols) are overlapped with

the best fit (black continuum line) obtained from the global analysis

peak detected at 700nm and 710 nm when the system is excited at 680nm and 620nm
(Chls bulk). Such peaks indicate an EET from the Chls Bulk to the RC and Chls RF and
this mechanism is usually label as downhill EET. At ¢t,=>50ps, the energy that was stored
in the @), band of Chls a is completely disappear and the energy is mainly localized at de-

tection wavelength larger than 700nm. In order to better visualize all of these processes
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detected by 2DES experiment, we can observe the dynamics of the diagonal and cross
peaks.. Figure 3.2b shows the dynamics of the colored points indicated in the 2D maps
when the system is excited at 710nm (on top) and 620nm (bottom). The black contin-
uum lines in the plots represent the best fit obtained with the global analysis algorithm
that will be explained in the next section. By directly exciting Chls RF (710nm), the
associated GSB signal (red point) shows two different decays. The first one is ultrafast
and it match with the formation of the cross peak detected at 680nm (green point), by
revealing the uphill EET mechanism. Such dynamics is more visible in the inset reported
in the same graph where the dynamics are zoomed up to 1ps. The second decay is slower
with respect the first one and it represents the relaxation to the ground state. Similar
decay is also present in the cross peaks detected at 680nm and 700nm (orange point). The
Downhill EET that was mentioned before, can be observed in the bottom panel of figure
3.2b where the system is excited at 620nm (@), band). The dynamics detected at 670nm
(violet point) shows an ultrafast decay that is similar to the formation of the signal at
cross peaks detected at 680nm (green point) and 690nm (blue point). This mechanism
is related to the intramolecular relaxation of Chls bulk from the high vibrational energy
levels to the lower one. The downhill EET process from the Chls bulk to the RC and Chls
RF is identified by the decaying signal detected at 680nm that match with the rise time
detected at 700nm (orange point). The data obtained at closed RCs condition show a
similar behavior [5] and the main difference between the two conditions will appear when
2DES data are analyzed with global analysis algorithm which results are reported in the

next section.

3.1.2. Data analysis

In order to temporally and spectrally characterized the EET and energy equlibration
mechanisms in the PSI-LHCI, we performed the global analysis algorithm on the 2DES
data. This procedure allows to model the entire 2DES dataset with a series of n expo-

nential decays with the following expression:

i=1

S(/\exca t27 /\det) - Z Ai<>\€IC7 /\det>€_t2/n (31)

where the amplitudes A; are 2D amplitude maps as a function of the excitation and
detection wavelengths and are called Decay Associated Spectra (2D-DAS). Such maps
are correlated to a specific time constant denoted with 7;. The amplitude of the 2D-DAS
reveals the decay or a formation of a specific species; in particular, a positive amplitude

indicates a positive exponential decay which correspond to a decay of GSB signal; a
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negative amplitude represents a negative exponential decay that correspond to a formation
of a GSB signal or a decay of an ESA signal [61]. In this section we show the results of
the global analysis for the PSI-LHCI system under open and closed RCs conditions. The
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Figure 3.3: (a) 2D-DAS map obtained from the PSI-LHCI under open RCs condition where the
temporal evolution can be described with time constants: 7 =0.3ps, 70=2.5ps, 73=12ps, 74=56ps
and a non-decaying component limited by the time window adopted to perform the experiment;
(b) 2D-DAS map obtained from the PSI-LHCI under closed RCs condition where the temporal

evolution can be described with time constants: 71=0.2ps, 79=3.5ps, 73=22ps, 74=78ps

best fit of the PSI-LHCI under open condition is obtained by imposing n=5 and the
2D-DAS and the related time constant are reported in figure 3.3a. Such lifetimes are:
11=0.3ps, T9=2.5ps, 13=12ps, 74=5H6ps and a non-decaying component which is larger
with respect the time window adopted for the experiment (160ps). Such values are in
a good agreement with those reported by performing a pump probe experiment on the
same sample [62]. The 2D-DAS associated with the life time 71=0.3ps shows a signal
decaying from 650nm to 675nm spectral region and a formation around 680nm. This

corresponds to an intramolecular energy equilibration within the @), band of Chls bulk.
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We can also notice that by exciting at larger wavelength with respect 700nm, the 2D-DAS
shows a positive amplitude for the GSB signal of Chls RF and a negative amplitude of
the cross peak detected at 680nm. This demonstrate the presence of an uphill EET from
the Chls RF to the Chls bulk that take place in a time scale similar to the intraband
EET process. The second 2D-DAS shows a decay in the @), band of the Chls bulk and a
formation in the spectral region spanning from 700nm to 735nm. This means that, the
time constant of 75=2.5ps temporally defined the downhill EET process from Chls bulk
to the low energy Chls and RC. The life time of 12ps is dominated by the relaxation of
the Chls bulk that overlap with the energy trapping time. In particular, once the P700 is
completely oxidized, the energy from the Chls bulk will relaxed to the ground state instead
to be transfer to the RCs. The 2D-DAS at 7,=56ps shows a decay above 700nm spectral
region which correspond to the relaxation of the Chls RF. The longest component should
represent the long-lived signal associated with the P700" that has usually a lifetime of
microseconds. Unfortunately, due to our limited time window, such time can not fully
isolated and, for this reason, it is possible to observe in the 2D-DAS some decaying related
to Chls RF. In general, with the global analysis, is difficult to distinguish processes that
take place with similar time scales. From this view, we performed the same kind of
analysis for the PS-LHCI under closed RCs where the best fit is obtained by imposing
the number of components n=4. Figure 3.3b shows the 2D-DAS map obtained for closed
RCs configuration which lifetimes are: 7,=0.2ps, 75=3.5ps, 3=22ps and 74,=78ps. The
first 2D-DAS is similar to the first map in the open configuration and it describes the
same intramolecular and uphill EET processes. The second lifetime describes the downhill
EET process from Chls bulk to Chls RF which is slower with respect the lifetime found
for the open configuration (2.5ps). Such a discrepancy derives from the EET from Chls
bulk to RC which is only present in the open RCs sample; in particular the faster lifetime
indicates a faster transfer from bulk to RC with respect the transfer from bulk to RF. The
third 2D-DAS shows a lifetimes which is almost double with respect the open condition.
In this case it represent only the relaxation of the Chls bulk that is note influenced by
the energy trapping in the RC. The last 2D-DAS shows a decay of Chls RF which is
larger with respect the 56ps found for the open case that was probably mediated with
the relaxation time of the P700. In summary, by exploiting 2DES technique we have
characterized the main EET processes in PSI-LHCI in higher plants; in particular, the
ultrabroadband laser pulse adopted for the experiment allows to monitor the effects of
the Chls RF in the EET /energy trapping mechanism in terms of lifetime. Even if Chls
RF are situated in the antenna part, the uphill EET from Chls RF to Chls bulk observed
in the 2DES data demonstrates that the overall energetic equibration depends only on

the energy levels of the different chromophores rather than their specific location. In
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particular, Chls RF participate to the photosynthesis process and their effect does not
impact negatively to the efficiency of the entire photosystem. In the next section we
repeat the same experiment and analysis for the PSI-core in cynaobacteria in which the

Chls RF are distributed in the core complex part.
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3.2. PSI (Core) in Cyanobacteria

In this section we report the results and the analysis of the 2DES data obtained from
PSI-core isolated from Spirulina platensis (cyanobacteria class). Such organism shows
the highest concentration of Chls RF in nature located in the core complex part. The
dimension of the PSI-units counts almost 80 Chls which is almost the half amount with
respect the PSI-LHCI studied in the previous section [59]. For this reason, it is particularly
suited to study the effect of the Chls RF that usually have a lower intensity absorption
with respect the Chls bulk.

3.2.1. 2DES Results

In this section we show the 2DES results obtained for PSI-core isolated from Spirulina
platensis under closed RCs in order to avoid electron transfer process that can kinetically
overlaps with the EET mechanisms. In literature, this sample is usually studied under
trimeric and monomeric form where only fluorescence and transient absorption measure-
ments were performed [59]. Here we explore for the first time 2DES experiment on the
trimeric and monomeric form in order to spectrally and temporally characterized the low
energy Chls role in terms of EET mechanisms. The details related to the samples and the
parameters adopted in order to perform experiments are reported in appendix A. Figure
3.4a shows the pure absorptive 2D spectra of the trimeric form detected at t,=25fs, 1ps,
5ps and 20ps that are grid based on the absorption bands of Chls bulk and Chls RF.
2D map at t,=25fs shows two diagonal peak: the first one is peaked at 680nm/680nm
excitation/detection wavelength by showing an elliptical lineshape elongated along the
diagonal line; the second one is peaked at 710nm/710nm point and it corresponds to the
GSB signal associated with the Chls RF. In this 2D map we can also observed a cross
peak at the 620nm/680nm point that reflects the downhill EET from the @), band to the
(), band of Chls bulk as it was observed for the PSI-LHCI complex. At t,=1ps, the line-
shape of the GSB signal associated with the @), band of Chls bulk changed, by showing a
circular shape. This effect is probably due to the spectral diffusion effect that the system
experienced with the environment (distilled water). In the same 2D spectrum, we can
also observed a formation of a cross peak by exciting at 710nm and detecting at 680nm.
Such a peak correspond to the uphill EET from the Chls RF to Chls bulk thanks to the
coupling between them. The downhill EET from Chls bulk to Chls RF is represented by
the cross peaks at to,=>bps obtained by exciting at 680nm and detecting in the spectral
region from 700nm to 750nm. In particular, such a broad peak seems composed by two

peaks: one peaked at 710nm and the other at 730nm. From the 2D map at t5,=20ps we
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Figure 3.4: (a) 2D pure absorptive spectra of PSI-Core trimeric form under closed RCs at
to=25fs, 1ps, 5ps and 20ps where each map is grid based of the absorption of the Chls bulk and
Chls red forms; (b) on top: ts traces obtained by exciting at 710nm and detecting at 710nm
(red) and 685nm (blue) where a zoomed of the dynamics up to 1ps is reported in the same graph
as a inset; bottom: ty traces obtained by exciting at 680nm and detecting at 685nm (green),
710nm (orange) and 730nm (dark red). In both plots, the relative points are emphasized in the
panel (a) with colored circles and the experimental points (symbols) are overlapped with the

best fit (black continuum line) obtained from the global analysis

can observe the decay of the energy stored in the bulk and the presence of a long-lived
signal associated with the low energy Chls. Both downhill and uphill EET mechanisms
are clearly visible in the dynamics of the diagonal and off-diagonal peaks indicated in the
2D maps with colored circles. Figure 3.4b shows the ¢, traces of that points where the
colored symbols represent the experimental data and the continuum black lines indicate
the best fit obtained with global analysis. When the system is excited at 710nm, the dy-
namic of the GSB signal associated with Chls RF (red point) shows two different decays;
one is ultrafast and it match with the rise of the cross peak detected at 680nm (uphill
EET) and a slower second one that represent the relaxation to the ground state. The
cross peak detected at 680nm, after the ultrafast rise, shows a decay that is faster with
respect the diagonal peak at 710nm. The sub ps dynamics is emphasized in the inset
where the same t, traces are reported in a time window up to 1ps. The dynamics trend

completely change if the system is excited at 680nm (figure 3.4b bottom panel). In this
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case, the dynamics detected at 685nm (green point) shows a sub-ps formation due to the
intramolecular relaxation in the Chls bulk, followed by a sub-20ps decay. The dynamics
of the cross peaks detected at 710nm (orange point) and 730nm (dark red point) show
a rise time that almost match with the decay of the signal detected at 685nm, pointing
out the downhill EET. We perform the same experiment also for PSI-Core of Spirulina
platensis in the monomeric form where the trend of the 2D maps and the dynamics is
similar. We can appreciate the differences between the two samples by looking the results

obtained with the global analysis that will present in the next section.

3.2.2. Data analysis

In order to temporally and spectrally characterized the EET processes that are taking
part in this complex, we performed global analysis of the 2DES data obtained from the
PSI-core in the trimeric and monomeric form. Figure 3.5 shows the results of the global
analysis in terms of 2D-DAS of both systems where the best fit was found by considering
n=4 components. Figure 3.5a shows the 2D-DAS obtained from the trimer accompanied
with the relative lifetimes: 71 =100fs, 79=2ps, 173=6ps and 7,=43ps. In the first 2D-DAS,
by exciting at 680nm, we can observe a decay (positive amplitude) detected around 670nm
and a formation (negative amplitude) detected at 680nm. This process correspond to an
ultrafast energy equilibration within the Chls bulk.The same spectra can be observed also
by exciting at shorter wavelength around 620nm. In the same time scale, by exciting
at larger wavelength with respect 700nm, we can observe a decay of the GSB signal of
the Chls RF and a formation detected at 680nm. This result unambiguously identifies
the uphill EET that was also observed in the PSI-LHCI. In the 2D-DAS associated with
To=2ps, we can observe a decay of the Chls bulk and the formation in the Chls RF spectral
region that represents the downhill EET process. The match between the modulus of
the positive and the amplitudes suggests that no other processes are involved with that
lifetime. The third 2D-DAS (73=6ps) shows a positive amplitude detected at shorter
wavelength with respect 700nm (Chls bulk) and a negative signal detected around 730nm.
The stronger positive amplitude, suggests that the dominant process is the relaxation of
the Chls bulk to the ground state. The presence of a weak negative amplitude at longer
wavelength could represent an EET process from the Chls bulk to the more red shifted
absorption peaks of Chls RF. The last 2D-DAS shows the decay of the Chls RF where
it is possible to identify two peaks associated with the Chls RF; one at 710nm and the
other at 730nm. Figure 3.5b shows the 2D-DAS obtained from the global analysis of the
PSI-core monomeric form with the relative lifetimes: 73=520fs, 7,=>5.4ps, 73=30ps and

a non-decaying component. The first 2D-DAS is similar to the one obtained from the
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Figure 3.5: (a) 2D-DAS map obtained from the PSI-Core trimeric form under closed RCs
condition where the temporal evolution can be described with time constants: 71=100fs, 7o=2ps,
73=6ps and 74, =43ps; (b) 2D-DAS map obtained from the PSI-Core monomeric form under closed
RCs condition where the temporal evolution can be described with time constants: 73=520fs,
T9=5.4ps, 73=30ps and a non-decaying component limited by the time window adopted fro the

experiment

trimer, but the time constant in which the two processes (energy equilibration in the Chls
bulk and the uphill EET) is five time slower with respect the trimeric form. The 2D-DAS
characterized by a lifetime 7,=>5.4ps shows a decay at main absorption peak of Chls bulk
and a formation in the Chls RF. The mismatch between the positive and the negative
amplitudes suggest that more then one process are included in this 2D-DAS. In particular,
the weak negative amplitude detected above 700nm indicates that only a small portion
of energy is transferred from the Chls bulk to low energy Chls. The dominant effect is
represented by the positive amplitude detected around 680nm, which correspond to the
relaxation of Chls bulk to the ground state. For this reason, the time constant of 5.4ps is
a balance between the two processes that are taken place with a similar time scale. The
2D-DAS associated with 73=30ps represents the relaxation of the Chls RF which show
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a shorter absorption bandwidth with respect the trimeric form. This difference was also
observed in a previous work by performing fluorescence experiment on the same samples
[59]. The last 2D-DAS shows a very weak amplitude with respect the others and it
mainly represent the residual pump pulse scattering of the experiment. By comparing the
lifetimes 7 and 75 obtained for the trimer and monomer, we can notice that the uphill and
downhill EET processes are faster in the trimer with respect the monomer. This means
that in the trimer there are specific interactions that facilitate the energy diffusion in
the entire photosystem. Furthermore, the time constant of 5.4ps found for the monomer
contains contrbutions from two different steps (relaxation of Chls bulk and pure downhill
EET from bulk to RF), but in the trimer, such processes are well distinguishable with
time constant of 2ps and 6ps. On contrary the relaxation of the Chls RF seems slower in
the trimer with respect the monomer. In the last section of this chapter we compare the

results obtained for PSI isolated from the higher plants and cynaobacteria.

3.3. Higher plants vs Cyanobacteria

In this section we compare the results obtained from the PSI-LHCI isolated from spinach
under closed RCs and the PSI-core trimeric form (closed RCs) isolated from the Spirulina
platensis by proposing a deactivation energy level scheme. Figure 3.6a shows the predicted
deactivation energy level scheme for the PSI-LHCI of higher plants under closed RCs
where each processes are represented with colored arrows accompanied with their specific
lifetimes. The downhill EET from high energy Chls to the main absorption of Chls bulk
and the uphill EET from the Chls RF to Chls bulk are characterized by a time constant
of 200fs. The pure downhill EET from bulk to low energy Chls take place in 3.5ps and
the relaxation of Chls bulk and RF take place in 22ps and 80ps respectively. Figure
3.6 shows the predicted deactivation energy level scheme associated with the PSI-core
trimeric form where the uphill and downhill mechanisms are characterized with similar
time scales found for the higher plants complex (100fs and 2ps). The third lifetime (6ps)
combine two different processes; the first one is the relaxation of the Chls bulk to the
ground state and the second one is a downhill EET to the more red shifted Chls which
absorption is peaked at 730nm. This result suggest that these two relaxation channels
from the bulk take place with a similar time scale, by making this mechanism faster in the
cyanobacteria with respect the higher plants. The last time constant of 43ps correspond to
the relaxation of the Chls RF that is almost two times faster with respect the relaxation of
the same Chls in the PSI-LHCI. This difference can be related to the amount and position
of this Chls in both systems. In the higher plants supercomplex, these Chls are located

only in the antenna (far from the RC) in which less interaction are present with respect
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Figure 3.6: (a) Predicted deactivation energy level scheme for the PSI-LHCI isolated from
spinach under closed RCs condition; (b) Predicted deactivation energy level scheme for the PSI-
Core trimeric forms isolated from Spirulina plantensis under closed RCs. I both scheme, each
processes indicated by a colored arrows are with the respective time constant; (c¢) Schematic
representation of the different steps that are taking place in both systems with their specific
time scales; 71(blue): energy equilibration in Chls bulk and uphill EET from Bulk to Chls RF,
79: downhill EET from Chls bulk to Chls RF, 73: relaxation of Chls bulk and 74: relaxation of
Chls RF

the Chls situated in the core. Figure 3.6c summarizes the different processes that are
involved in both systems where each interaction is labeled with its specific time constant.
In conclusion, these results related to both natural light harvesting systems are relevant
from the biology point of view for the comprehension of the photosynthesis process in

different organisms and for the design of innovative artificial photosystems.
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4: ‘ Bio-inspired Light Harvesting
Systems

In the previous chapter we have demonstrated the efficiency of the natural light harvesting
systems to transfer and convert solar energy into chemical energy. Such processes take
place in fs/ps time scale and the presence of low-energy Chls does not affect the production
of free charges in the reaction center. However the ratio between the effective fuel and the
photons absorbed is around 0.2 which means that the largest part of the charges created
after the absorption of light is wasted due to a fast charge recombination process that
usually take place in hundreds ps time scale. Another aspect that can be optimized in the
natural photosystems is the distance in which the energy transfer within Chls take place.
In particular, the EET mechanism is possible because the distances between the molecule
is less than the typical Forster radius (10nm), but this phenomenon ruled out any possible
EET for larger distances. In this chapter we study two different artificial bio-inspired light
harvesting system that allow to overcome these negative aspects. The first one is inspired
by the Quantasome concept and it allows to increase the charge recombination time from
ps to ns time scale. The second structure is studied in order to have EET process between

two spatially separated molecules which distance is in the order of micrometer.

4.1. Artificial PSII supercomplex

The possibility to generate renewable energy from artificial photosystems that bio-mimic
the natural one still a big challenge. The main interest focus on the water oxidation and
reduction processes that are performed in nature by photosysthems II and I (PSII and
PSI) respectively. In this context, the minimal unit responsible for the energy conversion
in both systems, called Quantasome, come into spot light as a reference in order to en-
gineer robust architectures for artificial light harvesting. Figure 4.1a shows a schematic
structure of the quantasome unit that is composed by a self-assembled light harvesting
antenna and a catalytic cofactor located in the center. The antenna is comprised of pig-

ment protein-complexes that capture and transfer the solar energy through the catalyst
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in which charge separation and chemical reaction take place. In this figure we represent
the case of the PSII that is responsible of the water oxidation mechanism in which the
the oxygen is isolated from the water via four electron/four proton chemical reaction:
2H,0 — Oy +4H™ + 4¢~. The main problems that reduce the efficiency of this mech-
anism are related to the favorable charge recombination in the water oxidation catalyst
(WOC) and the photo-degradation induced by the excessive solar energy. Such aspects

are also common in artificial photosystems that explore dyads arrangements [63]. In this

(a) (b)
Natural Photosythem Artificial «Quantasome»
H.0 PBI, H,0 Ru,POM
@ Catalytic s @
,'j Cofactor
Z‘;\ ) PBI;Ru,POM
= AN
&5 < - ?
=
= =
Self-assembled
LH Antenna 02& 0,
Water Oxidation
2H,0m) O,+4H* + 4e”

Figure 4.1: (a) scheme of a natural photosystem unit composed of self-assembeled antenna
(green buttons) and a Catalytic cofactor located in the center where the charge separation
take place after the absorption and transfer of the solar energy; (b) scheme of the artificial
quantasome ( [PBI|sRusPOM) synthesized by mixing PBI,, h-aggregate and ruthenium based
polyoxometalate (RusPOM). The light blue arrows indicate the reagents and products of the

water oxidation chemical reaction

chapter we study an innovative artificial quantasome architecture that explores Perylene
Bisimide (PBI) molecule as light harvesting antenna and ruthenium-polyoxometalate as
a WOC [10]. By dissolving the PBIs molecules in distilled water, such molecules are piled
up creating H-aggregate units as is shown on top of the figure 4.1b. When PBI,, aggregates
are combined with the polyoxometale (RusPOM), they self-assemble around each photo-
catalyst, by generating units with the following stoichiometry formula: [PBI|;Ru,POM
as is shown in the figure 4.1b. In the previous work published by Bonchio and cowork-

ers, they demonstrate that such units are self-assembled in 2D pattern that mimic the
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chloroplast membrane that is presents in natural photosystems. In the following section
we exploit 2DES and pump probe experiments in order to characterize the formation and
the recombination of the charges in the [PBI|sRu,POM and PBI, aggregate structures.
The details related to the samples characteristics and the experimental parameters are

reported in appendix A.

4.1.1. Tracking Charge Dynamics

In this section we explore ultrafast spectroscopy techniques in order to evaluate the artifi-
cial quantasome performances with respect the structure composed by PBIs H-aggregate.
Figure 4.2a shows the steady absorption of the PBI,, aggregate (red) and the artificial
quantasome (green). In both structures there are two main absorption peaks located in
the visible spectral region; specifically at 500nm and 540nm for the PBI,, and red-shifted
peaks at 510nm and 560nm for the [PBI|sRusPOM unit. We can immediately notice
that the combination with the RusPOM increase the light harvesting capacity of the sys-
tem due to a broader absorption spectrum. We start the analysis of the two structure
by performing 2DES experiment in order to evaluate any possible differences that take
place on ultrafast time scale. Figure 4.2b shows the pure absorptive 2D spectra of the
PBI,, at to=0.1ps and 1ps. At t,=0.1ps we can distinguish between GSB signal (positive
amplitude) along the diagonal line that reflects the absorption of the molecules and the
relative cross peaks due to the coupling between the two electronic states. At to=1ps, the
positive signal does not change their amplitude, but there is a significant formation of the
ESA signal detected around 600nm. Figure 4.2c shows the pure absorptive 2D spectra
of the artificial quantasome structure measured at the same t5 delays reported for the
PBIL,. In this case, the GSB signal of both absorption peaks and the relative cross peaks
are more marked with respect the PBIls structure and the ESA signal does not show a
strong variation passing from 0.1 ps to 1ps delays. In general, in both systems, the GSB
signal are instantaneous and do not present any ultrafast processes. On contrary, the
ESA signal detected around 600nm, shows a variation within 1ps time window. Figure
4.2d shows the dynamics of the ESA signal for the quantasome structure and the PBI,, at
the excitation/detection wavelength point marked with with green circle and red square
respectively in the 2D maps reported in the panels b and ¢ . In particular, such points are
obtained by exciting at the lower-energy absorption peaks that are 560nm for quanatsome
and 540nm for PBI,, and detected at 620nm. The dynamics show a different rise time that
was estimated around 140fs for the quantasome and 800fs for the PBI,, aggregate. These
values are obtained by performing a single dynamics fit which results are reported in the

same plots as continuum colored line. The meaning of the ESA signal can be deduced
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Figure 4.2: (a) steady state absorption spectra of the PBI, aggregate in water (red) and
quantasome (green); (b) pure absorptive 2D spectra of PBI,, at t2=0.1pa and 1ps; (c)pure
absorptive 2D spectra of [PBI|sRusPOM at t2=0.1pa and 1ps; (d) ¢ traces obtained by exciting
at 540nm (PBI,,, red square) and 560nm (quantasome, green circle) and detecting at 620nm.
In both plots, the experimental data (symbols) are overlapped with the single trace best fit
(continuum lines) from which the raise time is estimated: 140fs for the quantasome and 800fs

for the PBI aggregate

from the spectroelectrochemistry (SEC) experiment from which it is possible to identify
the spectral features associated with radical cation and anion of the system. On top of
the figure 4.3a there is the SEC measurement associated with PBI" radical cation (blue
curve) and the PBI™ radical anion (red curve) from which we can deduce that the ESA
signal in the 2D maps represents the formation of the radical cation in both systems;
in particular we show that the quantasome architecture facilitate the formation of the
charges in a sub-200fs which is almost four times faster with respect the PBI, aggregate.
From the SEC experiment, we can observe that the peaks associate to the radical anion
(PBI™) are located at larger wavelengths with respect the spectral window covered by the
2DES experiment; specifically they are centered at 730nm, 820nm and 990nm. For this
reason we extend the probe spectral region by performing a pump probe experiment by
exciting both systems at 520nm and measuring the effects with an ultrabroadband probe
pulse from 560nm to 1000nm. Figure 4.3a shows the SEC results combined with the
transient absorption (TA) spectra of PBI,, (middle) and quantasome (bottom) systems
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Figure 4.3: (a) on top:spectroelectrochemistry of the PBIs radical cation (blue) and anion
(red), middle: transient absorption spectra at delays from -0.2ps to 900ps of the PBI,, aggregate,
bottom: transient absorption spectra at delays from -0.2ps to 900ps of the [PBI|sRusPOM; (b)
dynamics of the PBIT (620nm ,blue) and PBI~ (820nm, red) obtained from the PBI,, (on top)
and [PBI|sRusPOM (bottom) pump probe experiment. In both plots, the experimental data
(symbols) are overlapped with the best fit (black lines) obtained with global analysis

detected at different delays between the pump and probe pulses. The data are expressed
as variation of the absorption with and without the excitation of the pump pulse. This
representation of the data reproduce ESA signals with positive amplitude by making the
charge dynamics more readable. The TA data of the PBI,, structure show a sub-ps for-
mation of the peaks associated with the PBIT and PBI~ charges that completely decay
in less than 500ps. The TA data obtained from the quantasome system show an ultrafast
formation of the charges that is not resolvable with this experiment (pump pulse duration
150fs). We expect this result due to the rise time found with the 2DES data (140fs)
where the formation of the charges is comparable with the temporal resolution of the TA
experiment. From 0.2ps to 1ps, the TA spectra of the quantasome show a sharpening of
the ESA peaks which can indicate a possible localization of the charges. Another aspect
that can be noticed is related to the decay of the signal detected at 610nm-700nm (PBIT)
that decays faster with respect the peaks associated with PBI™. In order to point out
these differences, figure 4.3 shows the normalized dynamics of the PBI™ at 620nm (blue)
and PBI™ at 820nm (red) for PBI, (on top) and quantasome (bottom). In both plots

we represent the experimental point (colored symbols) and the best fit (continuum black
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lines) obtained with the global analysis algorithm. The radical pairs dynamics for the
PBIs aggregate show the same behavior that can be modeled as a sum of two exponential
decays: The first lifetime is around 800fs as it was predicted from the 2DES experiment
and it corresponds to the formation and localization of the charges. The second lifetime
is estimated around 250fs and it correspond to the charge recombination. It is found
also a third life time larger than 1ns in which only the PBI monomer spectral signatures
survive[10]. Completely different are the dynamics of the radical pairs in the quantasome
structure. In particular, the radical cation shows a faster decay that is completed in less
than 50ps. The radical anion shows a fast decay similar to the cation that is followed by
a non-decaying signal. In the next section, we exploit global analysis algorithm in order

to design a deactivation energy level scheme of the quantasome system.

4.1.2. Data analysis and predicted model

In order to temporally characterized all the steps in which the radical pairs in the quanta-
some structure are involved, we performed global analysis in which the best fit is obtained
by using four time constant components. The result of this analysis is typically repre-
sented with the DAS as it was made for the 2DES analysis of the natural photosystems.
Another representation of the global analysis results can be made via Evolution Associated
Spectra (EAS). This method allows to monitor how TA spectrum evolving after each life-
time decays 7;. Figure 4.4b shows the EAS obtained from the quantasome system where
the entire dynamics is described with the following time constants: 7,=0.8ps, 7o=8ps,
73=060ps and a non-decaying component larger with respect the maximum delay adopted
for the measurement (1.5ns). The time constant of 0.8ps describes the temporal evolution
from the brown spectrum to the green spectrum. In this case, we can notice a sharp-
ening of the peaks at 730nm, 820nm and 990nm that reflects a localization of the PBI™
charges. The 8ps component reproduce the effects from the green to the violet spectra,
in which the broad peak corresponding to the PBIT completely decay. Such mechanism
is connected to the presence of the polyoxometallate that, in polar aqueous environment,
induces an efficient hole transfer process, generating RuyPOM™ radical cation [64]. The
violet and black spectra show a similar shape and the two lifetimes could correspond to
a bi-phasic charge recombination probably due to the varying degree of coupling within
the charges. From the amplitude of the DAS, it is possible to extrapolate the percentage
of the charges involved in the two recombination processes. The time constant 73=60ps is
associated with 36% and the fourth time constant to the 64 % by making the last lifetime
dominant in order to describe the charge recombination mechanism. Figure 4.4a shows a

temporal comparison of the different processes that are taking place in PBI,, and quanta-
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Figure 4.4: (a) predicted model for the PBI,, and quantasome systems based on the global
analysis. The PBI,, aggregate is characterized by two steps: charge formation in 800fs and the
charge recombination in 250ps. The results for the [PBI|sRuyPOM are expressed in panel (b) by
using evolution associated spectra; in particular, the systems evolves with four time constant:
71=800fs (fromation and localization of the charges), 7o=8ps (hole transfer process), 73=60ps
and 74 >1.5ns represent a bi-phasic charge recombination where the longer one dominate with

respect the other

some systems. The dynamics of the PBIs units is characterized by two steps; the first one
is the formation of the charges (800fs) and the second one is the charge recombination
(250fs). In the quantasome system, there is an ultrafast formation and delocalization of
the charges in 140fs estimated from the 2DES experiment, followed by a charge local-
ization in 800fs. Here we have an intermediate step corresponding to the hole transfer
in which the radical pair RuyPOM™ and PBI~ is created. Such charge separation state
present a long life time which is larger than 1.5ns. In summary, by comparing the results
obtained from PBI, aggregate and artificial quantsome, we found that [PBI|sRusPOM
facilitate the charge transfer and separation process and the charge recombination time is
increasing up to ns time scale. These results confirm that the artificial quantsome struc-
ture presented in this work is a good candidate for mimic the water oxidation process in

natural light harvesting.
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4.2. Long-Range Energy Transfer in Organic Micro-

cavities

The possibility to have energy transfer between a donor and an acceptor molecular sys-
tem is dictated by the absorption spectra of the molecules and the distance between
them. In particular, according to the Forster theory, the maximum distance that allow
this mechanism is around tens nm. Such a distance is very similar to the one between
chromophores in natural light harvesting systems, where the EET process is very efficient.
This evidence can represent a limit for natural photosystems and in this section we show a
donor /acceptor structure that allows to overcome this aspect. In this view, Georgiou and
coworkers [12], observed that EET between two spatially separated molecules is possible
if they are confined in a cavity that works in strong coupling regime. Such a particular
coupling manifests when excitonic states of the donor and acceptor molecules are cou-
pled with the same cavity mode by creating new hybrid states called polaritons|65]. In
this particular case, Even if the distance between the molecules is larger than the typical
Forster radius, it was observed that polaritons can assist donor/acceptor EET process.
Unfortunately a complete spectral and temporal characterization of this process still miss-
ing. In this chapter, we exploit 2DES technique in order to investigate the EET process in
a organic microcavity comprised of a donor and an acceptor molecules that are distanced

by 2 pm.

4.2.1. 2DES of spatially separated molecules

Before to explore the effects of the strong coupling in an optical microcavity, we first
investigate via 2DES experiment, what happen when a donor an an acceptor molecules
are spatially separated outside of the cavity. We use two j-aggregate semiconductors
dyes named TDBC (donor) and NK2707 (acceptor) that are separated by 2um optically
transparent polymer polystyrene (figure 4.5a). The details of the sample preparation are
reported in reference[12| and the experimental parameters in appendix A. Figure 4.5b
shows the steady state absorption of the system reported in panel a where it is possible to
recognize two different absorption peaks at 580nm and 630nm. The first one is associated
with the TDBC exciton state and the second one to the NK2707. The chemical structure
of both molecules is reported in the same plot on top. In order to understand the processes
in this system, we first performed 2DES experiment on the single dyes deposited on the
500pum quartz-coated glass substrate. Figure 4.5d shows the pure absorptive 2D maps
of TDBC film at t,=25fs and 100fs where it is possible to distinguish GSB signal along
the diagonal line and a blue shifted ESA signal. At these two delays, we can observe
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Figure 4.5: (a) scheme of the multilayer film comprised of TDBC/2um polystyrene
spacer/NK2707; (b) steady state absorption spectrum of the multilayer films reported in panel
(a) with the TDBC (blue) and NK2707 (red) molecular structure; (d,e,f) pure absorptive 2D
spectra at to=25fs and 100fs of TDBC (d), NK2707 (e) and the multilayer films (f); (c) ¢ trace
of the 580nm/630nm excitation/detection point obtained from 2DES data of NK2707 (red),
multilayer films (green) and the sum of the TDBC and NK2707 single dyes 2DES data

no significant variation of the signal and no cross peaks formation. Figure 4.5¢ shows
the 2D spectra of NK2707 single dye at the same delays as for TDBC. Also in this
case, we can observe the excitonic feature along the diagonal line as GSB signal and the
related blue shifted ESA signal. The main difference is the presence of a cross peak at
the 590nm/630nm excitation/detection wavelength that is probably due to an internal
relaxation from higher to lower energy states. We now compare these results with the one
obtained from the multilayer films (panel a). Figure 4.5f shows the pure absorptive 2D
spectra of the multilayer films at t,=25fs and 100fs. In the first 2D map we can clearly
distinguish the excitons peaks of both dyes along the diagonal line accompanied with ESA
signals. At t,=100fs we can observe a formation of a cross peaks as it was observed for
the 2D maps of the NK2707. In order to understand the origin of this cross peak, we
study the dynamics of this point in all the systems. Figure 4.5¢ shows the dynamics at
580nm/630nm excitation/detection wavelength of the NK2707 (red), 2um spaced films
(green) and the data obtained by summing the dynamics obtained from the NK2707 and
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TDBC single dye 2DES (black line). By normalizing the ¢, traces, we can observe similar
trend which suggest that 2DES results obtained from the multilayer films correspond to
the one obtained by the sum of the single semiconductors. This allows to affirm that no
energy transfer between TDBC and NK2707 molecules is present when they are distanced
by 2pum. This evidence is also confirmed by the previous photoluminescence excitation
measurement performed on the same system [12]. In the next section, we will study the
same structure when it is confined in a optical microcavity in order to characterize a

possible EET processes between the two molecules.

4.2.2. Organic Microcavity
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Figure 4.6: (a) scheme of the organic microcavity used in this study; (b) Energy level scheme
under strong coupling regime where the coupling of the molecular excitonic states with a cavity
mode, generates hybrid polaritons states called Upper Polariton Branch (UPB), Middle Polariton
Branch (MPB) and Lower Polariton Branch (LPB); (c¢) white light reflection from the cavity
where the holes identify UPB (blue), MPB (orange) and LPB (green) states; (b) 2D spectrum
of the cavity at to=25fs where each diagonal peak is labeled with the corresponding polariton

state

The scheme of the TDBC-NK2707 microcavity is shown in figure 4.6a where the spacer
is the same adopted for the multilayer films and the optical confinement of the molecules

is obtained by putting at the edge two Ag mirrors with 200nm and 34nm thickness.
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Recent photoluminescence experiments on the same cavity, demonstrate the formation of
the polaritons state and, consequently, the formation of a strong coupling between the
molecules and the mode of the cavity [12]. Such a coupling promotes new hybrid-polariton
states with higher and lower energies with respect the molecular excitonic states. Figure
4.6b shows an example of the energy level scheme in this regime where the coupling
between both exciton states and the same cavity mode produces three polariton states
named upper polariton branch (UPB) energetically higher with respect the donor exciton,
lower polariton branch (LPB) energetically lower with respect the acceptor exciton and
an energetic intermediate state called middle polariton branch (MPB). The formation of
these new states is also confirmed experimentally by observing the with light reflection
from the cavity reported in figure 4.6¢ or the angular dispersion reported by Georgiou
and coworkers [12]. Specifically, figure 4.6¢ shows the spectra of the cavity reflection
beam when the sample is tilted by an angle of 10°. In the spectral range from 550nm
to 660nm, the spectrum shows three holes in the probe in which the reflectivity of the
cavity decreases. Such points correspond to the polariton-spectral position at 570nm
(UPB), 605nm (MPB) and 640nm (LPB). We performed 2DES experiment on the organic
microcavity by collecting at the detector the probe reflected beam. The details related to
the experiments and the sample are reported in the appendix A. Figure 4.6d shows the
pure absorptive 2D spectrum of the organic microcavity at t,=25fs where it is possible
to identify three peaks along the diagonal line that reflect the spectral position of the
polariton states. We can notice that each peak has a derivative lineshape causes by the
variation of the refractive index with and without the pump pulse excitation as it was
observed in the recent pump probe experiments performed on different donor/acceptor

microcavities [66].

4.2.3. 2DES results and analysis

In order to understand the different mechanisms collected by the 2DES experiment, we
observe the dynamics of signals associated with the polaritons state when the excitons
reservoirs or the UPB state are excited. Because the derivative lineshape imposes a double
sign amplitude for each peak, the ¢, traces analyzed here for each diagonal and cross peaks
are related only to the positive part of the spectra. We start our analysis by looking at
the dynamics when the exciton reservoirs of the TDBC (peaked at 580nm) and NK2707
(peaked at 630nm) are excited. Figure 4.7a shows the 2D map at t,=100fs where the
horizontal continuum and dashed black lines identified the 580nm and 630 nm excita-
tion wavelength and the detection axis is grid based on the spectral position of the UPB
(570nm), MPB (605nm) and LPB (640nm) peaks. Figure 4.7c shows the ¢, traces of the



94 4| Bio-inspired Light Harvesting Systems

(b)

Al (a.u.)
A

A tpBC
5 5 , —ues
0 5| =t
m| =
S MPB |\ nko7o7
B
LPB =
550 600 650 v W
Detection (nm)
(c) (d)
~ hopic=580nm (TDBC) ~ o5
§ 0.02 § : MPB (605nm)
£ UPB (570nm) £
5 = 0.04}
C C
R 2
& 0.01 @ LPB (640nm)
E 2 0.02}
N . MPE (605nm) N hexc=630nm (NK2707)
0 100 200 300 400 500 00700 200 300 400 500
t, (fs) t, (fs)

Figure 4.7: (a) 2D spectrum of the cavity at to=100fs where the excitation axis is grid based
on the position of the TDBC (580nm) and NK2707 (630nm) exciton pekes and the detection
axis is grid based on the position of the polariton states; (b) Deactivation energy level scheme
where the continuum (dashed) black arrows correspond to the excitation of the TDBC (NK2707)
exciton and the blue, orange and green arrows represent the emission from the UPB, MPB and
LPB states; (c) t2 traces obtained by exciting at 580nm and detecting at 570nm (blue) and
605nm (orange); (d) t2 traces obtained by exciting at 630nm and detecting at 605nm (orange)
and 640nm (green)

UPB state (blue) and the MPB state (orange) after the excitation of the TDBC exciton.
Both dynamics show an instantaneous formation due to the strong coupling with the
optical cavity mode, but the decay looks different. In particular, the MPB signal decays
slower with respect to the UPB states. This effect could be correlated to a possible EET
process from UPB to the MPB through the scattering in the exciton reservoir. Figure
4.7d shows the temporal evolution of the MPB (orange) and LPB (green) states after the
excitation of the NK2707 exciton. Also in this case the signals of both polaritons rise in-
stantaneously probably due to the strong coupling regime of the cavity. The data differ in
the decay component; specifically, the MPB decays faster with respect the LPB state. All
of these results are reported in the energy level scheme in figure 4.7b where the continuum
lines are related to the processes obtained by exciting the TDBC exciton state and the
dashed lines indicate processes after the excitation of the NK2707 exciton. The analysis
proceed by evaluating the temporal evolution of the polariton states when the UPB state

is excited. Figure 4.8a shows the pure absorptive 2D map at t5=200fs where the horizon-
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tal line indicates the spectrum obtained by exciting the system at 570nm (UPB) and the
detection axis is grid based on the position of the polariton states. The crossing points
between these lines are emphasized with colored circles which correspond to the follow-
ing excitation/detection wavelength points: 570nm/570nm (UPB/UPB), 570nm/605nm
(UPB/MPB) and 570nm/640nm (UPB/LPB). Figure 4.8b shows the temporal evolution
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Figure 4.8: (a) 2D map at t2=200fs where the horizontal line correspond to the excitation
at 570nm and the detection axis is grid based on the position of the polaritons states; (b) to
traces obtained by exciting at 570nm and detecting at 570nm (blue), 605nm (orange) and 640nm
(green); (c) Energy level scheme where the dashed blue arrow indicates the excitation of the
UPB state and the continuum arrow represent the connection between exciton and polariton

that provides an ultrafast emission from the MPB and LPB states.

of the diagonal and cross peaks marked in the panel a. The dynamic of the diagonal
peak associated with the UPB state (blue) shows an instantaneous formation followed by
two exponential decays; the first one is ultrafast (sub-100fs) and the second one is long-
lived. The cross peaks that correspond to the emission from the MPB (orange) and LPB
(green) states are composed of an ultrafast rise that is comparable with the first decay of
the UPB diagonal peak and a long-lived signal that decay slower with respect the second
UPB decay. The excitation at 570nm induces a population in the high energy absorption
tail of the TDBC exciton reservoir. Such a population relaxes through the reservoir by
populating the MPB state. This process is connected to the first decay and ultrafast rise
of the UPB and MPB states dynamics respectively. Once the MPB state is populated,
the strong coupling regime induces a population also in the NK2707 exciton reservoir.
Such mechanism explain the rise time of the LPB state that is simultaneous with the
rise of the MPB state. Figure 4.8c shows the energy level scheme in which the relaxation
process discussed before is represented with an arrow that cross each polariton states
passing through the exciton reservoirs of the molecules. From this result we can observe
that once the UPB state is excited, the microcavity provides an almost instantaneous

emission from all the other polariton states. This effect does not correspond to a classical
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EET process from an higher to a lower excited state as was observed for the bulk and red
forms Chls in natural light harvesting systems where the complete decay of one specie is
followed by a population of the other specie. Here, the excitation of the higher energy
level produces a direct emission of all the others states. This behavior suggests that the
formation of the polaritons states provides a connection between the molecules via the
MPB state. The entire cavity, from this point of view, behaves as a collective state where
the molecules are coupled to each other. In summary, we observe a long-range energy
connection between two spatially separated molecule that is assisted by the formation of

hybrid polariton states.
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5 Conclusions

In this thesis we point out the power of two-dimensional electronic spectroscopy (2DES)
technique to reveals different characteristics and processes of a specific sample. In the
first chapter we explore the theoretical architecture to derive the 2DES response function
of a generic system by giving a graphical representation with Bloch vectors and double-
sided Feynman diagrams. Such methods allow to easily identify the different interaction
optical pathways and the processes that are taking place in the system. The passage from
the theory to the experimental apparatus is not trivial due to the several precautions re-
garding laser pulses duration, phase stability and mechanical delay control that must be
satisfy. The 2DES setup adopted in this work used pump-probe geometry configuration
where the first and the second pulses (pump) are collinear. The signal emitted from the
sample is collected along the same propagation direction of the third pulse (probe). In
all the experiments presented in this work, the pump and probe pulses are degenerate
and they are created by a non collinear optical parametric amplifier (NOPA) with 200nm
bandwidth and temporally compressed up to 15fs. The phase stability and the delay be-
tween the pump pulses is obtained by adopting the TWINS; a device based on two pairs
of non liner birefringent wedges that allow a minimum temporal shift of tens attoseconds.
Such apparatus, allow to directly detect the so called time-resolved pure absorptive 2D
spectra as a function of excitation, detection wavelengths and pump probe delay. In order
to understand the meaning of positive and negative signals and which information can
be retrieved from this experiment, in the second chapter we have shown the analysis of
2D maps of three different molecules: Perylene Bisimide (PBI), free base Poprhyrin and
Lumogen F-Orange (LFO).

The PBI molecule is studied by combining the 2DES experiment and the calculation re-
sults. In particular, the perfect match obtained in this case, allow to distinguish between
Ground state bleaching (GSB), stimulated emission (SE) and excited state absorption
(ESA) signals that are overlapped to each other in the pure absorptive maps. This
molecules is particularly suited for this purpose due to the simple molecular structure
and the long-lives signals associated to the energy states.

Completely different is the structure of the free base porphyrin where ultrafast processes
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between different energy bands can be detected. In this case, we show how it is possible
recognized excitation energy transfer (EET) mechanisms between two energy states by
looking the position of the peaks in the 2D spectra. The diagonal peaks reflect the steady
state absorption spectrum and the peaks out of the diagonal (cross peaks) can represent
a coupling between states (instantaneous signal) or EET process (delayed signal). In
this particular case, poprhyrin is characterized by an higher energy band called Q, and
a lower one called Q.. Our 2DES results demonstrate the ultrafast EET from Q, to Q,
band by showing a sub-100fs rise of the cross peak by exciting Q, and detecting Q,. The
analysis can be extend by studying the frequency of the oscillatory signals emitted from
the system. Such kind of analysis required the generation of the 2D oscillatory spectra
obtained by Fourier transforming the 2DES signals with respect the temporal axis. The
new frequency axis is called v, and for a fixed value, the corresponding 2D oscillatory map
will show the combination of excitation and detection wavelength from which the mode
vy appears. This analysis was also supported by calculation from which it is possible to
predict the deactivation energy level scheme.

Another aspect that can be analyzed by exploiting 2DES technique is the estimation of the
dephasing time and the spectral diffusion; specifically, such characteristics of the sample
can be derived from the 2D lineshapes of the absorption peaks. In order to show this, we
performed lineshape analysis on the LFO dye which structure and absorption spectrum
looks similar to the PBI molecule. The depahsing time can be estimated as the inverse of
the homogeneous broadening linewidth which can be extrapolated from the 2D spectra
at delays close to zero. In this case, the lineshape of the GSB peak looks elliptical where
the larger diameter (diagonal direction) represents the inhomogeneous broadening and
the shorter diameter (cross diagonal direction)represents the homoheneous broadening.
Here we propose a lineshape model function that exploit perturbation theory and Bloch
equation in order to reproduce 2D lineshape as a function of the two kind of broadening.
From the best fit results, we obtained the homogeneous linewidth from which we recover
the estimated dephasing time. We repeat this procedure at different temperature by find-
ing that the dephasing time linearly decreases from 75=94fs (at 86K) to 53fs (at 295K).
The spectral diffusion effect can be described by studying the temporal evolution of the
lineshape. Here we adopted the central line slope method (CLS) from which it is possible
to quantify the orientation of the peaks with an angular coefficient term (3. Specifically,
for f=1 the lineshape is elliptical and for =0 the lineshape is circular. In last case, the
diagonal and anti-diagonal linewidth are indistinguishable due to the interaction between
the system and the environment by loosing the information of the initial state. The time
from which 8 decrease from 1 to 0, characterized the spectral diffusion mechanism. Our

results shows that such time is correlated to the temporal resolution of the experiment,
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the dephsing time and the mode of the molecule.

Although all of these studies are applied on samples composed by single molecules, same
analysis and processes can be observed in heterogeneous systems. In particular, 2DES
technique is suited in order to study light harvesting system where efficient energy con-

version processes take place.

5.1. Natural Light Harvesting Systems

In the third chapter we explored 2DES technique to investigate the EET processes in
natural light harvesting system by focusing on the role of a group of Chlropylls (Chls)
denoted red forms that absorb at lower energy with respect the primary donor of the
reaction center (RC). For this reason, we first study the photosystem I Light harvest-
ing complex I (PSI-LHCI) isolated from spinach (higher plants) that shows the highest
quantum conversion efficiency (>98%) known in nature. The analysis is conducted on
the sample under open and closed RCs and the temporal characterization of the EET
processes is obtained by performing global analysis on the 2DES data. Our results show
in both cases a sub-10ps energy equlibration between high energy Chls usually labeled
as bulk and Chls RF. Such mechanisms include also an unfavorable sub-ps uphill EET
from Chls RF to Chls bulk that does not affect the entire efficiency of the system. The
results obtained from the open RCs system allow to unambiguously identify the energy
trapping process which is almost doubled faster with respect the relaxation of Chls bulk
found for the closed systems (12ps and 22ps respectively). The relaxation time of the
Chls RF was estimated around 78ps from the Closed RCs system and 56 ps for the Open
RCs system. This discrepancy is due to the presence of the long-lived signal associated
with the primary donor of the RC that does not allow a good estimation of the relaxation
time of Chls RF in the open configuration. These results can give a big contribute in
order to understand the main mechanism of energy conversion in higher plants due to the
presence of low-energy Chls.

In order to explore other effects imposed by this Chls, we performed the same study on
the PSI-core of a cyanobacteria organism isolated from Spirulina Platensis. Such system
is commonly known in literature as the organism that shows the highest concentration
of Chls RF and it is usually reported in the trimeric and monomeric form. In this thesis
we present the results of both forms obtained by applying the same exponential sequence
model for the global analysis algorithm. The lifestimes obtained from this analysis show
an ultrafast equilibration process between Chls RF and Chls bulk which is five times faster
in the trimer with respect the monomer (100fs and 520fs respectively). This discrepancy

suggest that the trimeric form configuration facilitate the EET processes within Chls.
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This aspect is also confirmed by the estimation of the downhill EET from Chls bulk to
Chls RF which is 2ps for the trimer and 5.4ps for the monomer. The relaxation times of
the Chls bulk and RF are similar in both systems: sub-10ps for Chls bulk and 30-40ps for
Chls RF. From the results obtained from both higher plants and cynaobacteria organisms
we observe and characterized for the first time the uphill EET from Chls RF to Chls
bulk which is faster in the cyanobacteria due to the larger amount of low-Chls in the
photosystesm. Even if these Chls are located exclusively in the peripheral part for higher
plants and in the core for cyanobacteria, the presence of the ultrafast equilibration energy
mechanism of Chls RF in both organisms, demonstrate that this effect does not depend
on the position of the Chls with respect the RC, but only on the their energy states. In
conclusion, these results present a complete characterization of the ultrafast processes in
which Chls RF are involved and represent a further steps in order to understand the bal-
ance between increasing the absorption bandwidth of the antenna with low-energy Chls

and the quantum conversion efficiency.

5.2. Bio-inspired Light Harvesting Systems

The architecture of the natural photosystems open up new branches of study based on
renewable energy; in particular the possibility to synthesized innovative devices inspired
by the natural one. In this view, we study two different bio-inspired systems in order
to optimize some aspects that are unfavorable in the natural light harvesting systems.
One of these aspect is connected to the charge recombination time (typically in the order
of hundreds ps) that drastically reduce the effective fuel exposed by the reaction cen-
ter. In order to overcome this aspect, we study an artificial photosystem comprised of a
PBIs as self-assembled antenna and a ruthenium - polyoxometalate organized as catalytic
cofactor with the following stoichiometry formula [PBI|sRusPOM. By combining 2DES
and pump probe experiments we characterized the time evolution of the PBI*™ and PBI~
radical pairs. Our results point out that the presence of the POM in a polar environment
facilitates the formation of the radical pairs and promotes an ultrafast hole transfer by
creating RuyPOM™ and PBI~ charge pairs. The charge recombination time for this new
radical pairs is predicted larger than 1.5ns (limited by the time window adopted for the
experiments). These results represent a starting point in order to engineer artificial pho-
tosysnthesis.

The second aspect that can be optimized in the natural photosystems id related to the
molecular distance in which EET process can take place. In particular, such a distance is
identify by the typical Forster radius (10nm) which is comparable with spatial Chls sepa-

ration. In general, this concept is valid for all the system in which there is an EET between
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a donor and acceptor molecules. Recent studies propose a solution in order to increase
the EET distance range by confined the donor and acceptor molecules in a microcavity
that work in strong coupling regime. In this thesis we investigate such mechanisms in a
microcavity composed of two j-aggregate semiconductors dyes named TDBC and NK2707
spatially separated by 2um optically transparent polystyrene spacer. 2DES experiment
point out the formation of three hybrid-polarton states generated by the strong coupling
between excitonic states of the molecules with the same cavity mode. Such new states
are called upper polariton branch (UPB), middle polariton branch (MPB) and lower po-
lariton branch (LPB). By exciting the excitons reservoir of both molecules, we observe
an istantaneous formation of the polarton states which remarks the coupling mechanism.
By exciting the UPB, energetically higher with respect the donor exciton, we observe an
ultrafast formation of the MPB (intermidiate state between the donor/acceptor excitons)
and LPB (energetically lower than the acceptor exciton). These results reveal an ener-
getic connection between the two molecules assisted by polariton states. Such connection
provide an ultrafast energy migration from one molecule to the other.

In conclusion, we study two different artificial architecture that can be exploit to develop
innovative devices for lighting and light-harvesting applications in which chemical reac-
tions can be controlled through alteration of material’s photophysical functionalities by

strong coupling.

5.3. Future perspectives

The results obtained from are relevant in chemistry and biology: for instance, the role of
low-energy Chls have key implication for the light harvesting mechanism and its biolog-
ical function. In particular they increase the light harvesting capacity of the systems by
increasing the absorption band and the uphill EET mechanism pointed out in this work
demonstrate that they participate in the photosynthesis process. Nevertheless, some as-
pect related to their role in the reaction center in different organisms are still an open
point.

From the chemistry point of view, these results represents a starting point in order to
design bio-inspired artificial photosystems. The goal will be to develop innovative devices
that allow to efficiently perform for instance oxidation and reduction of the water. In
this view. the concept of a quantasome architecture represents a disruptive approach for
the realization of alternatives design inspired by the functioning of the photosynthetic
complex.Finally, the last result discussed on this thesis proposes strong light-matter in-
teractions to control the energy at the nanoscale: the formation of polariton states under

strong coupling regime in microcavitiieis can enable and enhance the control of EET
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processes and chemical reactions.
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Samples characteristics and experimental parameters adopted for the mea-

surements
Sample Conc. solvent / path length Fluence Pola. page
substrate

PBI monomer 1mM Acetonitrile 200pm 80uJ/em? L 55(2.1)
(Solution)
Porphyrin  (Solu- 3mM THF 200pm 44puJ /em? MG 58(2.2)
tion)
LFO (solid state)  10% by polystyrene 500pm 50pJ /em? || 62(2.3)

mass n

gelatin
PSI-LHCI  Open 0.75 water 200pm 2841J /em? L 71(3.1)
(Solution) ODcm ™!
PSI-LHCI Closed 0.75 water 200pm 281 /em? L 74(3.1)
(solution) ODcm ™!
PSI-Core Trimer 0.75 water 200um 28uJ /em? L 77(3.2)
(solution) ODcm ™!
PSI-Core 0.75 water 200pm 2811 /em? L 80(3.2)
Monomer (so- ODcm™*
lution)
PBI, aggregate 0.4 mM water 200pm 80uJ /em? L 86(4.1)

(2DES)
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Sample Conc. solvent / path length Fluence Pola. page
substrate
[PBI]sRu,POM 0.25 mM water 200pm 80uJ /em? L 86(4.1)
(2DES)
PBI, aggregate 0.4 mM water Imm 120pJ /em? MG 87(4.1)
(TA)
[PBI|;Ru,POM 0.25 mM water Imm 120pJ /em? MG 87(4.1)
(TA)
TDBC film 10% by quartz 500um 451 Jem? MG 91(4.2)
mass in coated
gelatin glass
NK2707 film 5% by mass quartz 500pm 451 /em? MG 91(4.2)
in gelatin coated
glass
Multilayer films - spacer: 2um distance  45uJ/em? MG 91(4.2)
polystyrene
Organic cavity - spacer: 2um distance  100pJ/cm? MG 93(4.2)

polystyrene
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B | Global Analysis

Introduction In this appendix we give an overview behind the global and target anal-
ysis in order to dynamically characterized the processes in a generic systems under time-
resolved spectroscopic experiments. The systems considered for this kind of analysis are
usually deal with ensemble of different molecules. The signal measured during a spec-
troscopic experiment depends on the spectral properties of each member of the ensemble
and the temporal evolution of their concentration [67|. In case of the pump probe exper-
iment, we measure the transient absorption spectrum (TA) as a function of time, which

analytical expression can be written as:

N

S(tA) = calt)en(N) (B.1)

n=1
where ¢,, are the concentration of the n-component as function of time and the ¢, is the
spectral properties of the component n. In order to reproduce the data acquired from the
experiment, it is important to convolve the expression B.1 with the Instrument Response
Function (IRF). Such function, in a spectroscopic experiment where short laser pulses are

used, assumed a Lorentzian or Gaussian linehape.

Kinetic models The dynamical properties of the systems is contain only the the term
cn(t). Typically the temporal evolution of the concentration of each component is de-
scribed by linear differential equations, which solution is a sum of exponential decays.
Let us consider the system described by N compartments, all their concentrations can be

put in a matrix written as:
c(t) = [er(t)......... cN(t)]T (B.2)

By defining with K the transfer matrix of he macroscopic rates from one compartment

to the other, the temporal evolution of the matrix ¢(¢) can be written as [68]:

%c(t) = Kc(t) + j(t) (B.3)
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where j(t) is the vector that represent the input defined as: j(t) = i(¢)[1zs......x,) where
i(t) is the IRF and the vector [lxs......z,| are extra input for each compartment. The

solution of the equation B.3 are exponential function convoluted with the j(t) term:

c(t) = e x j(t) (B.4)

At this point, we can have two cases:

(i) K is a diagonal matrix: The element of the matrix K contain contribution of the decay
rate of the single compartments. In this particular case, all the member of the ensemble
are independent to each other and the model is called parallel model or model I. In this
case we can write the expression of the single element of the matrix c(t) in the following
way:

[clpg = ety kg) = €™M x (1) (B.5)

where p and ¢ are the time and compartment indexes respectively. Usually the concen-
tration matrix obtained in this case is called C7

(ii) Off diagonal elements of matrix K are different from zero: In this case, the math-
ematical expression of ¢(t) can be obtained by making eigenvalues and eigenvectors de-

composition of the matrix K:
K=UAU* (B.6)

where A is a diagonal matrix that contain eigenvalues and the matrix U contains eigen-

vectors. In this case the solution can be written as:
c(t) = et x jt) = UeMU— x j(t) = A?IC'IT (B.7)

where AT, = Udiag(U[1xy......z,,]). Here the solution is a linear combination of the
concentration found in the model I, where the decay of each compartment is independent

to each other [69]. Such result is usually refereed to model II and we can write that as

Discretization of the function S In a real experiment, the time axis is sampled and

the signal data assume a 2D matrix dimension, where each element can be written as:

N

Sti,)\j - ch,ti@n,)\j + thi,)\j (B8>

n=1
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where the term ¢y, 5, represent the noise contribution during the measurement. The
matrix elements c,;, and €, ; are the concentration and spectral amplitude at a specific
time instant and wavelength respectively associated with the same compartment. Such
values are usually collected in two matrices called C' and E; in this way the formula B.8

can be written as:

S=CE"+® (B.9)

By considering the matrix S the one obtained from the experimental data and matrices
C and F the parametrized ones, it possible to find the best fit based of the kinetic
model supposed for the concentration, by finding the minimum of the residual matrix (R)
calculated as|70]:

R=S-CE" (B.10)

Unidirectional model

In this paragraph we show the result obtained by considering a cascade model where each
compartment decay to another one. This model is adopted for the natural light harvesting
systems and the artificial quantasome presented in this thesis. In this particular case, the

final expression of the compartment concentration is [71]:
en(t) =) bine M x (1) (B.11)
j=1

The exponential amplitudes indicate with letter b assuming the following values: when
j=mn,b,, =1and for j <n 1
I =1k
bin = 0, (ks — o) (B.12)
In this condition, the corresponding life times obtained by the inverse of the rate k are
sequentially increased. By defining with B the matrix of the amplitudes b, we can write
a relation between the temporal evolution of the concentration function (Cp;) and the

expression of C7 obtained from the parallel model:

Cy =CB (B.13)

DAS and EAS spectra Decay Associated Spectra (DAS) and Evolution Associated
Spectra (EAS) are two different representations of the global analysis results by giving a
direct interpretation of the various mechanisms (with a specific lifetime) that are taking
place in the system [72]. The DAS contains the amplitude of the exponential decays where

the decay and the rise of the signals are reveal from the amplitude sign. Specifically, the
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positive amplitudes indicate the decay of Ground State Bleaching (GSB) and Stimulated
Emission (SE) signals or a formation of Excited State Absorption (ESA). On the other
hand, negative amplitudes represent a formation of GSB and SE or a decay of ESA. In

this case, the expression of the entire signal S becomes

S = C;DAS (B.14)

Same interpretation, but different method are the EAS. Such spectra represent how the
spectra the absorption changes after each time constants retrieved from the analysis. This
aspect make the first EAS similar to the experimental spectrum at time zero and the last
one will be proportional to the last DAS. These two different spectra are related with the

matrix B with the following expression |73]:
DAS = EASB" — EAS = DASB™" (B.15)

Global analysis for 2DES dataset In case of 2DES experiment, the data set that
we want to analysis has three dimensions: excitation wavelength, detection wavelength
and waiting time. For the following calculation, we indicate the experimental data as a
3D matrix S;;r where 7,7 are the indexes of the two wavelength axis and the letter k
represent the index for the time axis. In order to take into account both oscillatory and
non oscillatory signal in t5, the exponential functions adopted to fit the data are complex

and each will have the following expression:

Cor = ape’ts — Cok = |an|(zid’”e’t’“/mei“’"t’c (B.16)

)

where the a,, contain information about modulus and phase of the signal and the term
b, contains information regarding the decay (7, = —1/Re[b,]) and the frequency (w, =
Im[b,]) of the signal. Once the number n of the exponential component is chosen, every
dynamics of each 2D spectrum point will be fit with the same series of exponential decays
that shares the terms b,, (the decays are fixed for every point) and varying the amplitude
terms. Such constrain reduce a lot the number of iteration that must be done in order to
find the best fit. The algorithm can be simplified more by reducing the dimension of the
data set from 3D to 2D. In particular, from a 3D dataset S; j, to 2D data set Y} 5, where
h is the index of excitation/detection frequency points in the 2D map [74]. We can now
collect all the decay/frequency b terms and the amplitudes terms a of each point in the

2DES data in the matrices F and A with dimensions (n x k) and (n x h) respectively.



B| Global Analysis 117

The final expression of the matrix model is:

N
Myp =) e*™" A, — M =EA (B.17)

n=1
The total number of the parameters adopted in this case will be: P = N + N x H, where
H is the number of all the frequency coordinate in the 2D map and N is the number of
exponential functions. The calculation can facilitate by introducing another array z with
length P that contains all the elements. The best fit is obtained via minimization of the

least squares of the residuals:

min||Y — M(2)|[? (B.18)

The structure of the M (z) allows to simplify the problem by separating the contribution
of the A and E matrices and found the best solution only by focusing on the elements
b, [75]. In this way the number of iterations performed by the global analysis algorithm
will be drastically reduced. The problem can be more simplified by introducing a sub-
sampling in the frequency axis and set constrain for the values of the matrix B elements.
Specifically we can divide the b values up in two groups. The first one is related to the
non oscillatory component (only 7,,) where no constrains to the values are applied. The
second one contains both decay and oscillatory component (7,, and w,,) that must be obey
to the following points: (i) the decay that correspond to the oscillation dumping must be
positive; (ii) the use of complex exponential implies that for each w, there is also their
opposite —w,, that decay with the same time. This allows to simplify the calculation
by considering just one of them. (iii) The frequencies must be smaller than the Nyquist
frequency associated with the time sampling [61].

If the amplitudes of the exponential decays can be graphically represented with the DAS,
the same thing can be done for the amplitude associated with the complex exponential
where the oscillatory terms appear. Such maps are called Coherence Associated Spectra
(CAS) or oscillatory 2D map as it is reported for the free base porphyrin in chapter 2.
This method is particularly useful in order to disentangle the information form the sample

and from the solvent in which it is dissolved.
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