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1. Introduction
The need to geolocate images of indoor scenes
arises mainly from the need to help police foren-
sic investigations with a tool capable of identi-
fying, or at least narrowing the research when
dealing with human trafficking material. Inter-
net technologies such as P2P networks or In-
stant Messaging applications allow to freely ex-
change in an encrypted manner harmful and sen-
sitive material. Computer forensics experts of-
ten come in possession of such material by direct
retrieval from a criminal’s device or by reports of
the Internet Watch Foundation. Unfortunately,
in many cases it is very hard to identify the lo-
cation of the committed crimes in order to in-
tervene and prosecute. An additional problem
for which it might be useful to geolocate inte-
rior images is related to fake news, or even fake
ads on websites as Airbnb and Booking, with
images from places different from the one being
referenced. With the advent of deep learning
the ability to solve image classification problems
improved drastically, thus allowing also to ex-
plore the capability of Neural Networks to per-
form content-based indoor geolocation. We ar-
gue that there are many decorative and struc-
tural patterns that are strictly correlated to the
geographical location and that it is possible to

learn these features which are helpful to distin-
guish one location from another. The aim of this
work is to develop a tool to facilitate geolocating
indoor pictures, providing a list of predictions
at different granularity levels, such as: Conti-
nent, Country and City. In addition, to make
more useful and interpretable the predictions of
our model, we also employed some explanatory
techniques capable of highlighting discriminat-
ing information in the geolocation process.

2. Background
Most of the image geolocation models focus on
outdoor images as iconic monuments, different
architectural and urban styles, but also land-
scapes scenery, may be immediately recogniz-
able, while a more generic interior scene may be
extremely difficult to locate. With the advent of
deep learning, most works approach the geoloca-
tion problem as a classification problem, divid-
ing the world map into a set of cells of different
size according to the desired granularity level,
each corresponding to a different class. Two
of the most important state-of-the-art architec-
tures for geolocation are: PlaNet [9] and Müller-
Budack et al. [6]. The first model, based on an
Inception-based architecture, using S2 Google’s
algorithm generates the labels by partitioning
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the surface of earth into thousands of multi-scale
geographic cells.
The Novelty introduced by MüllerBudack et al.
approach consists of incorporating hierarchical
knowledge at different spatial resolutions, plus
extracting the depicted scene which the geoloca-
tor could potentially benefit from. In fact, in an
outdoor geolocation task when trying to identify
the correct city, urban scenes with people, side-
walks and buildings could be very informative,
while at country level we deal with a wider vari-
ety of scenary like mountains, flora and beaches.
Stylianou et al. in [7] were the pioneers in the
attempt to geolocate indoor images. They cre-
ated a huge dataset of hotel images in order to
geolocate hotel rooms across the world by trying
to predict both the hotel instance and the hotel
chain. We decided to adopt the geolocation by
classification approach, focusing on the indoor
geolocation task.

3. Research Questions
In this thesis we address the following questions:

1. Is it possible to develop a geolocation
model, which could be useful in applica-
tions such as law enforcement, capable of
geolocating indoor scenes at different lev-
els of granularity with a meaningful level of
accuracy?

2. Is it possible to provide meaningful and use-
ful explanations for the predictions given by
the deployed deep learning model?

3. What are the most appropriate backbone
and dataset to adopt for the feature extrac-
tor of an indoor geolocation model?

4. Approach and Model archi-
tecture

In 2021 a silent revolution started to happen in
the image classification world, with the ViT[2]
which adopted a pure transformer for computer
vision tasks, showing that the reliance on CNNs
is not necessary. After a series of experiments
which will be presented in Chapter 6, we de-
cided to use the Swin Transformer [4] as im-
age encoder. The Swin Transformer is a vi-
sion Transformer, developed by Microsoft Re-
search Asia, which performs local self atten-
tion over non overlapping, shifting windows
and then builds hierarchical feature maps by

merging image patches in deeper layers. The
shifted windowing scheme brings greater effi-
ciency by limiting self-attention computation to
non-overlapping local windows while also allow-
ing for cross-window connection. We then con-
nect to our image encoder a Multi-level Classi-
fier which consists of a fully connected network
made for multiple parallel classifications at dif-
ferent levels: world sub-region, country and city
level. Moreover, we also add a block with a Neu-
ral Network (Deeplabv3+ [1]) for multi-class se-
mantic segmentation capable of identifying and
segmenting numerous objects present in interior
scenes. The segmentation block turns to be very
helpful especially when exploited to partition
the image to be analysed with SHAP [5] algo-
rithm, in order to produce visual explanations
of the predicted outcome. The whole frame-
work is shown in Fig. 1. This approach improves
the performances of SHAP, in our framework, in
terms of computational cost and interpretability,
being able to assign Shapley values directly to
furniture and structural elements with semantic
value like: window, floor or ceiling. A deeper de-
tailed description of the results obtained by our
approach with SHAP with various visual exper-
iments is presented in Chapter 6.

Figure 1: Overall architecture of our Hierarchi-
cal Indoor Geolocation model.

5. Dataset
We adopted two different dataset to train our
model: the Hotel50k dataset presented by
Stylianou et al. and the Airbnb dataset; in ad-
dition we created a small dataset for testing the
inference performance of our model by scraping
from different web sites of real estate agencies.
The Hotel50K dataset consists of 1.3 mln images
of hotel indoors belonging to more than 45k ho-
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tels. The images are collected from two differ-
ent websites: Expedia and TraffickCam. Expe-
dia is a travel website showing images of hotels,
while the latter is a website displaying images
uploaded by users, usually the images are low
quality and with occasional clutter obstructing
the scene. This dataset is particularly useful for
law enforcement in fighting human trafficking.
The Airbnb dataset is the result of a collection
of datasets provided by Inside Airbnb web-page,
related to 100 different locations, which vary
from big, densely populated cities (e.g. New
York, Rome . . . ) or regions like (e.g. Barossa
Valley, Western Australia . . . ). In addition, in
order to use only interior images, a scene classi-
fier was used to filter the Airbnb dataset. The
last dataset is a collection of images that we
gathered from data provided by many different
real estate agency web-sites, in order to test the
model inference capabilities on our demo. This
dataset contains pictures coming from 15 differ-
ent countries which we select according to differ-
ent types of power plugs in the respective coun-
tries.

6. Experimental Results and
Evaluations

This section is dedicated to the different experi-
ments and evaluations that we did during the de-
velopment of this Master Thesis. We first intro-
duce our framework setup and then we present
the experiments.

6.1. Setup
All the experiments were trained via Cross-
validation. In order to make the experiments
reproducible we set a random seed (13) for all
the experiments. Both datasets (Hotel50k and
Airbnb) were split into 90% training and 10%
testing. Finally the training set was further split
into 80% training and 20% validation. We ini-
tially run our model on a random data genera-
tor, but later, because of class imbalances, we
decided to adopt a country conditioned sam-
pling. We decided to adopt batches of 16 images
due to the dimension of the dataset and memory
constraints. The models optimize a Sparse Cat-
egorical Crossentropy via the Adam optimizer.
We used Early Stopping condition to avoid over-
fitting, setting the patience to 3. After many
experiments we decided to set the Droput to 0.1

and Learning Rate to 1e-4. In order to com-
pare and evaluate the performances of different
models we used three different metrics: the loss
function, prediction accuracy and Improvment
over Majority class (IoMc) for each level (sub-
region, country and city). The IoMc measures
the improvement of our model with respect to
a classifier that always assigns to any image the
most frequent sub-region, country and city in
the dataset, and it is defined as follows:
The IoMc is defined as follows:

IoMc =
Accuracyvalid

ProbMajority_class
(1)

6.2. Experiments
We present here the different experiments car-
ried out to choose the best setting for solving the
indoor geolocation problem. The entire frame-
work was developed using Pytorch Lightning.
Experiment A - Backbone architecture.
We compared different state-of-the art CNN
models (VGG-19, EfficientNetB0) with some
of the most recent vision Transformers as the
Swin Transformer over the same classification
task. The result shows that the Swin Trans-
former is the most suitable backbone for our
model, showing the best performances among
the tested networks in different settings as Sin-
gle vs Multi-task Learning. Once adopted the
Swin Transformer as model backbone we tested
different configurations according to the differ-
ent datasets (Hotel50k and Airbnb) and to the
limited memory resources.
Experiment B - Pretraining on Ima-
geNet22k vs ADE20k. Usually most of
the model backbones used for Image classifi-
cation are pretrained on ImageNet1k or Ima-
geNet22k, since in our task we are geolocating
images according to interior scenes we thought
that it could be interesting to use as a back-
bone the Swin Transformer pretrained on the
ADE20k [10] which is a dataset, meant for seg-
mentation, of annotated images covering many
scene categories as interior of houses.
Experiment C - Modifying the number of
fully connected layers. The Hotel50K dataset
presents many more labels for the city category
(10458) than the Airbnb dataset (100 different
cities). We have noticed that while we reach
meaningful accuracy values on other categories:
sub-region and country, in order to improve pre-
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dictions at city level we need to modify our
baseline classifier, using more parameters for the
city predictor, while keeping the other classifier
unchanged. We have also proven that adding
an ulterior head for the prediction of the Hotel
chain boosts the performances of our model on
all other tasks. In Tab 2 and Tab 1 we present
the results, in terms of accuracy, achieved by our
model on both Hotel50K and Airbnb dataset.

Top-1 Top-5 Top-10
Region Accuracy 0.705 0.966 0.998
Country Accuracy 0.583 0.880 0.953
Location Accuracy 0.389 0.695 0.814

Table 1: Classification accuracy on the Airbnb
dataset, after 21 epochs, at sub-region, country
and location level. Top-k indicates that correct
location was predicted amongst the first k re-
sults.

Top-1 Top-5 Top-10
Region Accuracy 0.691 0.922 0.979
Country Accuracy 0.597 0.814 0.890
City Accuracy 0.213 0.364 0.423
Chain Accuracy 0.696 0.864 0.922

Table 2: Classification accuracy on the Ho-
tel50k dataset, after 37 epochs, at sub-region,
country and city level. Top-k indicates that cor-
rect location was predicted amongst the first k
results.

Experiment D: Comparing Integrated
Gradients and Grad-CAM based Expla-
nations. In our first attempt to generate use-
ful visual explanations highlighting the features
which mostly impacted on the predictions of our
model we decided to investigate Integrated Gra-
dients [8]: a model agnostic, class agnostic gra-
dient based method. Integrated gradients is a
method which computes the multiplication of
the gradient with respect to the inputs and their
derivatives in order to produce visual explana-
tions at pixel level. We applied this technique
on the three different granularity predictors, see
Fig. 2, of our model, producing different saliency
maps for each level of granularity allowing to
understand also which are most informative for
each corresponding geographical level of granu-
larity.

Figure 2: The picture on the left is taken from
the Airbnb dataset, it shows a living room of an
airbnb located in Porto, (Portugal). On its right
the attributions given respectively at sub-region,
country and city level by Integrated Gradients
method.

We then decided to make a comparison between
the attribution produced by Integrated Gradi-
ents and the heatmaps produced by Grad-CAM,
for each geographical granularity level. Grad-
CAM is one of the most commonly used meth-
ods for visualizing which kind of information a
CNN model is using when making a prediction.
One of the main advantages, with respect to In-
tegrated Gradients, is that Grad-CAM is a class-
specific method which computes the gradients of
the target output with respect to a given layer,
thus producing different heatmaps according to
the targeted class. Grad-CAM was originally
thought only for CNN: this means that, in order
to produce meaningful heatmaps on the Swin
Transformer it requires some adaptations. The
main idea is to treat the output of the last at-
tention layer before the classification head as the
designed feature map in case of a CNN. An ex-
ample showing the heatmaps produced by Grad-
CAM is shown in Fig. 3.

Figure 3: The analysed picture is taken from the
Airbnb dataset, it shows a living room located
in Porto, (Portugal). Heatmaps highlight most
influential areas at sub-region, country and city
level.

Experiment E: Comparing Segmentation
Methods for SHAP-based Explanations.
When producing visual explanations of the pre-
dictions of our model, we would like to blame
single objects or elements instead of coarse ar-
eas. For this reason we investigated an approach
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which exploits the semantic segmentation of in-
door scenes produced by our model and com-
bines it with SHAP [5]. SHAP is an algorithm
capable of extracting both: intrinsic content
of the image (some parts of the image are more
important than others) and discriminative in-
formation (some parts of the image are useful
for distinguishing the classes), fairly distribut-
ing the prediction among the learned features.
SHAP belongs to the methods based on coalition
game theory Shapley value, which have a solid
theoretical justification although they are com-
putationally expensive. When used to interpret
predictions of image classification models, usu-
ally the procedure consists in first partitioning
the analysed image into a fixed set of superpix-
els, and then run SHAP algorithm on the super-
pixels instead of single pixels, for efficiency rea-
sons. The explanations are thus given with re-
spect to the superpixel partition. Unfortunately
when dividing an indoor scene image into su-
perpixels we don’t have a direct correspondence
between superpixels and single objects and el-
ements present in the image. For this reason
we decided to use the segmentation produced by
our model instead of random superpixels. This
approach leads to more interpretable visual ex-
planations. In Fig. 4 we present the results of
the algorithm on the top-3 most probable sub-
regions. Running SHAP on top-3 most probable
sub-regions, countries and cities shows which el-
ements had the greatest influence on the predic-
tion of each class. In this way, in case the correct
prediction is in the top-3 predicted classes we are
able to see which elements have contributed the
most to that prediction, and at the same time
also to point out the ones that may have led our
model to incorrect predictions.

Figure 4: SHAP values on top-3 predictions at
sub-region level of an Airbnb located in Rome,
using the segmentation provided by our model.

Analysis A: Model Calibration.
This analysis was conducted exclusively on the

model trained on the Airbnb dataset, to verify
its adequacy before its deployment, as we will
see in Chapter 7, in a web demonstration. Inter-
preting the probability scores of a deep learning
model for multi-class classification as the proba-
bility that the corresponding class was detected
is correct only if the model is calibrated. For this
reason in order to interpret the prediction scores
of our model as probabilities of class detection
we need to check that our model is calibrated.
The metrics and techniques that we adopted,
Expected Calibration Error and Reliabil-
ity diagrams, to visualize the calibration of
the model were introduced by Guo Chuan et al.
in [3]. After having proven that our model is
well calibrated, see Fig. 5, we also inspected the
confusion matrix for the three classification
tasks (sub-region, country and location) in order
to check if the model is biased toward a specific
sub-region, country or location.

Figure 5: Reliability diagrams respectively
for sub-region, country and location classifiers,
showing the average confidence for each bin, as
well as the accuracy of the examples within each
bin.

7. Qualitative Analysis with a
Demonstration Application.

In order to test the model on new user-uploaded
images we build a demo using Gradio which is
an interface that can wrap almost any Python
developed machine or deep learning pretrained
model with an easy-to-use user interface. The
demo also incorporates a visual explanation
of the prediction using a Shapley-based Inter-
preter. We claim that a qualitative evaluation
through user study would be a reasonable tool
to obtain an additional qualitative evaluation of
our model. In this demonstration website, we
decided to deploy our model for indoor geoloca-
tion trained on the Airbnb dataset, displaying
the top-10 country predictions as in Fig. 6.
Thanks to this demo, we tested the inference
capabilities of our model on many images com-
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ing from different real estate web pages, but also
photos taken inside student, workers and family
houses. This allowed us to verify surprising gen-
eralisation capabilities of our model, especially
on data from European interiors.

Figure 6: Top-10 predicted countries on a photo
taken inside of a bedroom and a kitchen in
Berlin.

8. Conclusions and Future Re-
search Directions

In this final chapter we discuss the conclusion we
have come to, through this thesis work, regard-
ing the questions that we posed in Chapter 3.
In particular, we focused on the indoor geolo-
cation problem exploiting a set of deep learn-
ing techniques to correctly geolocate indoor’s
scene images, at different level of granularity,
and give visual explanations about the predic-
tions. The results achieved by our model, both
Hotel50k and Airbnb dataset, are quite surpris-
ing, reaching a rather high level of accuracy not
only at sub-region and country level but also at
city level. Moreover we were also able to pro-
duce meaningful visual explanations which help
to better understand the predictions and to add
informative elements to our knowledge for the
indoor geolocation task. To conclude, we sug-
gest some possible directions for future develop-
ments of the project.
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