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1. Introduction
This thesis has been developed within a project
that aims to study Embodiment using a phys-
ical avatar as a means of communication and
interaction [3]. The project involves building a
robot with non-humanoid features that can be
remotely controlled and interact with people [2].
The research is divided into three areas: study-
ing the robot’s sensor information, physicality
and interaction, and innovative control and feed-
back.
This thesis focuses on the first area and uses vir-
tual reality (VR) to represent the robot’s percep-
tions of its surroundings. The following chapters
describe the steps taken in the project, such as
choosing the information to pick up from the en-
vironment and developing software for data pro-
cessing and transmission. A VR application has
been developed in Unity which acts as an inter-
face for the robot controller. Finally, the team

conducted testing in the laboratory with sub-
jects who filled out a questionnaire afterwards.
The report of those results is presented in this
work.

2. The Project
The project aims to investigate the effective-
ness of controlling a robot and communicating
with people through a virtual reality (VR) en-
vironment. The project involves conducting an
in-person test, in which participants use a re-
motely controllable robot equipped with sensors
and wheels to act as a physical avatar. The sen-
sor readings are sent via Wi-Fi to a VR headset
worn by the robot’s controller and reprocessed
to map the robot’s signals in a virtual represen-
tation.
The project focuses on the detection of obsta-
cles, humans, and dangerous situations, which
are essential for environmental exploration and
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interaction. A 360-degree Lidar scanner and an
accelerometer sensor are used for obstacle de-
tection, while a camera and a detection algo-
rithm are used for human detection. The robot’s
sensors are connected to a Jetson Nano board,
which controls them and sends data to the con-
nected VR headset via the Local Network. The
wheels of the robot are controlled by an Arduino
and a Raspberry Pi.
The design of the VR environment involves
translating each data type into a different ele-
ment of the environment, with simple and clear
representations to reduce delay and not intro-
duce bias. The project also explores the ben-
efits of using non-humanoid avatars in the VR
environment to highlight diversity and represen-
tation and allow for creative and artistic expres-
sion of human presence.

3. The Choice of the Sensors
For the choice of the sensor we have chosen a
bottom-up approach: experiment with a mini-
mal amount of sensors, only those we thought
were necessary to navigate and establish a com-
munication. We performed an analysis on what
kind of data we needed for those functions.
We have identified three fundamental elements
for environmental exploration and interaction:

• The detection of obstacles, in order to have
spacial awareness and be able to move
around safely.

• The detection of humans, in order to enable
the interaction.

• The detection of “danger”, in order to avoid
damaging the robot and hurting others.

Regarding the detection of obstacles, we decided
to use a 360-degree Lidar scanner, in order to
have a high-frequency omnidirectional reading
of the environment.
We decided to pair the Lidar scanner with an
accelerometer sensor in order to detect sudden
changes of acceleration of the robot, possibly
corresponding to crashes into obstacles.
For the detection of humans the today’s obvious
choice is to use a camera paired with a detection
algorithm. For the objective of this project, we
did not want to give the controller a clear view
of the camera readings, but instead use a repro-
cessing of the algorithm output. By using non-
humanoid avatars users have to actively inter-
pret and understand the non-human shapes they

encounter, providing an opportunity to highlight
diversity and representation, allowing the explo-
ration of different cultural, social, and physical
traits in a way that humanoid avatars may not
be able to do.

3.1. Other Hardware
The hardware used on the robot include the
Nvidia Jetson Nano board, which provides
the main computational power with a Nvidia
Maxwell GPU with 128 CUDA cores, a quad-
core ARM Cortex-A57 CPU, 4GB of LPDDR4
RAM, and a 16GB eMMC storage module. It
also supports a range of AI frameworks and
tools, and can be programmed in popular lan-
guages such as Python and C++. The operating
system adopted is Ubuntu Linux.
All the sensors on the robot are connected to the
Jetson Nano. The LiPo battery used to power
the Jetson Nano is a rechargeable lithium poly-
mer battery with a nominal voltage of 7.4V. A
voltage regulator is used to convert the higher
voltage of the battery to the required 5V power
supply for the Jetson Nano.
The sensors and the Jetson Nano are mounted
on a base with three omni-directional wheels
(Triskarino - Figure 1). The wheels are con-
trolled by a Raspberry Pi board connected to
a wireless joystick.
Finally, the Oculus Quest 2 VR headset is used
for the remote control of the robot in the exper-
iment. It provides an immersive VR experience
with high-quality visuals and intuitive controls.

Figure 1: The final version of the robot
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4. The Software
To control and process data from the sensors, a
Python software application has been developed
on the Jetson Nano. The software application
comprises several modules, each responsible for
a specific task. These modules include the LI-
DAR scanner module, the camera module, the
MPU6050 sensor module, and the communica-
tion module.
The LIDAR sensor is controlled using the "rpL-
IDAR" library. The camera module not only
captures live video feed, but also runs a pose
detection algorithm to detect the location of a
person near the robot. This is implemented us-
ing the "OpenCV" and "posenet" libraries. We
chose to use a pose detection algorithm so that
we could also detect individual body parts and
get more information about the person’s move-
ment, rather than a simple bounding box detec-
tion. The data from the MPU6050 sensor con-
nected to the Arduino Mega are acquired using
the "pyserial" library in Python.
Regarding the connection between the robot
and the VR headset, a networking solution has
been developed. TCP protocol was used for re-
liable data transfer, while UDP protocol was
utilized for faster transmission of non-critical
data. The networking code was optimized for
speed and low latency, implemented with recov-
ery mechanisms for disconnections, and trans-
mitted data asynchronously in separate threads
to allow for parallel processing of incoming and
outgoing messages. To accommodate the diver-
sity of messages exchanged over the network,
a communication protocol was necessary, with
each sent message having a 1-byte overhead rep-
resenting the type of the message. The head-
set and robot shared a dictionary of message
types called "Keys," and listeners on both sides
sorted and directed messages to the correspond-
ing modules.

5. Design of the VR Environ-
ment

Regarding the design of the VR environment, we
decided to develop different versions of the visu-
alizations, in order to detect whether changes
affect the user experience.
For the representation of the environment, we
decided to stay as close as possible to a direct

translation of the Lidar readings. We repre-
sented the distances detected from the sensor
as walls in the environment, in two versions: a
version in which the walls’ height corresponds to
the real-world height, and so appears as high as
the VR user’s head, and a version in which the
walls appear much higher.

Figure 2: The environment with the low walls

Figure 3: The environment with the high walls

We used the accelerometer readings to extract a
single piece of information called "bump," calcu-
lated by taking the square of the instantaneous
acceleration in the X- and Y-axes and checking
if they exceeded a threshold calibrated by bump-
ing into walls and objects. The bump was repre-
sented by turning the entire field of view red for
an instant, chosen for its instinctive association
with danger and the sense of priority it gives the
user. The representation was found to be effec-
tive and intuitive in tests, with the controller
moving the robot in the opposite direction after
a bump.
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Figure 4: The environment during a bump

Regarding the representation of the detected hu-
man, we designed three different avatars, each
fundamentally different from the others.
The first avatar is the Triangle. It is the closest
representation to a human figure, as the vertices
of the triangle correspond to the head and hands
points of the detected person. There is min-
imal data reprocessing, as the keypoints from
the pose detection algorithm are used directly
in the virtual environment. This avatar was in-
spired by the human representation used in the
research [Re]Moving bodies [1].

Figure 5: The Triangle avatar

The Entity representation is a creature we de-
signed, inspired by the shape of a tubular coral
species. It consists of a main body, some tenta-
cles on top and an eye in the centre of the body.
We chose this shape to study the reaction of peo-
ple being in front of a non-anthropomorphic be-
ing, but with a physicality compatible with that
of a human. This representation is the least ab-
stract, and is controlled entirely by parameters
and heuristics derived from the pose detection
algorithm points.

Figure 6: The Entity avatar

The Wave representation is the most abstract of
the three. It consists of a large line in the sky.
When there is no human detected, the line is flat
and parallel to the horizontal plane. The line
can move by waving following a sine-like func-
tion when a person is detected. With this design
we wanted to focus more on an environmental
representation, rather than on a physical one.

Figure 7: The Entity avatar

6. The Experiments
Experiments were conducted over three days in
the AIRLab at the Politecnico di Milano with
one person at a time. Waiting participants were
placed in a separate room to eliminate possi-
ble influence on the personal experience. Dur-
ing the three-minute experiment, the participant
explored the environment for the first minute
without intervention, and then a staff member
was introduced in the second minute to impro-
vise an interaction with the robot. After the
experiment, participants completed a question-
naire with three sections: general questions, en-
vironment and navigation, and perceived inter-
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action, using a 5-point Likert scale.

7. Conclusions
We have presented this thesis project, a telepres-
ence system designed for exploring and interact-
ing in a virtual environment. According to the
trials done, for the controllers navigation was
successful, but interaction was lacking due to
non-human representation and minimal sensors.
Improvements could be made by experimenting
with other avatars and pairing cameras with mi-
crophones or capacitive surfaces. A robotic arm
is being developed for non-verbal communica-
tion, as well as a new control system with tactile
feedback, necessary for embodied exploration.
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