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Abstract

Water management is a critical topic in various parts of the world due to different en-
vironmental and anthropic factors affecting future water security. Globalization and de-
mographic pressure are increasing water demand in highly urbanized regions, making
water management in such areas critical for sustainable development. Despite infrastruc-
ture investments and technological advances, managing a city’s water resources remains
a complex task due to various issues. One of the most significant issues is certainly the
lack of reliable data on residential water consumption, which limits our knowledge on
current and future water demands. Such data is essential for designing and implementing
effective water management policies and programs, from reducing any losses to identify-
ing high-demand areas or developing water conservation programs. Unfortunately, many
countries lack adequate monitoring systems, and even when they exist, the collected data
is often incomplete or unreliable. On the other hand, public water consumption data col-
lected through censuses and surveys have low spatial resolution and temporal frequency,
limiting the accuracy of analysis and progress in sustainable water resource management.
This thesis proposes an innovative approach to address the lack of data: the daily water
consumption of residential structures is estimated using only public data and machine
learning techniques. After a careful analysis of different Convolutional Neural Networks
and training techniques, two architectures were chosen: one for filtering Google Street
View images of building’s facades and another for estimating the relative height. Com-
bining that information with the building area and socio-demographic data, XGBoost
reaches the best performance in predicting daily water consumption among various ma-
chine learning algorithms evaluated. The work demonstrated the validity of the machine
learning techniques developed in the methodology overcoming the accuracy of approxi-
mative formulas and highlighting the potential of public data in supporting sustainable
water management.

Keywords: Water Demand, Open Data, Sustainability, Machine Learning, Deep Learn-
ing





Abstract in lingua italiana

La gestione dell’acqua rappresenta un tema critico in varie zone del mondo dovuto a
diversi fattori ambientali ed antropici. All’incapacità di accedere e distribuire l’acqua,
sono soprattutto i paesi a basso reddito che non hanno la capacità economica di effet-
tuare gli investimenti necessari per infrastrutture adatte. La globalizzazione e la crescente
pressione demografica aumentano la domanda nelle regioni più urbanizzate, rendendo la
gestione dell’acqua più rilevante ai fini di uno sviluppo sostenibile. Nonostante i progressi
tecnologici, la gestione idrica di una città rimane ancora un compito complesso dovuto a
problematiche di diversa natura. Tra queste una delle più significative è la mancanza di
dati affidabili sui consumi d’acqua a livello residenziale. Essi sono fondamentali per pro-
gettare e implementare politiche e programmi efficaci per la gestione idrica: dalla riduzione
di eventuali perdite all’identificazione di aree ad alta richiesta. Purtroppo, molti paesi
non dispongono di sistemi di monitoraggio adeguati e i consumi idrici pubblici rilevati
tramite censimento e sondaggi hanno una risoluzione spaziale e una frequenza temporale
bassa che limita la precisione dell’analisi e i progressi nella gestione sostenibile delle risorse
idriche. In tale contesto, il lavoro di tesi propone un approccio innovativo nella risoluzione
della mancanza di dati: si è riusciti a stimare il consumo d’acqua giornaliero di strutture
residenziali utilizzando dati pubblici e tecniche di Machine Learning. Dopo un’analisi di
diverse Reti Neurali Convoluzionali e tecniche di addestramento, sono state selezionate
due architetture: una per filtrare le immagini Google Street View raffiguranti edifici ed
un’altra per estrarne la relativa altezza. Unendo tale informazione con l’area dell’edificio e
dati socio-demografici, XGBoost raggiunge le migliori prestazioni nella stima del consumo
d’acqua giornaliero tra i vari algoritmi analizzati. Lo studio svolto ha dimostrato la valid-
ità delle tecniche di Machine Learning superando l’accuratezza di formule approssimative
ed evidenziando la potenzialità dei dati pubblici nel supporto ad una gestione sempre più
sostenibile dell’acqua.

Parole chiave: Consumo Idrico, Dati Pubblici, Sostenibilità, Machine learning, Deep
learning
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1| Introduction

Although the global availability of freshwater is sufficient to meet present and future wa-
ter needs, it is not uniformly distributed across space and time. In several areas (e.g.,
Djibouti, Ethiopia, Kenya), freshwater resources are insufficient to satisfy domestic, eco-
nomic, and environmental demands. In these regions, the lack of clean water significantly
constrains human health and productivity, thereby affecting economic development and
environmental sustainability. Future projections foresee an increase of global water de-
mand by 55% in 2050 (Connor, 2015). This increment will further intensify the existing
pressure on natural resources and ecosystems (Hussey and Pittock, 2012). Furthermore,
climate change is likely to exacerbate water scarcity at a global level by increasing the
frequency and intensity of such extreme events. High water demands are usually con-
centrated in urban areas, which can experience water stress due to their high population
density and water-intensive activities. As urbanization and global population growth per-
sist, water usage in residential buildings is expected to increase, posing infrastructural and
operational challenges to utilities and municipalities (Lambin and Meyfroidt, 2011). In re-
cent years, the focus of urban water management has thus shifted from merely developing
infrastructure in response to urban growth to implementing sustainable and cost-effective
approaches for combined urban water supply and demands (Diaz et al., 2016; Brown et al.,
2009).
Knowledge of when, where, and how people use water is essential to model water demands
and inform demand management strategies. However, lack of data on residential water
consumption at the household level often limits our knowledge on past and current water
demands with high spatial and temporal resolution. A primary source of difficulties is the
absence of water consumption monitoring infrastructure (i.e., water meters) which, when
available, consists of analog sensors that do not automatically log and transmit data on
water consumption. The absence of standardization in data collection and reporting is
another source of issues. In many countries, data gathering on residential water consump-
tion is sporadic and inconsistent, preventing comparison across regions or time periods.
Furthermore, water consumption data are often stored by water utilities, but are hardly
accessible for research purposes, when available (Di Mauro et al., 2021). Finally, census or
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periodic household surveys are run with low temporal frequency, precluding policymak-
ers and researchers from relying on up-to-date information for designing effective water
demand management interventions. Without reliable data, it is difficult to identify the
most significant drivers of water consumption, identify water consumption patterns and
magnitudes, and evaluate the effectiveness of different water-efficient technologies and
water conservation practices.
This thesis addresses the above challenges by developing an open machine learning frame-
work for residential water consumption estimation. We estimate residential building daily
water consumption relying exclusively on publicly available data. As input features for our
machine learning framework, we obtain three types of data after carefully examining the
variables affecting home water usage, along with the state-of-the-art techniques to acquire
them from publicly available data. The first is a Google Street View (GSV) image of the
building of interest, which captures the exterior characteristics of the building and offers
relevant information about its extension. The relevant GSV photos are classified using
a pre-trained Convolutional Neural Network (CNN), and those that reveal recognizable
buildings are then fed into a second CNN regression model to determine the corresponding
building height. Second, the area of each building is extracted through a public shapefile
retrievable through the Milan geoportal (GeoportaleMilano, 2012). It contains spatial
information about the study area, such as the location of the buildings, their shapes,
areas, and footprints. By incorporating this information in addition to the height, the
model can account for differences in water usage attributed to building size, which is par-
ticularly relevant in densely populated urban areas where structure dimensions can vary
widely. Socio-demographic changes have become essential factors in understanding the
increase in water demand, particularly in the domestic sphere, as these factors represent
and reflect the household size, water use behaviour, and water-saving practices (Matos
et al., 2014). As a third source of data, socio-demographic information regarding the
district where the building is placed is fed into a machine learning model for the daily wa-
ter consumption estimation. Five different regression algorithms were evaluated: Linear
Regression, Polynomial Regression, K-Nearest Neighbour, Random Forest and Extreme
Gradient Boosting.
This thesis showcases the viability of employing machine learning and deep learning
methodologies for estimating water consumption at the building level and discusses the
pros and cons of utilizing openly accessible data sources for similar studies.

Thesis outline

This thesis is organized as follows:
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• Chapter 2 provides a comprehensive review of the existing state of art methods
that exploit public data to retrieve information on relevant socio-demographic de-
terminants of residential water consumption, with highlights on their strengths and
limitations;

• Chapter 3 describes the open data-based machine learning framework developed in
this thesis, with a primary focus on the explanation of the methods and models used
from a theoretical and practical point of view;

• Chapter 4 presents the data, starting with the description of the study site followed
by the water consumption time series analysis and the introduction of the other
features used as targets or fed-in input for the implemented models. It also shows
the training setup for the different implemented models;

• Chapter 5 describes and discusses the results of the test set and the comparison of
the performances achieved by different models, as quantified with different accuracy
metrics;

• Chapter 6 summarizes the findings, implications and limitations of the research,
suggesting future improvement directions;
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2.1. Water demand determinants

Water is an increasingly stressed natural resource. Growing concerns about the impacts
of climate change have firmly emphasized the need to plan and manage water resources
judiciously to reduce waste (Bates et al., 2008). A vital component of urban water sys-
tem planning is water demand. Knowledge of current and future water demands enables
better operation and management of the system and fosters long-term water conserva-
tion (Cominola et al., 2021). Climate, socio-economic, psychological, institutional, and
management factors all play a role in how much water a city needs (see, e.g., Toth et al.,
2018; Cominola et al., 2023). However, this relationship is complicated, likely nonlinear,
and unknown in many cases and high-resolution scales. It is imperative to identify the
key factors (also known as determinants) among these to predict water demand and to
plan and manage water resources and supply systems. Estimation of water demand of
residential housing has been pursued from a variety of approaches and has been a major
issue in water management and policy as well as environmental economics, as investigated
by several recent studies (e.g., Matos et al., 2014; Arbués et al., 2003; Suh et al., 2012;
Cominola et al., 2023). The above studies surveyed empirical residential water demand
analyses concerning the main variables that can affect residential water demand such as
the impact of price, income, population, interannual climate variability, housing types,
apartment complex types and household composition of residential households. The most
widely utilized population data worldwide are official census data. However, they are
typically obtained with low spatial detail and low temporal frequency, making this in-
formation often not updated and much aggregated. Moreover, in some countries with
poor or unstable political conditions, this data may not be available (Wardrop et al.,
2018). Consequently, a lack of precise population data has become an obstacle for gov-
ernors, planners, and researchers in heterogeneous urban areas. The increasing power of
geographical information systems (GISs), massive remote sensing products, and multiple
geospatial big data have improved socio-demographic data estimations, especially at the
regional and global scale (Leyk et al., 2019). In this chapter, some articles related to the
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extraction of socio-economic features from open data useful for water demand estimation
will be analyzed by comparing different possible methods and sources of data.

2.2. Social sensing and remote sensing data

The use of social sensing data to delineate socio-economic characteristics is a growing
trend in the recent decade (Liu et al., 2015). With the development of information and
communications technology, various kinds of sensors produce big data such as vehicle
trajectories, public transportation card records, cell phone location and call records and
user profiles from the social network. These data, describing people’s daily activities,
have abundant spatio-temporal information and have been widely used to analyse spatio-
temporal patterns of human socio-economic activities and potential interaction among
different activities. Data from location-based social media are being used increasingly to
investigate anthropogenic activities and their effects on the environment. The interaction
of human activities with the physical environment also gives essential information for es-
timating human volume concentration (e.g., Zhang et al., 2019). Physical characteristics
in built-up structures, greening covers, surface temperatures, and atmosphere emissions
are greatly affected by and influence how people communicate, produce, and live. This
unravels the possibility of estimating human activity volumes based on a glimpse of the
physical environment, which is traceable through remote sensing (RS) techniques. The RS
observations comprehensively capture the physical environment properties of the Earth’s
surface and have advantages in terms of low acquisition cost and broadly scanned cov-
erages, including areas with low-frequency census or sparse network base stations. The
objective is to help limited location data to estimate human activities using RS images,
given the high correlation to complex landscape sceneries. An example of RS data is
Nighttime light (NTL) data, which has been acknowledged as a valuable source to reveal
human activities and have been widely applied to the estimation of population due to
its advantages in large detection range and high temporal resolution (e.g., Townsend and
Bruce, 2010; Zeng et al., 2011). Recent studies investigated the relationship between NTL
and socio-economic indicators and demonstrated the correlation between light intensity
and the population density and relative consumption at the national and urban scales
(Keola et al., 2015; Elvidge et al., 1997; Amaral et al., 2006). However, using the night-
time light data alone to estimate the population may cause overestimation problems due
to excessively high light radiance in specific types of areas, such as commercial zones and
transportation hubs. In this light, it is worthwhile using various data sources to improve
the accuracy of population estimation (Wang et al., 2020). For that reason, in addition to
NTL data, social sensing data have been used for improving the detection of population
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surface distribution and enhancement.
Open data such as NTL and point-of-interest (POI), extracted from an online map ser-
vice provider application, have been used to map urban nighttime leisure space (UNLS)
(e.g., Liu et al., 2020). UNLSs, referring to the spaces where urban residents engage in
leisure activities between 6:00 P.M. and 6:00 A.M., have broad impacts on urban economic
growth, employment, urban competitiveness, urban vitality, and social justice. The dis-
tribution, geometrical features, and functional qualities of UNLSs were inferred using the
NTL pictures and POI data. Additionally, it is possible to pinpoint the geographic range
and limits of UNLSs, which enables researchers to examine their morphological traits and
associated markers. Although the approach can generate a UNLS distribution map for
a given urban area, there are limitations related to the final model; the parameters used
to combine the NTL and POI data, and linear model are based mainly on trial-and-error
experiments and empirical knowledge. Hence, these parameters may be arbitrary and
subjective to a certain degree. In addition, a linear model may not be the best choice
for combining two kinds of data. Adopting machine learning (ML) techniques to obtain
more reasonable parameters to enhance the model accuracy and to introduce nonlinear
relation between the data sources will be an improvement carried out by other studies.
Apart from using POI, another research (Yu et al., 2019) attempts to combine NTL im-
ages, taxi trajectory data (a kind of popular social sensing data) and census data to
spatialize the population. Some studies (e.g., Zheng et al., 2011) have used taxi trajec-
tories among the various types of social sensing data sources because of their capacity
to describe urban inhabitants’ travel habits and represent the locations of their homes,
businesses, and transit hubs. Taxi trajectory data describe human movements, which
has great potential in modifying the errors made by excessively high light radiance. For
instance, the taxi flow at night may indicate migrations from dining/entertainment lo-
cations with exceptionally high light brightness to residential zones or vice versa. While
NTL images can reflect some ‘static’ features of human activities, taxi GPS trajectories
have a great capability for delineating ‘dynamic’ characteristics of human movements. By
utilizing NTL images and taxi GPS trajectory data, the study provided a new way to es-
timate population at fine scales. Using the initial population distribution grid estimated
by nightlight radiance and the population calibration grid derived from the net inflow of
people given by the taxi trajectory, it is possible to calculate the estimated population
grid.
The rapid development of remote sensing technology allows us to get images with high-
resolution satellite images (VHR). The research developing appropriate and efficient meth-
ods for scene presentation and classification becomes critical in the remote sensing image
community. The high dimensionality and the statistical characteristics of these acquired
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images are challenging for VHR scene understanding (Romero et al., 2016). It is possible
to see a growing potential regarding the use of remote sensing techniques to supply socio-
economic information for planning urban supply and disposal infrastructure. Specifically,
object-based image analysis techniques have been used to detect single buildings (e.g.,
Grippa et al., 2017), and recent research has implemented those techniques to measure
urban ecosystem functionality and to indicate the quality of life factors. As a case, the
correlations between different socio-economic conditions and different recognized and clas-
sified building types are evaluated (Warth et al., 2020). Based on VHR remote sensing
imagery, single buildings are detected and classified into eight different categories. The
supervised classification is performed based on the reference information collected during
the field survey and through a variety of attributes that are computed through the building
detected polygon. A random forest classifier is trained on 25 features to predict the type
of building, and this is employed to classify all buildings in the city. The key assumption
underlying the approach of gathering relevant data for supply and disposal infrastructure
planning is that different socio-economic groups of households living in different building
types have different habits and lifestyles. That results in different construction materials
and energy flows. To prove this correlation, the different socio-economic statuses of the
households in the study area had to be determined and classified before being assigned
to different building types. The establishment of the social, economic point as an index
to describe residential socio-economic backgrounds delivers good results by combining
information on expenditure, educational level, assets, and household income. Through
statistical analysis of resident interviews, a relationship between building types and socio-
economic groups can be established, and the socio-economic status can be inferred based
on building type information.
Overall, social sensing and remote sensing data show a meaningful impact in describing
land use and socio-economic studies but none of the previously discussed research related
that kind of data to water consumption management or estimation.

2.3. Deep learning for socio-economic features ex-

traction

Due to the high penetration of location-based services (LBS) into a variety of daily ac-
tivities, including instant communication, navigation, online business, and entertainment,
geographical coordinates of most activity locations can be automatically recorded every
time subscribers send location requests and authorize LBS-based mobile applications.
Even though this information stands well for the spatial distribution of individuals’ daily



2| State of art the review 9

activities, access to social sensing data is often impeded by privacy issues and enterprise
data sharing concerns (de Montjoye et al., 2013). Given this lack of access to social
sensing data, advanced analytic techniques have been developed and applied to remote
sensing data for the estimation of socio-economic features. Recent techniques exploit
remote sensing imagery through an end-to-end deep learning framework for reliable es-
timates of socio-demographic features. Deep Convolutional Neural Networks (DCNNs)
(LeCun et al., 2015) are appropriate algorithms to capture hidden hierarchies and non-
linearities of geographical patterns. For instance, RS satellite images have been used as
input to the CNN, achieving accurate estimations of the human activity volume (Xing
et al., 2020). The architecture implemented is called Neighbor-ResNet (Figure 2.1) which
is an end-to-end deep learning model with spatially neighbour augmentation.

Figure 2.1: End-to-end framework of Neighbor-ResNet using RS images (Source: Xing
et al., 2020).

The proximity of the environment has been proven to significantly impact the centric
land cover, welfare, attractiveness, dynamics, and subsequent human-environment inter-
actions. Due to their spatial linkages, neighbour features are essential for determining
the centric targets for most geographical phenomena. It is determined that adding the
neighbour impact to the end-to-end model significantly improves the model performance
using RS photos as inputs and LBS data as labels in several cities. The input expan-
sion explicitly uses the spatial relationships between the centre and neighbour tiles, as
opposed to deepening the input channels or concatenating the feature vectors of parallel
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picture patches. Since the volume data are in raster formats, they fix neighbour patches
located at the eight nearest units of a target sample. Surrounding information is included
in those neighbour RS tiles. The model summarizes individual knowledge of the target
and neighbours and assembles their features via layer-wise convolutional operations. The
convolution filters, sliding on feature maps of each layer, can extract interior characteris-
tics when covering network cells with only target or neighbour information. Conversely,
it can integrate them into adjacent parts. The resulting gradient-weighted class activa-
tion mapping (Grad-CAM) quantifies the relative contribution of the input pixels to the
estimation and highlights salient ground features. Through image feature assembly and
high-level feature generation, the model identifies subtle differences in regional layouts
and reveals heterogeneous landscape imprints of human activity. Depending on the RS
methodology, local socioeconomic features, and specific soil characteristics, some factors
limit model performance. Building height and distinctive building appearance are one of
the key variables that reflect human activity, but 2D scanned RS-Pictures provide limited
information. For that reason, satellite images are important references for urban planning
and urban studies. Still, given the heterogeneity of urban land-use types, it is difficult to
differentiate different land-use types based on overhead remotely sensed data. For exam-
ple, the overhead view of remotely sensed data only captures the spectral reflectance of
building roofs, which can hardly reflect the different social functions or land-use types of
buildings. Unlike the overhead remotely sensed data, Google Street View images capture
the profile views of cityscapes, providing us with a new data source for urban studies
from a very different perspective (e.g., Li and Zhang, 2016). An application of deep learn-
ing computer vision technique has been developed on GSV to determine socioeconomic
statistics and political preferences in the US population (Gebru et al., 2017). This study
presents a method for estimating the socioeconomic characteristics of regions across 200
US cities using 50 million images of street scenes captured by GSV vehicles. They use
a CNN architecture to identify the brand, model, and year of every car encountered in
a given region. Data from this census of motor vehicles, which enumerated 22 million
automobiles in total (8% of all automobiles in the United States), were used to accurately
estimate income, race, education, and voting patterns at the zip code and precinct level.
The resulting associations are surprisingly simple and powerful. Using that approach,
zip code or precinct level survey data collected for a few cities can be used to provide
up-to-date demographic information for many American cities automatically. Thus, the
fully automated computer vision methods applied to publicly available street scenes can
extract social, economic, and political patterns in neighbourhoods across the US with low
computational demands.
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2.4. CNN: feature extraction and end-to-end learn-

ing

A CNN is composed of two parts: one being the feature extraction part, where the input
image is reduced to a set of feature maps through a series of strategically arranged con-
volution and pooling layers, and another being the classifier where the features are passed
into a series of fully connected or hidden layers and an output layer. The combination of
these feature extractors and fully connected layers is called the end-to-end CNNs. In some
cases, the high-level feature extracted from the pre-trained CNN model has substantial
distinguishable power in classifying their objective and shows that the choice of the clas-
sifier is not significant in the related application. As an example, Jean et al. (2016) shows
how a Convolutional Neural Network (CNN) can be trained with survey and satellite
data to identify image features that can explain up to 75% of the variation in local-level
economic outcomes in five African countries. The rationale for this approach relates to
the inability of using NTL data to distinguish between differences in economic activity
in regions living near or below the international poverty line. Nightlight images are po-
tentially less useful for studying and tracking the livelihoods of poor countries. First, the
CNN model has been pretrained on ImageNet, a large image classification dataset that
consists of labelled images from 1000 different categories. Next, based on the knowledge
gained from this image classification task, the CNN is fine-tuned on a new task, training
it to predict the nighttime light intensities corresponding to input daytime satellite im-
agery. Nightlights are a noisy but globally consistent—and globally available—proxy for
economic activity. By solving this related proxy task, the model learns how to extract
features useful for the poverty estimation task. Finally, they use mean cluster-level val-
ues from the survey data and the corresponding image features extracted from daytime
imagery by CNN to train ridge regression models that can estimate cluster-level expen-
ditures or assets. The approach does not depend on nightlights being able to make this
distinction and instead uses nightlights only as intermediate labels to learn image features
correlated with economic well-being. In areas where such data are available, combining
the derived features with other passively gathered data may also improve household and
cluster-level predictive power. The model is, on average, significantly more predictive of
variance in consumption and assets than nightlights alone, despite having been trained
partially on nightlights. This further evidence suggests that the picture characteristics
contain information beyond what nightlights provide.
Considering the previously discussed approach, a new research by Yeh et al. (2020) illus-
trates a different strategy: unlike the earlier method, which used nighttime light intensity
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as intermediate labels for training a CNN feature extractor on daytime imagery, it incor-
porates both sets of imagery (nighttime and daytime), using models trained separately on
daytime and nighttime images and then joined in a final fully connected layer. In other
words, they concatenate the final layers of the separate daytime and nightlights models
and trained a ridge-regression model on top. Without first specifying which elements it
should look for, the model seeks to discover patterns in the daytime and nighttime photos
indicative of asset wealth. These results exceed performance in earlier work on a similar
task using high-resolution imagery (Jean et al., 2016) or mobile phone data (Blumen-
stock et al., 2015) as input and match or exceed benchmarks for in-country performance
from geostatistical models used to predict health outcomes, standards of living, and hous-
ing quality in Africa. Consequently, the approach of directly using nightlight images as
model inputs performs better than using them indirectly as a proxy, as in an earlier trans-
fer learning approach. However, while the CNN-based approach outperforms approaches
to poverty prediction that use simpler features common in the literature, the information
the CNN uses to make a prediction is less interpretable than these simpler approaches,
perhaps inhibiting adoption by the policy community. A key avenue for future research
is improving the interpretability of deep learning models in this context and developing
approaches to navigate this apparent performance interpretability tradeoff.

2.5. Water demand estimation with RS data

Apart from extracting interesting socio-economic features, RS data are used to estimate
the resource demand directly. Multispectral satellite images and nonlinear topographical
features, along with resource consumption survey data, have been used to estimate local
water consumption from multispectral satellite images (Mohanty et al., 2022). To accom-
plish the task, the first step is the classification of building and non-building pixels in
the study area through a raster ground-truth image from the training dataset: it consists
in a binary classification that indicates building pixels as white pixels (positive class)
and non-building pixels as black pixels (negative class). After creating the ground truth,
they improve the feature space to add more context to each pixel and the information
fed into the classifier. The feature space is also made more nonlinearly complex by the
oriented gradients derived around each pixel from the histogram of the directed gradients
descriptor. The Histogram of Oriented Gradients is a popular feature descriptor used for
object detection and image processing (Dalal and Triggs, 2005). The second step is clas-
sifying residential and non-residential building pixels from the identified ones. Classifying
building pixels according to building type can help to approximate emissions and resource
consumption from an area captured by a satellite image since resource consumption by
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buildings is a function of the type of buildings. Residential and commercial buildings
require different quantities of water (and other) resources. They assume that residen-
tial and non-residential buildings have different emission/consumption rates per unit area
and remain constant across all buildings of one type. The building type (residential or
non-residential) was annotated manually using visual interpretation metrics, e.g., large
building size, roofing materials, proximity to building clusters, roads, and industrial struc-
tures like storage tanks, etc. The final stage is to estimate how much water is used in the
photographed area. The area covered by residential buildings (AR) and the area covered
by non-residential buildings (ANR) is estimated using the following probabilistic formula
(Mohanty et al., 2022):

AR =
∑
pixel i

(ap × P{i ∈ B} × P{i ∈ R | i ∈ B})

ANR =
∑
pixel i

(ap × P{i ∈ B} × P{i ∈ NR | i ∈ B})

(2.1)

(2.2)

where, ap is the area of one pixel in m2, B, R and NR, denote building, residential and
non-residential, respectively. This figure is then weighted by the consumption per unit
area (Star, 2012) to calculate the water consumption (W ):

W = AR ×Wr +ANR ×WNR (2.3)

where, WNR and WNR are the water consumption per unit area for residential and non-
residential buildings, respectively. They use a simple closed-form expression that utilizes
the result of the building type classification and the water usage data to approximate the
daily water consumption from the buildings observed in the image spanning 1 km2.

2.6. Research challenges

Although a lot of research has been carried out to extract socio-economic and other
interesting economic features from public data to overcome privacy and lack of data
issues, few studies really investigate the possibility of relating these data to the water
consumption analysis or prediction in an urban context. The open-research challenges
that have motivated this study are listed here:

• The first challenge is the resolution of water consumption prediction. Data on
residential water consumption at such a high-resolution level is particularly scarce
for two reasons. First, water consumption data is the property of water consumers
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and is not shared for privacy reasons. Second, several water usage influential factors
(such as socio-economic conditions), which may be used as a proxy to model water
consumption, are challenging to collect in an automated fashion and, therefore,
mostly unavailable on a residential building scale.

• The second challenge is relying only on public data. Many studies succeed in ac-
curately estimating water usage at a very high-resolution level using ground-truth
data or census/surveys in the study area. The aim of the thesis is to be dependent
only on data such as Google Street View Images that could be easily extracted to
make the final methodology reproducible in different contexts.

• The final challenge is to understand the relationship between water usage and its
determinants: even though many projects investigated the elements affecting water
consumption in residential buildings, there still not exists a clear formula explaining
how these factors interact with each other to produce the final outcome.
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This chapter presents the algorithms implemented and gives the details of each section
of the methodology pipeline to help understand the approaches used to reach the final
objective.

3.1. Methodology pipeline

Figure 3.1: Methodology pipeline for daily water consumption estimation.

Figure 3.1 illustrates the flowchart of the methodology. The procedure consists in models
that separately process the street view images, socio-demographic features, and open
building data given a certain building address. The models result in different sets of
features which are then combined and fed into a machine learning model that estimates
the daily water consumption of the building. Starting from a specific building address
(step 1 in Figure 3.1), the Google Street View image is extracted using the relative API
(GoogleStreetViewAPI, 2023) (step 4). Since some street view images are unsuitable,
i.e., buildings are blurred, or an image only shows streets or vegetation, a CNN pre-
classification is applied to select relevant images, i.e., those that show clearly identifiable
buildings (steps 5, 6). In a second step, images classified as relevant are fed into CNN
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regression models for the building height estimation (step 7). To this end, both custom-
built and pre-trained architectures have been explored using different techniques. The
evaluation was based on two fundamental metrics: the mean squared error (MSE) and
the mean absolute error (MAE) coefficient. Building characteristics have been found to
influence urban water use (Guhathakurta and Gober, 2007): most prominently, these
include exterior building features, such as building height, volume, compactness, and wall
materials. For these features, ground-level images such as GSV ones that depict the extent
and textures of building walls and façades are more informative. Also, the age of a dwelling
can affect water demand, as older homes are more likely to have appliances and fixtures
that are less water efficient than newer homes. However, data on the aforementioned
building features is often scarce for two reasons. First, they contain private information
that is typically not shared publicly. Second, data collection of these features is difficult
to automate and, therefore, typically requires extensive manual labor. For these reasons,
only the height of the building is inferred by the CNN while the relative area is retrieved
from the public shapefile (step 3) of the study area as will be explained in Chapter 4. In
addition to the area and height, public socio-demographic data such as population density
related to the study area where the building addresses are provided are considered (step
2). Based on those features, different ML models were applied to comparatively predict
the daily water consumption of the residential buildings (step 8). So, the problem was
framed as a regression task evaluated through metrics such as MAE and the coefficient
of determination (R2). However, as explained in Chapter 3, the target variable was
discretized into different consumption levels, leading to a change in the problem type
from regression to classification. Consequently, the evaluation metrics were also changed
to reflect the new problem type, with metrics such as accuracy, precision, recall, and F1
score used to evaluate the performance of the classifiers. Each methodological phase of
Figure 3.1 is explained in detail in the next sections, after a gentle introduction to neural
networks and convolutional neural networks, which are used in several steps of the whole
methodology.

3.2. Theoretical background on Neural Networks and

Convolutional Neural Networks

Here some theoretical key concepts are introduced to better understand the methodol-
ogy. Particularly, neural networks and convolutional neural network concepts will be
introduced in the next sections.
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Neural Networks

A neural network is a nonlinear model that can be used for regression and classification
tasks. In a classification task, the objective is to decide which of the available class should
be assigned to a given input. Let ∆ be the set of the possible classes and t ∈ ∆ the target
class for input x ∈ RN . The objective is to find a function Y : RN → ∆ such that:

Y (x) = t (3.1)

Figure 3.2: Perceptron architecture.

The basic computational unit of the brain and neural network is a neuron. A perceptron
or neuron (Figure 3.2) computes a linear combination of its input by applying a nonlinear
transformation h, called activation function. The activation function is a transfer function
that is used to produce the desired output for the problem designed. It is used to map
the input values in a certain domain depending on the function that is used. Among all
the possible functions (such as sigmoid, hyperbolic tangent, etc.) the Rectified Linear
Unit (ReLU) is the mostly used one: the goal of this layer is to cancel out all the negative
values and transform the output from a linear computation, such as convolution, to a
nonlinear one. The ReLU function is defined as:

f(x) = max(0, x) (3.2)

leading to an output range [0, inf) .
Not all the inputs have the same importance and this is represented by weighting each
input with a weight wi. Additionally, every neuron has an additional input whose value
is fixed and it is called bias. In literature, it is often referred to as w0. Therefore, the
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output of a neuron with inputs x =< x1, . . . , xI >, weights w =< w1, . . . , wI > and bias
b = −w0 is defined as:

hj(x|w, b) = h(
I∑

i=1

wixi − b) (3.3)

As shown in Figure 3.3, neural networks are modeled as collections of neurons that are
connected in an acyclic graph. In other words, the outputs of some neurons can become
inputs to other neurons. If the graph is directed and acyclic, then the architecture is
called a feed-forward neural network.

Figure 3.3: Fully-connected and feed-forward neural network architecture.

Instead of an amorphous blob of connected neurons, neural network models are often
organized into distinct layers of neurons. The layers can be grouped in three typologies:
an input layer containing the input neurons, one or more intermediate hidden layer,
and an output layer containing all the output nodes. For regular neural networks, the
most common layer type is the fully-connected layer (FC) in which neurons between two
adjacent layers are fully pairwise connected, but neurons within a single layer share no
connections. Notice that when n-layer neural networks are intended, the input layer is
not counted. Therefore, a single-layer neural network describes a network with no hidden
layers (input directly mapped to output). Unlike all layers in a neural network, the output
layer neurons most commonly have a unique activation function: the last output layer
is usually used to produce the class scores (e.g., in classification), which are arbitrary
real-valued numbers, or some kind of real-valued target (e.g., in regression).
One of the most important features of neural networks with at least one hidden layer is
that they are universal approximators. It has been shown (see Cybenko, 1989) that given
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any continuous function f(x) and an error ϵ > 0, there exists a Neural Network g(x)
with one hidden layer (with a reasonable choice of nonlinearity, e.g., sigmoid) such that
∀x, |f(x)−g(x)| < ϵ. In other words, the neural network can approximate any continuous
function. Increasing the size and number of layers in a neural network can increase the
capacity of the network; the space of representable functions grows since the neurons
can collaborate to express many different functions. Let’s focus on a feed-forward neural
network composed of a single hidden layer, like the one shown in Figure 3.3. The activation
functions of the J neurons of the intermediate layer apply a nonlinear transformation h

with weights W (1) =< w
(1)
11 , . . . , w

(1)
JI > and bias W

(1)
0 =< w01, . . . , w0J >, while the

neurons of the output layer apply a nonlinear transformation g1 with weights W (2) =<

w
(2)
11 , . . . , w

(2)
1J > and bias w

(2)
0 . Let w be the set of all the weights of the network. Given

an input whose components are xn =< x1, . . . , xI >, the output g1(xn|w) is:

g1(xn|w) = g(
J∑

j=1

w
(2)
1j · h(

I∑
i=1

w
(1)
ji xi + w

(1)
0j ) + w

(2)
0 ) (3.4)

Training a neural network means finding the optimal values of the weights in order to min-
imize some predefined loss functions. There exist many types of loss functions depending
on the specific task. Typically, one of the most used loss functions for regression tasks is
the Mean Squared Error (MSE), here indicated with notation E(w) and formulated for a
set of weights w as:

E(w) =
N∑

n=1

(tn − g1(xn|w))2

n
(3.5)

where (xn, tn) is a pair input, target. The goal is to find a set of weights w that minimizes
the loss function for all the pairs (xn, tn) of the training dataset. Notice that a neural net-
work is a nonlinear model and the loss can be a non-convex function: finding its minimum
is not trivial and the method used to find the right set of weights is called backpropagation.
The weights of the network are updated using stochastic gradient descent. For each of
them in the network, it is needed to subtract from the relative value the gradient of the
loss function multiplied by a parameter α called learning rate:

wk+1 = wk − α
∂E

∂w
|w=wk (3.6)

where wk is the value of the weight for the current iteration while wk+1 is the value of
the weight for the next iteration. The forward pass refers to the calculation and storage
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of intermediate variables (including outputs) for a neural network from the input to the
output layer: it’s traversing through all neurons from the first to last layer and a loss
function is calculated from the output values. And then backward pass refers to the
method of calculating the gradient of neural network parameters: the method traverses
the network in reverse order, from the output to the input layer, according to the chain
rule. Backward and forward pass makes together one iteration. During one iteration,
one usually passes a subset of the dataset, which is called minibatch or batch. An epoch
defines the training process of the neural network using the entire dataset in batches.

Convolutional Neural Networks

Despite the ability of feed-forward neural networks’ ability to approximate every con-
tinuous function with a single hidden layer, this type of architecture is not always the
best choice for given mapping. It has been established that some tasks are better suited
to Deep Neural Networks (DNN), i.e., feed-forward neural networks composed of multi-
ple hidden layers (Lecun et al., 1998). LeNet, the network proposed in the paper, is an
example of this (Figure 3.4).

Figure 3.4: LeNet architecture (Source: Lecun et al., 1998).

Deep Neural Networks are an excellent tool for image recognition, which can assign a
label that describes the input image. This task is typically achieved by a specific kind of
DNN, called Convolutional Neural Network. This model is mainly composed of different
kinds of layers (e.g., max pooling, fully-connected) but the main one is the convolutional
layers. Let’s first introduce the convolution operation to better understand how it works.
Convolution is a filtering operation that consists in applying to an image a filter - or kernel
- of size N applied to the pixel in position (r, c) of the image. Conceptually, by applying
the convolution operation, multiplication is performed between the value of the pixel of a
neighbourhood of the target position with the value of the filter. More specifically, let’s
consider an input image I of width W and height H, composed by only one channel (i.e.,
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it has a depth of 1). This can be represented as a 1 ×W ×H tensor. After applying to
it a filter w of size N , represented by a 1×N ×N tensor, the output of the convolution
O applied to position (r, c) is a linear combination of the image and the filter:

O(r + c) =

⌊N
2
⌋∑

x,y=−⌊N
2
⌋

w(x, y) · I(r + x, c+ y) (3.7)

In equation 3.7, x and y represent the indices of the filter kernel and are used to shift
the filter window over the image I in both the vertical and horizontal directions. By
applying the same kernel to every pixel of the input image, a filtered image is obtained.
The application of a filtering operation is shown in Figure 3.5.

Figure 3.5: Filter functionality example (Reynolds, 2019).

Since the convolution is a linear combination of its inputs, it is easily implementable in
a neuron that works as a convolutional filter. A network in which some of its neuron act
as a convolutional filter is called Convolutional Neural Network. The resulting output
volume after a convolutional layer is called feature map. Every filter is small spatially
(along width and height), but extends through the full depth of the input volume. For
example, a typical filter on a first layer of a Convolutional Neural Network might have
size 5 × 5 × 3 (i.e., 5 pixels width and height, and 3 because images have depth 3, the
colour channels). During the forward pass, each filter is convolved across the width and
height of the input volume and computes dot products between the entries of the filter
and the input at any position. As the filter is slid over the width and height of the input
volume, it will produce a 2-dimensional activation map that gives the responses of that
filter at every spatial position. Intuitively, the network will learn filters that are activated
when they see some type of visual features such as an edge of some orientation or a blotch
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of some colour on the first layer. Now, let’s consider an entire set of filters in each conv
layer (e.g., 12 filters), and each of them will produce a separate 2-dimensional activation
map. These activation maps will be stacked along the depth dimension and produce the
output volume. While each filter must have the same depth as the input image, the depth
of the output is dictated by the number of filters applied. While convolutional layers
greatly increased the depth of the volume and slightly decreased its spatial extension, the
pooling layers are used to reduce the spatial extension. The pooling layer operates inde-
pendently on every depth slice of the input and resizes it spatially, often using the max
operation: this class of layers is called maxpooling. Max pooling is a pooling operation
that calculates the maximum value for patches of a feature map and uses it to create a
downsampled (pooled) feature map. It is usually used after a convolutional layer. The
most common form is a pooling layer with filters of size 2×2 applied with a stride of 2: it
downsamples every depth slice in the input by 2 along both width and height (Figure 3.6).

Figure 3.6: Max pooling functionality example (Source: Stanford, 2022).

Apart from convolutional and pooling layers, also fully-connected layers that have full
connections to all activations in the previous layer are used in CNN, as seen in regular
neural networks. Placed at the end of the CNN, the FC layers are then in charge of the
generation of the output of a CNN. These layers receive as input the image manipulated
by the previous layers and produce a vector of N dimension where N corresponds to the
number of outputs. It is worth noting that the only difference between fully-connected
and convolutional layers is that the neurons in the convolutional layer are connected only
to a local region in the input and that many of the neurons in a convolutional volume
share parameters. The local region in the input refers to a fixed-size rectangular area of
the input tensor that is processed by a single filter. However, the neurons in both layers
compute dot products, so their functional form is identical. Therefore, it turns out that
it’s possible to convert between fully-connected and convolutional layers.
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After this brief introduction to neural networks and convolutional neural networks, we
can proceed through the implemented methodology.

3.3. GSV image acquisition

Each available GSV image can be requested in an HTTP URL form using the GSV Im-
age API along with the position of the GSV car and its moving direction. By defin-
ing URL parameters sent through a standard HTTP request using the GSV Image
API, users can get a static image in any direction and at any angle for any point
where GSV is available. An example of GSV static image request is shown at this
link: http://maps.googleapis.com/maps/api/streetview?size=640x640&location=

VialeBrenta35,Milano&fov=120&pitch=25. In this example url, the parameter "size"
specifies the output size of the requested GSV image (640×640 pixel), "location" provides
the geo-location of the GSV image (the GSV Image API will snap to the panorama pho-
tographed closest to this location), "pitch" specifies the up or down angle of the camera
relative to the street view vehicle, and "field of view (fov)" determines the horizontal field
view of the image. With this url, a GSV static image can be retrieved, as shown in Figure
3.7. Optionally, a parameter "heading" can be included in the url, which indicates the
compass heading of the camera (the heading values range from 0 to 360). If no header
is specified, a value will be calculated that directs the camera to the specified location
value, from where the closest photo is taken. Using the GSV Image API, a list of ad-
dresses is directly submitted and then the retrieved house images are stored locally. This
process avoids the potential accuracy problems introduced by geocoding procedure and
successfully obtains all the house images except invalid street addresses. As the images
are shot from streets, they usually contain the target house in the middle as well as parts
of adjacent buildings on two ends. The API parameters were tuned to obtain the exact
region of the target house. Considering the central field of vision for most people covers
an angle of between 50°and 60°(Yang et al., 2009), for the research, the fov and the pitch
were respectively set to 120 and 25; thus, images can cover almost all the horizontal and
vertical extensions of the building. In particular, the fov should be assigned appropriately
because a wide view will introduce neighbour buildings and a narrow view will only cap-
ture partials of the target building. Each retrieved building image is in 640× 640 pixels,
which is the largest size that GSV API provides.

http://maps.googleapis.com/maps/api/streetview?size=640x640&location=Viale Brenta 35,Milano&fov=120&pitch=25
http://maps.googleapis.com/maps/api/streetview?size=640x640&location=Viale Brenta 35,Milano&fov=120&pitch=25
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Figure 3.7: Example of a GSV static image.

3.4. GSV image selection: Places365-VGG16

After the image acquisition, a pretrained CNN was used to filter the GSV images; the
objective is to remove invalid images, such as the interior of buildings and those in which
facades had been obscured by large vehicles (e.g., buses) or greenery. Also, images that
were too dark or addresses not captured by GSV service were excluded. Figures 3.8a and
3.8b show examples of invalid images. The CNN used is called Places365-VGG16 and
it is a CNN pretrained on a subset of Place dataset, a quasi-exhaustive repository of 10
million scene photographs, labeled with 434 scene semantic categories, comprising about
98% of the type of places a human can encounter in the world (Zhou et al., 2017). The
rise of multi-million-item dataset initiatives has enabled data-hungry machine learning
algorithms to reach near-human semantic classification performance at tasks such as visual
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(a) Building hidden by greenery (b) Interior of a building

Figure 3.8: Examples of invalid GSV static images.

object and scene recognition. The strategy of Places is to provide an exhaustive list of the
categories of environments encountered in the world, bounded by spaces where a human
body would fit (e.g., closet, shower). The researchers define different subsets of Places
database as benchmarks: from the 434 categories (classes), they selected 365 categories
with more than 4000 images each to create Places365-Standard. It contains 1,803,460
training images with the number of images per class varying from 3,068 to 5,000. The
validation set has 50 images per class and the test set has 900 images per class. Given
the impressive performance of the deep Convolutional Neural Networks, particularly on
the ImageNet benchmark (Krizhevsky et al., 2012), the Places365 researchers choose
four popular CNN architectures, AlexNet (Krizhevsky et al., 2012), GoogLeNet (Szegedy
et al., 2014), Residual Network (ResNet) (He et al., 2015a) and VGG16 convolutional-layer
CNN (Simonyan and Zisserman, 2014), then train them on Places365-Standard and other
benchmarks respectively to create baseline CNN models. The trained CNNs are named
as PlacesSubset-CNN. As shown in Table 3.1, it is possible to see that Places365-VGG
and Places365-ResNet have similar top performances in the prediction of the label that
exactly matches the ground-truth label; for that reason, Places365-VGG16 is selected for
implementation in our pipeline process.
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Model
Test Set of Places365 Validation Set of Places365
Top-1 acc. Top-5 acc. Top-1 acc. Top-5 acc.

Place365-AlexNet CNN 53.17% 82.89% 53.31% 82.75%
Place365-GoogLeNet 53.63% 83.88% 53.59% 84.01%
Place365-VGG 55.24% 84.91% 55.19% 85.01%
Place365-ResNet 54.174% 85.08% 54.65% 85.07%

Table 3.1: Places365 CNNs performance (Source: Zhou et al., 2017).

Places365-VGG16 architecture description

Figure 3.9: VGG16 architecture (Simonyan and Zisserman, 2014).

Considering the original architecture (Figure 3.9), VGG16 takes input as a tensor of size
224x244 with 3 RGB channels. The most unique thing about VGG16 is that instead of
having a large number of hyper-parameters they focused on having convolution layers of
3x3 filter with stride 1 and always used the same padding and maxpool layer of 2x2 filter
of stride 2. The convolution and max pool layers are consistently arranged throughout
the whole architecture. At first, the network can be divided into two segments, a fully-
connected part and a convolutional one. Considering the original architecture, Conv-1
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Layer has 64 filters, Conv-2 has 128 filters, Conv-3 has 256 filters, Conv 4 and Conv 5 have
512 filters. Three fully-connected layers follow the stack of convolutional layers: the first
two have 4096 channels each, and the third contains 1000 neurons for classifying as many
classes contained in the ImageNet dataset. The final layer is the soft-max layer and the
predicted class is the one associated with the component of the highest value. Differently
from the shown architecture, Places365-VGG has as last layer a fully-connected layer
with 365 channels representing the 365 probabilities associated with each scene computed
for the input image. The total number of trainable parameters is 135,755,949. Generally
speaking, neural networks are initialized with random weights and after a series of training
epochs weights will converge to some values that can properly classify the input images.
In this specific case, those weights are already initialized to certain values that are already
good to classify a certain dataset (Places365). Thus, a dataset is not needed to train the
network since it is already efficient in detecting the target: the recognition of building
scenes.

Image selection criteria

The CNN was applied to the GSV raw images and the list of all detected scenes were
reported with the relative probability. In the preliminary data selection, two selec-
tion/exclusion criteria for detecting whether the image contains a building are introduced:

1. Building Class Detection: all the outdoor building labels (’apartment_building’,
’hotel/outdoor’, ’building_facade’, etc.) of the Places dataset were inserted in a
building list. After sorting the detected classes according to the probability given
the GSV image, if none from the top 5 most probable predicted classes belong to
the building list, the image is filtered out.

2. Probability: The probability of the image was set as the highest probability of the
detected class that is in the building class list. If the probability was less than a
threshold of 0.07, the image is filtered out.

As can be seen in Figure 3.10, the right side shows the top 5 predicted scene labels for
the image shown on the left. In that case, the GSV image is considered invalid since none
of the top 5 predicted labels belongs to the building label list. Conversely, Figure 3.11
shows a valid image: more than one of the top 5 predictions is in the building list label
exceeding the threshold probability.
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Figure 3.10: Example of Places365-VGG16 predictions on GSV invalid image.

Figure 3.11: Example of Places365-VGG16 predictions on GSV valid image.

3.5. CNN for building height estimation

Once extracted the valid building’s GSV images, the height associated with them was
considered as a target to train a new Convolutional Neural Network able to estimate such
feature. The relative heights were retrieved using a shapefile of the study area as explained
later in Chapter 4. In order to reach the best estimation, different kinds of architectures,
input preprocess functions, and training procedures were taken into consideration; here
all the methods used will be listed and the corresponding results will be shown in Chapter
5 (Results).
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3.5.1. GSV images preprocessing

The preprocess methods discussed in this section were applied both on the baseline model
and even on the pretrained architectures. The dataset contains about 4245 images. The
dataset was split into a training set of 2717 samples, a validation set of 679 samples and
a test set of 849 samples. The training dataset is composed of pairs of images and heights
used to fit the model. The validation dataset contains data used to provide an unbiased
evaluation of a model fit on the training dataset while helping the development of the
model. The evaluation becomes more biased as improvements on the validation dataset
are incorporated into the model configuration. It is used to increase the model perfor-
mance through the tuning of the model hyperparameters and callback function. Hence
the model occasionally sees this data and so the validation set affects a model, but only
indirectly. Consequently, evaluation of the actual performance of the model requires an
external dataset. The test dataset is used to provide an unbiased evaluation of a final
model. However, selecting the correct amount of training data for all of the features that
need to be trained is a difficult question. If the training set has low variability, the net-
work can overfit on the training data. More precisely, overfitting occurs when the model
is very good at approximating the function for inputs it has been trained on but does not
perform as well with inputs it has never seen before. Realistic images contain a variety of
sizes, poses, zoom, lighting, noise, etc. To make the network robust to these commonly
encountered factors, also the method of data augmentation is used in the project (Perez
and Wang, 2017a). As more parameters are added to a CNN, it requires more examples
to train the machine learning model. Deeper networks can have higher performance, but
the tradeoff should be considered between increased training data needs and increased
training time. For this reason, it is also convenient not to have to hunt for or create
more images suitable for an experiment. Data augmentation can reduce the cost and
effort of increasing the set of available training samples. Image data augmentation is now
a famous and common method used with CNNs and involves techniques such as flips,
rotation (at 90 degrees and finer angles), translation, scaling, noise addition, etc (Figure
3.12). These augmentations can be combined to make many variants of the original image
and randomly applied. By rotating input images to different angles, flipping images along
different axes, or translating/cropping the images, the network is exposed to different vari-
ations in the data and can learn to recognize the underlying patterns and features that are
relevant to the problem at hand, even when they appear in different forms or orientations.
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Figure 3.12: Left: training image. Right: Height shift, width shift, zoom, horizontal and
vertical flip randomly applied randomly to the training image.

As it will be introduced in the next sections, apart from a baseline model, well-known
architecture (VGG16, ResNet50, VGG16-Places365) will be exploited to estimate the
building height. Apart from the preprocess methods discussed, those CNN require specific
preprocess functions to work properly when applying transfer learning and fine-tuning.

3.5.2. Baseline model

The baseline model was intended to compare its performance against more complex mod-
els to understand which techniques could improve the results. As a baseline CNN, a
handcrafted Convolutional Neural Network architecture was designed for image regres-
sion tasks. The architecture consists of several convolutional layers, each followed by a
max pooling layer. The used convolutional layers contain in sequence 16, 32, 64, 128 and
256 filters, 3x3 kernel size, ReLU activation, and the same padding. The max pooling
layers following them have 2x2 pool size. The last convolutional layer is followed by a
flattening layer that converts the output into a 1-dimensional vector, which is then passed
through two fully connected layers with dropout (Srivastava et al., 2014) regularization,
and finally to an output layer with a single output unit and linear activation. The archi-
tecture is shown in Figure 3.13.
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Figure 3.13: Baseline CNN architecture.

3.5.3. Pretrained models: VGG16, ResNet50 and Places365-
VGG16

Apart from considering the baseline model, 3 pretrained models were evaluated to improve
the performances using two different training techniques: transfer learning and fine tuning.

Transfer learning

The need of a large amount of data is one of the biggest problems to allow the model to
understand long term and underlined patterns of data. Considering, as an approxima-
tion, that the complexity of the model should have an almost linear dependency on the
amount of available data, it is clear how in deep neural networks the lack of samples is an
inescapable problem. Moreover, the collection of organized and uniform data is, in most
of the cases, very difficult or expensive and, nevertheless, they usually need to be further
reviewed. To overcome the problem and enhance the performance transfer learning has
been used: this technique is leveraged to store the knowledge about a specific task in a
model that will be reused for another task, different but similar to the previous one (Bozi-
novski, 2020). The idea is based on the concept that the data are not independent and
identically distributed. That means that the data in the target domain may have some
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similarities with the data in the source domain and so the model in the target domain
does not necessarily need to be trained from scratch. The main advantage is that in this
way it is possible to perform tasks on small datasets by exploiting the inner dependence
between two similar dataset. The dataset used for transfer learning is ImageNet (Deng
et al., 2009) (large visual database designed for use in visual object recognition software
research): the starting layers of the models trained on that dataset could extract relevant
features useful for building height estimation. The idea was to use the architecture and
weight of these CNNs to simplify the training process and to see if the results would be
better than the baseline model. Therefore, some models already pretrained on ImageNet
were chosen: VGG16 (Simonyan and Zisserman, 2014) and ResNet50 (He et al., 2015a).
The original classification objective of the ImageNet CNNs was to classify images from
the ImageNet dataset into one of 1,000 object categories. In addition to ImageNet, the
Places dataset (Zhou et al., 2017) and its related model trained on it that has been used
for the GSV image classification (Places365-VGG16) is also used for transfer learning: the
CNN was used to recognize different scenes, including the characteristics of the buildings
framed, and it can certainly be influential in the new task of estimating building heights.
The workflow was to take these successfully pretrained CNNs, remove and design the new
final fully-connected layers to match the new problem, freeze the weights of the previous
layers and train the added layers in the new network using the training data. Since the
target is the height, the CNN problem is a regression one; in that case, the old final layers
used for the classification were removed for each CNN (ResNet50, VGG16, Places365-
VGG16) and the introduced final architecture is designed to have as output layer only
one neuron with a linear activation function to match the new regression task. The new
final layers introduced for all the pretrained CNN were designed differently for each model:
the details of the architectures will be explained in Chapter 5.

Fine tuning

While transfer learning refers to the practice of taking an existing pretrained CNN model
and applying it to a new, similar task, fine tuning refers to the process of retraining certain
layers of a pretrained CNN model on a new dataset. The main difference between transfer
learning and fine-tuning lies in the extent to which the pretrained model is modified. In
transfer learning, the pretrained model is used as a feature extractor, where the features
learned by the pretrained model are fed into a new classifier to make predictions on a new
dataset. Typically, the pretrained model is kept unchanged during this process, except
for possibly the final layer which is replaced with a new layer tailored to the new task.
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In contrast, fine tuning involves training not only the final layer but also some of the
earlier layers of the pretrained model on the new dataset: the depth of the retraining
procedure will be different with respect to each pretrained model. This is done to fine
tune the features learned by the pretrained model to better suit the new task. In general,
fine-tuning is more computationally expensive and requires a larger dataset than transfer
learning. It has been taken into consideration since transfer learning is a good option
when the new task is similar to the task the pretrained model was trained on (ImageNet
or Places), while fine-tuning can provide better performance in the case that the new
task (estimating building height) is more different from the original task. Therefore, the
results of VGG16, ResNet50 and Places365-VGG16 will be analyzed both using transfer
learning and fine tuning technique.

3.6. Machine learning model for water consumption

estimation

Once the height of the building is estimated, the area and socio-demographic information
associated with the neighbourhood where the building is located is normally publicly
available. The socio-demographic data can be divided into two categories: data on the
number of residents divided by age and gender and data regarding the size of families
occupying the residential buildings in the urban neighbourhood. As explained, water
consumption may be related to many potential factors (determinants) with nonlinear
relationships, mostly unknown. The goal is to discover, express, and understand this
nonlinearity using a machine learning model, while relying only on relevant input features.
The target of the model is to estimate the average daily water consumption of a residential
building (known via water meter reading data from utilities) using only public information
sources.

3.6.1. Models features definition

Before using all the features, a base model was created using only the area (m2) and height
(m) of the building. The goal is to have a basic model from which to increase performance
and understand how much building characteristics were influential in estimating water
consumption and how estimation changes when inserting socio-demographic information.
As can be seen in Figure 3.14, where DWC stands for daily water consumption, the
distribution of observations for the study area (Chapter 4) does not follow a clear specific
function with respect to height and area, estimating water consumption using only the
building characteristic is limited. There is a slight increase when the area or height has
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higher values, but the relationship seems not linear.
Unlike the base model, the final model will have height, area, and socio-demographic
information of the neighbourhood where the building is located as features. The target
variable will still be daily water consumption.

Figure 3.14: Left: daily water consumption distribution vs building height. Right: daily
water consumption distribution vs building area.

3.6.2. Data preprocessing

Before defining any ML model, the data was cleaned by removing outliers using 3 different
methods to evaluate their effects on the final algorithms. Only the one that leads to the
best result will be kept. An outlier is an observation that lies an abnormal distance from
other values in a set of random samples from a population.

Outliers detection

Isolation forest (Liu et al., 2008) is a tree-based unsupervised outlier detection algorithm.
In the case of multiple features, the algorithm randomly selects a feature and a split value
for each node in the tree, and then it splits the data based on this feature and value. The
splitting continues recursively until the data points are isolated or the tree reaches the
maximum allowed depth. When a new data point is evaluated, it is passed through the
tree and the path from the root to the final leaf node is recorded. The path length is
calculated as the number of edges traversed in the tree to reach the final leaf node. The
path length is expected to be shorter for normal data points and longer for outliers. The
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outliers are identified as those data points with a longer path length in the isolation trees
compared to most of the data points. The threshold for defining an outlier is based on
the average path length of the isolation trees. With multiple features, it builds multiple
random trees to isolate each data point and measures the average path length from the
root to the final leaf node. Outliers are identified as the data points with a longer average
path length.
The second method used is Local outlier factors (Breunig et al., 2000). It measures the
local deviation of the density of a given sample with respect to its neighbors. It is local
because that the anomaly score depends on how isolated the object is with respect to the
surrounding neighborhood. More precisely, locality is given by k-nearest neighbors, whose
distance is used to estimate the local density. By comparing the local density of a sample
to the local densities of its neighbors, one can identify samples that have a substantially
lower density than their neighbors. These are considered outliers. Figure 3.15 shows the
local outlier factor and isolation forest outlier detection methods on the baseline model
data. Both techniques have as input parameter the percentage of outliers in the dataset
called contamination ratio.

Figure 3.15: Left: outliers detected by isolation forest. Right: outliers detected by local
outliers factor.

The last method is the IQR method based on quantile. A quantile defines a particular
part of a dataset, i.e. a quantile determines how many values in a distribution are above
or below a certain limit. The lower quartile, or first quartile (Q1), is the value under
which 25% of data points are found when they are arranged in increasing order while the
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upper quartile, or third quartile (Q3), is the value under which 75% of data points are
distributed. The interquartile range (IQR) is the range between the 1st and 3rd quartile
and it is used to identify extreme values that are distant from the majority of the observa-
tions. The lower and upper bounds are identified as Q1−1.5× IQR and Q3+1.5× IQR.
Any observation that falls outside of these bounds is considered an outlier (Figure 3.16).

Figure 3.16: Outliers detected by IQR method.

All three methods will be applied separately, and the one that yields the best result will
be chosen.

Scaling methods

After deleting the outliers, different scaling techniques were evaluated to reach the best
performances and only the best one will be considered. Since input variables have differ-
ent units (e.g., m, m2, m3, etc.), in turn, it may mean the variables have different scales.
Differences in the scales across input variables may increase the difficulty of the problem
being modelled. An example is that large input values can result in a model that learns
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large weight values for a specific feature. A model with large weight values is often unsta-
ble, meaning that it may suffer from poor performance during learning and sensitivity to
input values resulting in higher generalization error. Also, algorithms that use distance
measures between examples or exemplars are affected, such as k-nearest neighbours. One
of the scaling methods used is MinMax scaler that transforms features by scaling each
feature to a certain range. So, it scales and translates each feature individually to be in
the given range on the training set, e.g. between zero and one. The transformation is
given by:

x′ =
x−min(x)

max(x)−min(x)
(3.8)

where min(x) and max(x) are, respectively the minimum and maximum value assumed
by the variable x.
On the other hand, the Robust Scaler removes the median (median(x)) and scales the
data according to the quantile range. That method is less affected by outliers:

x′ =
x−median(x)

x75% − x25%

(3.9)

X75% and X25% are respectively the first and third quartile.
Also, the Standard scaler was evaluated since it standardizes features by removing the
mean and scaling to unit variance: standardization does not get affected by outliers
because there is no predefined range of transformed features. In a mathematical form,
this is shown as:

x′ =
x− µ

σ
(3.10)

where µ is the mean and σ is the standard deviation.

µ =
1

N

N∑
i=1

(xi) (3.11)

σ =

√√√√ 1

N

N∑
i=1

(xi − µ)2 (3.12)

The three scaling methods were applied individually to the data, and only the best re-
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sulting method is considered.

3.6.3. ML models training

To have a more robust performance analysis of the models on the chosen metric and select
the best hyperparameters, nested cross-validation was used. Nested cross-validation (Fig-
ure 3.17) is a technique commonly used in machine learning to evaluate the performance
of a model and to select its hyperparameters (Cawley and Talbot, 2010). It involves per-
forming an outer loop of k-fold cross-validation to estimate the generalization performance
of the model, and an inner loop of k-fold cross-validation to tune the hyperparameters of
the model.

Figure 3.17: Nested cross-validation methodology (Source: DataAnalytics, 2020).

The outer loop of k-fold cross-validation is used to estimate the performance of the model
on new, unseen data. In this loop, the data is split into k-folds, with one fold being held
out as a test set and the remaining k− 1 folds being used as the training set. The model
is then trained on the training set and evaluated on the test set. This process is repeated
k times, with each fold serving as the test set exactly once. The average performance
over the k folds is then used as an estimate of the model’s performance on new, unseen
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data. The inner loop of k-fold cross-validation is used to tune the hyperparameters of the
model. In this loop, the training set is further split into k-folds, with one fold being held
out as a validation set and the remaining k − 1 folds being used as the training set. The
model is then trained on the training set and evaluated on the validation set. This process
is repeated k times, with each fold serving as the validation set exactly once. The hyper-
parameters that result in the best performance on the validation set are then selected.
The outer and inner loops of k-fold cross-validation are nested, meaning that the inner
loop is performed for each fold of the outer loop. This allows for a more reliable estimate
of the model’s performance and hyperparameters, as the performance and hyperparam-
eters are evaluated on different subsets of the data in each fold. Nested cross-validation
is a powerful technique for evaluating and tuning machine learning models, as it helps
to prevent overfitting and provides a more accurate estimate of the model’s performance.
The scaling methods seen before are applied to the training data inside the outer k-fold
cross-validation loop. This ensures that the preprocessing steps are applied to each fold
separately and prevents data leakage from one fold to another. Data leakage occurs when
information from the test set is used to preprocess the training data, which can result
in overly optimistic performance estimates. By performing the preprocessing steps inside
the outer cross-validation loop, the model is trained and tested on independent sets of
data, ensuring a more accurate estimate of its performance on new, unseen data. In addi-
tion, by applying the preprocessing steps separately to each fold, the model is more likely
to generalize well to new data, as it has been trained on a variety of different prepro-
cessed versions of the data. For searching the hyperparameter machine learning model,
GridSearchCV is used (Liashchynskyi and Liashchynskyi, 2019). It is a function that
performs an exhaustive search over a specified hyperparameter grid space for a given ma-
chine learning algorithm, used in the inner loop of the nested cross-validation to evaluate
the performance of the algorithm on the training set. Hyperparameters are parameters
of the model that are not learned from the data, but rather are set before the model
is trained. GridSearchCV takes as inputs a machine learning algorithm, a dictionary of
hyperparameters to be searched, and a cross-validation strategy. It then creates all possi-
ble combinations of hyperparameters from the input dictionary and trains and evaluates
the algorithm on each combination using the inner loop of the nested cross-validation. It
returns the best-performing model which will be evaluated by the outer loop. Therefore,
once performed nested cross-validation on the training set, the final best model is trained
on the entire training dataset and evaluated on the test set.
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3.6.4. ML regression algorithms

In this research, different machine learning regression methods were comparatively evalu-
ated for the purpose of solving the problem at hand. Specifically, the performances of five
algorithms were investigated, including linear regression, polynomial regression, KNN,
random forest, and XGBoost. Each of these methods was chosen based on its suitability
for the task and its potential to provide accurate predictions. Through this evaluation,
the objective is to determine which method would be the most effective for predicting the
average daily water consumption using firstly only area and height of the building and,
second, also with consideration of socio-demographic features.

Linear Regression

Linear Regression is a statistical method used to model the relationship between a de-
pendent variable y and one or more independent variables x = (1, x1, . . . , xM−1). The
relationship is assumed to be linear, meaning that the change in y is proportional to the
change in x. The goal of linear regression is to find the line of best fit that describes the
relationship between y and x. The line of best fit is a straight line that minimizes the
sum of the squared errors between the observed values of y and the predicted values of y
based on x. The formula for a simple linear regression is:

y(x,w) = w0 +
M−1∑
j=1

wjxj (3.13)

where y is the dependent variable, xj are the independent variables, w0 is the y-intercept,
wk are the slopes of the line. The values of w0 and wk can be estimated using different
methods such as ordinary least squares, which minimizes the sum of the squared errors.

Polynomial Linear Regression

To introduce nonlinearities in the target estimation, Polynomial Linear Regression is con-
sidered as a possible method. It is a type of linear regression that models the relationship
between the dependent variable and one or more independent variables as an nth-degree
polynomial ϕ(x) = (1, ϕ1(x), . . . , ϕM−1(x)). The key difference between polynomial linear
regression and simple linear regression is that the former allows for nonlinear relationships
between the variables, while the latter assumes a linear relationship. This allows for more
complex relationships between the variables and can lead to a better fit to the data. The
formula for polynomial linear regression is:
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y(x,w) = w0 +
M−1∑
j=1

wjϕj(x) (3.14)

The polynomial function could assume every kind of shape (e.g., ϕj(x) = xj).

K-Nearest Neighbors

As non-parametric mehod, K-Nearest Neighbors (KNN) has been chosen for regression.
It makes predictions based on the k closest data points in the training set. The distance
metric used to determine the closest neighbours can be any metric, the chosen for the
thesis is the Euclidean one. The KNN regressor predicts the target value of a new data
point by computing the average of the target values of its k nearest neighbours. The
predicted value is then assigned to the new data point. The formula for KNN regression
is as follows:

y =
1

K

K∑
i=1

yi (3.15)

where y is the predicted target value for the new data point, k is the number of neigh-
bours, and yi is the target value of the i-th neighbour.

Random Forest

Random Forest (Breiman, 2001) is an ensemble learning algorithm that works by con-
structing a multitude of decision trees at training time and outputting the class that is the
mode of the classes (classification) or mean prediction (regression) of the individual trees.
Ensemble learning is a machine learning technique that involves combining multiple mod-
els to improve the accuracy and robustness of the predictions. Ensemble algorithms work
by creating a set of base models, also known as weak learners, and then combining their
predictions in a way that reduces the errors or uncertainties associated with individual
predictions. A decision tree is a hierarchical structure that consists of nodes connected
in a tree-like manner. Each node performs a test on an attribute, which results in a split
into two or more branches leading to additional nodes. This process is repeated for each
node until no further splits are possible or the desired depth is reached. The output is
contained in the final nodes, known as leaves or leaf nodes. The split is determined using
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various criteria, such as the reduction of variance method, which is commonly used in
the regression. This technique identifies the optimal split value by dividing the training
set samples in a way that minimizes the average variance of each set. In addition, a de-
cision tree must select the most appropriate attribute for splitting a specific node, which
is determined similarly to split criteria using reduction of variance between the optimal
split of each attribute. Each tree of the Random Forest is grown using a different subset
of the training data (bagging ; Breiman, 1996)), and a different set of features is used for
splitting at each node of the tree. In regression, the final prediction is the average of the
individual tree predictions.

Extreme Gradient Boosting

While random forest’s final prediction is made by averaging the predictions of all the trees
in the forest, XGBoost (Chen and Guestrin, 2016) is a gradient boosting algorithm that
builds a sequence of decision trees, where each subsequent tree tries to correct the errors of
the previous tree. Gradient boosting (Friedman, 2001) is a powerful and popular machine
learning technique used for both regression and classification problems. It belongs to
the ensemble learning family of methods, which combines multiple individual models to
improve overall prediction accuracy. In gradient boosting, a sequence of weak learners is
built sequentially, where each subsequent model aims to correct the errors of the previous
model. The key idea behind gradient boosting is to optimize a loss function by iteratively
adding weak models to the ensemble. The loss function measures the discrepancy between
the predicted and actual values of the target variable. In each iteration, the algorithm
fits a weak model to the residual errors of the previous model. The residual errors are the
differences between the predicted values and the actual values of the target variable. The
aim is to compute a model to predict a target value yi that minimizes a loss function, for
instance, the MSE:

MSE(y, ŷ) =
1

N

N∑
n=1

(yi − ŷi)
2 (3.16)

It is possible to adjust ŷi to try to reduce the error using the gradient:

ŷi = ŷi + α∇MSE(y, ŷ) (3.17)

The gradient for the MSE is proportional to (yi− ŷi). Thus, each learner is estimating the
gradient of the loss. Larger α means larger steps, smaller α smaller steps and smoothing
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effect. XGBoost predicts the target value of a new data point based on an ensemble of
decision trees. Each decision tree is trained on a subset of the training data, and the final
prediction is the weighted sum of the predictions of each individual tree. The weights of
the individual trees are determined through the boosting procedure.

3.6.5. Target discretization: ML classification algorithms

Apart from considering the water consumption estimation as a regression problem, the
target was also discretized identifying three levels of building water usage as "low",
"medium", or "high" water use. Discretization of a continuous variable refers to the
process of dividing a continuous variable into a finite number of categories, in that the
three labels are identified depending on how much water is consumed in the building
involved. The daily water consumption is divided into three bins based on percentiles,
which are points in the data below which a certain percentage of the observations fall. The
boundaries of the three intervals are based on the 33rd and 67th percentiles, where the
first bin contains values below the 33rd percentile (low), the second bin contains values
between the 33rd and 67th percentiles (medium), and the third bin contains values above
the 67th percentile (high).
Since the problem shifts from a regression to a classification one, the algorithms used are
slightly different while the preprocessing methods (scaling and outlier detection) and the
training procedure (nested cross-validation) are still applied in the same way. The ML
techniques already explained previously and kept for testing in classification mode are
only the KNN, Decision Tree and Random Forest. The bagging classifier was combined
with the KNN and Decision Tree as base models to increase the performances: a bagging
classifier is an ensemble meta-estimator that fits base classifiers each on random subsets
of the original dataset and then aggregates their individual predictions (either by voting
or by averaging) to form a final prediction. Other classifier methods are introduced for a
more comprehensive comparative analysis and are described in the following paragraphs.

Logistic regression

Logistic regression is a binary classification algorithm that models the probability of a
binary outcome variable as a function of one or more predictor variables. However, it can
also be extended to handle multiclass classification problems using one of several tech-
niques, such as the One-vs-Rest (OvR) or the Multinomial logistic regression. In OvR, a
separate binary logistic regression model is trained for each class, with the samples of that
class as the positive class and all other samples as the negative class. The predicted prob-
abilities from each model are then combined to make the final prediction. In Multinomial
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logistic regression, a single model is trained to simultaneously predict the probabilities
of all classes using the softmax function, which converts the output of the model into a
set of probabilities that sum to one. The formula for the Multinomial logistic regression
model is as follows:

P (Y = j | x) =
exp(βT

j x)∑K
k=1 exp(β

T
k x)

where Y is the multiclass outcome variable with K classes, x is the vector of predictor
variables, βj is the vector of coefficients for class j, and exp(βT

j x) is the likelihood of
observing class j given the predictor variables. The softmax function is used to ensure
that the predicted probabilities sum to one, and the maximum likelihood estimation
method is used to estimate the coefficients of the model. The final prediction for a new
observation is the class with the highest predicted probability.

Gaussian Naive Bayes

Gaussian Naive Bayes is a type of Naive Bayes (Zhang, 2004) algorithm that is used for
multiclass classification problems where the features are continuous and follow a Gaussian
(normal) distribution. The formula for Gaussian Naive Bayes is as follows: For a given
class Ck, the prior probability is calculated as:

P (Ck) =
nk

n

where nk is the number of samples belonging to class Ck, and n is the total number of
samples. The likelihood of observing a set of features x = (x1, x2, ..., xn) given the class
Ck is modeled as a Gaussian distribution:

P (x | Ck) =
n∏

i=1

P (xi | Ck) =
n∏

i=1

1√
2πσ2

k,i

exp

(
−(xi − µk,i)

2

2σ2
k,i

)

where µk,i is the mean of feature i for class Ck, σk,i is the standard deviation of feature i

for class Ck. The posterior probability of class Ck given the features x can be calculated
using Bayes’ theorem:

P (Ck | x) =
P (x | Ck)P (Ck)∑K
j=1 P (x | Cj)P (Cj)
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where K is the total number of classes. The predicted class for a given set of features x

is the class with the highest posterior probability.

Extremely randomized tree

Extremely Randomized Trees (Extra Trees) (Geurts et al., 2006) is a type of ensemble
learning algorithm that can be used for multiclass classification problems. It is similar
to Random Forests, but with some key differences in how it constructs decision trees.
To construct an Extra Trees model, a set of decision trees using a random subset of the
features and a random subset of the samples from the training set is defined. For each
decision tree, the data are split at each node using a random threshold for each feature,
rather than finding the best split based on information gain or Gini impurity. The
predicted class for a given observation is then determined by aggregating the predictions
of all decision trees. For multiclass classification, the most common approach is to use a
one-vs-all strategy. The predicted class for a given observation is then the class that has
the highest probability score among all binary classifiers. The probability score for each
class is calculated as follows:

P (y = c | x) =
∑B

i=1 I(yi = c)wi∑B
i=1 wi

where y is the class label, x is the feature vector of the observation, B is the number of
decision trees in the model, yi is the predicted class label of the i-th decision tree, wi is
the weight of the i-th decision tree, and I(yi = c) is an indicator function that returns 1 if
yi = c and 0 otherwise. The weight of each decision tree is determined by its accuracy on
a validation set, with better-performing trees being assigned higher weights. This allows
the model to give more weight to decision trees that are more accurate on the validation
set and to discard decision trees that perform poorly.

AdaBoost

AdaBoost (Schapire, 1999) is an ensemble learning algorithm that can be used for multi-
class classification by combining the predictions of multiple weak classifiers. The type of
weak classifier used in AdaBoost is decision trees. In the case of multiclass classification
with decision trees, the AdaBoost algorithm trains a sequence of decision trees, where
each tree focuses on distinguishing one class from the others. During each iteration, the
algorithm assigns weights to each sample, with the weights of the misclassified samples
increasing and the weights of the correctly classified samples decreasing. The algorithm
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then trains the next decision tree on the reweighted samples and combines the predictions
of all the decision trees using a weighted voting scheme.
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4| Data and experimental settings

This chapter provides a description of the study area and related data, followed by prelimi-
nary data analysis to gain insights into the variables analysed, and experimental settings.
In this research, data from mainly 3 sources are used: (i) time series water consump-
tion dataset for more than 1500 buildings in the city of Milan (Italy), (ii) a shapefile
containing information on building location and features, and (iii) open datasets of socio-
demographic features at district level. The water consumption time series are used as
targets for the ML models, while the shapefile is used to extract the buildings height
used as target for the CNN and the area that will be considered as a direct input with
the socio-demographic features to the final model. The time series water consumption is
data shared confidentially by the water utility while the shapefile and socio-demographic
features are open and constitute all needed for the model input.
At the end of the chapter, algorithm training, hyperparameter tuning, and performance
metrics of the different models will be described.

4.1. Study Area

Milan is the chosen study area for this thesis, with a focus on water consumption. As
the second most populous city in Italy, Milan presents a unique set of challenges and
opportunities in understanding water usage patterns and developing effective strategies for
sustainable water management. The city’s population of over 1.3 million people, combined
with its role as a hub for industry, commerce, and tourism, makes it a significant consumer
of water resources. According to Milan Government Plan of the Territory (PGT : Piano
di Governo del Territorio), the urban area in Milan is divided into 88 NILs (Figure 4.1).
NIL stands for "Nuclei di Identificazione Locale" which translates to "Local Identification
Nuclei". NILs in Milan are administrative subdivisions that are used for a variety of
purposes such as census data collection, urban planning, and public services. Each NIL is
identified by a unique code that consists of a letter and four digits, and covers a specific
geographic area within the city. The use of NILs allows for more targeted analysis and
management of urban resources and services based on local needs and characteristics.
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Figure 4.1: NILs distribution of the Milan city area (Source: Riva and Lucchini, 2014).

4.2. Water consumption time series

The water consumption data are provided by MM Spa. MM Spa is a company created
by the City of Milan in 1955 to design and build the first underground lines. Since that
time, it has participated in the realisation and management of major infrastructure in the
city. The water consumption time series used in this study starts on 01-01-2019 and end
on 08-03-2020 and are collected from a specific PDR (Punto di Riconsegna). The PDR
is a numerical code, consisting of a minimum of 5 up to a maximum of 21 digits, which
uniquely identifies the location of individual water use. The displayed value represents
the water consumption of a building associated to the PDR in a single day. For each
building and corresponding PDR, there are an associated address and civic number, a
flag indicating whether the structure is residential or not, the NIL code and NIL name
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where the structure is located and finally its latitude and longitude. The reference system
used for latitude and longitude definition is WGS84. Figure 4.2 illustrates two example
time series associated with two different PDRs. WC on the y-axis stands for water
consumption and it is measured in m3. Data preprocessing is needed to fill in missing
values during certain periods of the year as can be noticed in Figure 4.2.

Figure 4.2: Examples of two water consumption time series associated to two different
PDRs. Values are sampled every day from 01-01-2019 through 08-03-2020.

4.2.1. Data preprocessing

Before calculating the average daily water usage, a preprocessing phase was necessary to
manage missing and noisy values. Since many time series had missing values during the
month of January, all series will start on 30-01-2019. To fill in the best way possible the
missing value, it is important to underline that water consumption time series usually
reveal a type of annual and weekly periodicity, which makes the time series not station-
ary (Stańczyk et al., 2022). Specifically, residential water usage exhibits a clear weekly
seasonality, with lower consumption on weekdays and higher consumption on weekends
(Ghiassi et al., 2005). This pattern is likely due to differences in daily routines and activ-
ities between weekdays and weekends. For example, people tend to be at home more on
weekends, and may engage in activities that require more water, such as doing laundry or
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watering plants. Studies have shown that the magnitude of the weekly seasonality varies
depending on factors such as climate, socio-demographic characteristics, and the type of
water use (Gato et al., 2007, Ghiassi et al., 2005). Understanding the weekly variation of
residential water usage can be useful for water utilities and policy makers in developing
strategies to manage water demand and ensure sustainable water use. For this reason, the
calculation of missing values is performed considering the day of the week for which the
water consumption value is missing: for example, if the water usage value for Thursday
is missing for a certain PDR, it is imputed by considering the average water consumption
over the previous 5 weeks on the same day of the week. In case there are not enough values
available in the previous weeks, the missing values calculation will involve the following
weeks.

Figure 4.3: Example of two water consumption (WC) time series before and after missing
value filling preprocess.

Furthermore, all time series are reported with a value of 0 on the first day of the year
2020; it is an outlier compared to the normal data distribution and for this reason, it has
been considered as a missing value and recalculated as previously explained. Figure 4.3
represents an example of the final time series that will be used in the methodology: the
average daily water consumption was extracted from them.
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4.2.2. Preliminary data exploration

To visualize and gain preliminary insights from data, Time series decomposition was
the first step applied in an exploratory data analysis. It consists in considering a series
as a combination of trend, seasonality, and noise components. Time series data can
exhibit a variety of patterns, and it is often helpful to split a time series into several
components, each representing an underlying pattern category. There are three types of
time series patterns: trend, seasonality and residuals. Trend, as its name suggests, is the
overall direction of the data. Seasonality is a periodic component. And the residual is
what’s left over when the trend and seasonality have been removed. Residuals are random
fluctuations and can be considered as a noise component.

Figure 4.4: Season, trend and residual of water consumption (WC) time series.

There are two major ways to divide the components: the first way simply decomposes
time series as the sum of the three components while the second way decomposes time
series data as a multiplication of all three components. During the analysis the first tech-
nique was used, an example is shown in Figure 4.4. Considering the trend of different
time series, the most common feature is the minimum water consumption in mid-August.
Families tend to go on vacation during this period and leave their homes. In addition,
there was an increase in consumption in July, justified by the increase in temperatures.
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The periodic pattern found lasts for 7 days, confirming what was said previously. Decom-
position provides useful and interesting information about water consumption changes
and periodicity over the year and weekdays.

4.3. Building characteristics

A shapefile is a popular geospatial vector data format for storing and sharing geographical
data. It is a digital vector format for storing geometric location and associated attribute
information. A shapefile usually contains information about geographical features such as
points, lines, and polygons, which are represented by vector data, along with their associ-
ated attributes. It is a commonly used format for sharing geographical data with others,
as it can be easily read and edited by many geographic information systems (GIS) soft-
ware. A city shapefile contains geographic information on the boundaries and features
of a particular city, typically represented as a collection of interconnected points, lines
and polygons. The data in a city shapefile can be used to create detailed maps, perform
spatial analyses, and support a wide range of urban planning and environmental appli-
cations. In the official Milan geoportal website (GeoportaleMilano, 2012) it is possible
to find, as public data, shapefiles related to streets, buildings, waterways, greenery, and
other features that make up the urban landscape of a city, providing valuable information
for researchers studying various aspects of city life and infrastructure. Geographic data
that describes the natural and human-made aspects of a location is structured into three
main categories: into layers, themes, and classes. The reference structure is made up of
the class, which defines the representation of a specific type of territorial objects: the
properties, the structure of the data, the rules of acquisition, structuring and relationship
with the other items. Layers and themes do not represent a classification but are rather
intended to collect classes into subsets that are morphologically or functionally homoge-
neous, whose homogeneity in the data structure is exploited to simplify the description
or specification of the classes that belong to it. More information could be retrieved in
the official document specifications (RegioneLombardia, 2022). Since the objective is to
extract information about the Milan residential building, the layer involved is the "Immo-
bili e antropizzazioni" ("Real estate and human-made alterations"), the theme is named
"Edificato" ("Built") and the class is "Unità Volumetrica" ("Volumetric Unit"). The
volumetric unit is the elementary volume referred to a building. The term indicates a
constructed body whose top is made up of either a real flat surface, such as a flat roof,
or an ideal flat surface that defines what can be considered the volume of the built body
to calculate its volume, albeit approximated. The height of this flat surface, whether real
or ideal, is called the "eaves level" of the volumetric unit. Once defined the layer, class
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and theme, the shapefile is extracted. The spatial reference system of the shapefile is
ROMA40. A visual representation is shown in Figure 4.5.

Figure 4.5: Milan building shapefile.

The two features of interest retrieved from the Milan building shapefile are the building
polygon and its related height. The polygon has a two-dimensional shape defined by a
set of vertices (points with specific longitude and latitude) that are connected by straight
line segments to form a closed shape. Polygons are used to represent the volumetric units,
thus the building footprint in the study area. The height will be used as a target for the
CNN whose objective is to estimate the building height.
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4.3.1. Mapping addresses coordinates into building shapefile

Figure 4.6: Red points represent the addresses associated with the water time series
available in the dataset. The blue polygons describe the Milan building footprints.

Shapely is a Python package for working with vector geometries: it includes functions
for creating geometries, as well as functions for applying geometric operations on geome-
tries, such as calculating the centroid of a polygon. Once each polygon is expressed as
a Shapely object the area (m2) is calculated. The aim is to map the building addresses
in the water consumption dataset into the shapefile in order to associate the area of the
building that will be used as a feature in the ML model with its corresponding daily water
usage. Therefore, the addresses associated with each PDR account were converted from
the WGS48 system to ROMA40. The point distribution of building addresses is shown in
Figure 4.6. In addition to the addresses in the water consumption dataset, other random
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addresses were considered for the CNN training that estimates the building heights. In
the official Milan geoportal, there is a dataset indicating all the addresses of residential
buildings with their respective latitude and longitude position. By extracting their GSV
image and projecting the point into the shapefile to extract the height, a dataset contain-
ing the image and target was created, which will be used by the Convolutional Neural
Network.
Despite the high quantity of information used, some issues and limitations were encoun-
tered during the data acquisition process. Unfortunately, the geo-location (latitude and
longitude position) of addresses in the dataset sometimes is not precise and therefore
there are some points that do not belong to any volume in the shapefile (see, for example,
Figure 4.7). They were simply associated with the nearest building in the shapefile.

Figure 4.7: Example of collected addresses that are not associated to any building in the
shapefile.

There are also special cases where the point is equally distant from two buildings. In
this case, that specific address is excluded from the analysis. In addition, as already
explained in the shapefile features, a single building is composed of multiple volumetric
units. These are used to define the different architectural sections of the building: this
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means that for a single building, there are multiple heights associated with the different
volumes that compose it. The methodology consisted in analyzing the volume heights of
individual buildings in addition to the volume containing the point: the average, variance
and highest value of the volumes height for a single building are considered. The goal is to
use these characteristics to exclude buildings that may have incorrect heights. Buildings
with a maximum height of less than 3 meters and having a too large variance due to the
large number of volumes with different heights are excluded.
The same type of problem in a more severe way occurs for the area. If an address point
falls in a building volume that is only a small portion of its larger area, it will be associated
to an incorrect surface value and so turns out to be an outlier.

(a) Mapped water consumption address point in Mi-
lan building shapefile

(b) GSV image

Figure 4.8: Occurring errors in shapefile.

Additionally, a single building in the shapefile can be composed of multiple civic address
numbers. The time series on water use are defined at the level of a single civic number,
so there is the risk to associate an area that involves multiple numbers to the water
consumption of a single one. A summary of the limitations encountered using the shapefile
as a source of information is presented in Figure 4.8. Figure 4.8a shows the shapefile of
the building captured by the GSV image 4.8b. Let’s consider the longitude and latitude
position of the address that is plotted in the shapefile as a point. As can be seen, the
point belongs to a volume having a terrace on the first floor: extracting the height and
area using that information will be wrong. In addition that single volume would involve
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multiple civic addresses while the analysis is interested in calculating the area of a single
one. The issues described are certainly influential in the final machine learning model for
calculating daily water consumption. A possible future development and improvement
could be to also consider other types of public sources for more accurate data that could
lead to a better final result.

4.4. Socio-demographic information

The geoportal of the Milan municipality contains various information on the socio-demographic
characteristics of its inhabitants. The goal is to include useful features for the ML model.
Due to privacy concerns, the surveys are at the NIL level. The data include information
on the resident population and the type of family. For each NIL, both the number of
residents and the size of the neighborhood are indicated. Using this information, it is
possible to calculate the population density in that area of the city. Population density
has been found to be an important factor in estimating water consumption in urban ar-
eas. High population density is associated with increased water demand due to higher
household occupancy rates, smaller dwelling sizes, and greater use of communal water
facilities (e.g., apartment buildings). In contrast, low population density is associated
with increased per capita water use due to larger lot sizes, greater outdoor water use,
and increased use of private swimming pools (Shuster et al., 2005). Overall, population
density is an important factor to consider when estimating water consumption in urban
areas. However, the exact relationship between population density and water use may
vary depending on local factors such as climate, culture, and infrastructure. Therefore,
it is important to carefully evaluate the specific context in which population density is
being used as a predictor of water consumption. Apart from the population density, the
population composition, i.e., the numbers of males, females, minors and people over 65
years old are public for each NIL and used in the final models developed in this thesis.
In addition, data on the number of families and their members number is involved in the
ML model. The general family composition can be an important factor for estimating
residential water consumption. Based on the number of people composing them, the fam-
ilies are divided into three categories: (i) single families composed of only 1 person, (ii)
multi families composed of 2-4 people, and (iii) large families with more than 4 people.
For each NIL, the number of these three kinds of family was used as socio-demographic
features for the model.
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4.5. Algorithms training

In this section, it will be presented the training setup of the different models used in
the methodology (Chapter 3): the CNN for building height estimation and the final ML
model for the water consumption prediction (regression and classification).

4.5.1. CNN for height estimation: training setup

To obtain a more accurate estimate of the height in meters of buildings giving the relative
GSV image, several CNN models were considered. Despite the different architectures and
related layers, the training procedure and some parameters used were the same to make
the comparison as reliable as possible while others are unique depending on the specific
architecture. The two types of CNN involved are: the baseline CNN and the pretrained
CNN that include VGG16 and ResNet50 pretrained on ImageNet and Places365-VGG16
pretrained on Places365. The main common element in the training procedure of these
models are listed here:

• Initially, the dataset composed of 4245 GSV images was split into training set (80%)
and (20%) test set. In turn, the training set was split using its 20% of samples for
the validation set, resulting in a final number of 2717 data instances used for training
and 679 for validation. 849 instances make up the test set. The batch size used
during the training process was 32.

• The size chosen for the input image to all the CNNs is 224× 224. For some of the
networks, the images were rescaled, which is a common preprocessing step in deep
learning. This is because image data is usually represented as pixel values ranging
from 0 to 255, where 0 represents black and 255 represents white. Rescaling im-
ages to a specific range by dividing each pixel value by a certain quantity helps to
normalize the data and ensure that all features have a similar scale. This is impor-
tant because it can improve the training process and prevent the model from being
overly sensitive to a specific range of pixel values in the input images. Additionally,
scaling the input data can also help to prevent issues with vanishing or exploding
gradients, which can occur during backpropagation and make the training process
more difficult (Bengio et al., 1994).

• The optimization algorithm used for all the CNNs is called Adam (Kingma and
Ba, 2014): a popular optimization algorithm used in deep learning, particularly in
neural networks. It stands for Adaptive Moment Estimation and is a combination
of two other optimization methods, Adagrad (Duchi et al., 2011) and RMSprop.
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Adam optimizer updates the model’s weights iteratively based on the gradients of
the loss function with respect to the weights. It keeps track of the first and second
moments of the gradient and adjusts the learning rate accordingly for each weight.
This allows the learning rate to adapt to the gradient and to update the model
parameters in a way that is proportional to their significance.

• During the training process, the callback functions were involved: those functions
are called at specific points during the training process to perform a specific action.
In deep learning, training a neural network can take a lot of time and resources,
especially when working with large datasets or complex models. Callback functions
provide a way to monitor the progress of the training and take actions accordingly.
To prevent overfitting, all the models were trained using the Early stopping call-
back function: it stops the training process before the model starts to overfit. It
takes several arguments, including the monitored metric, the number of epochs to
wait before stopping, and whether to restore the weights of the best epoch. During
training, the callback function monitors the MAE on the validation dataset. If the
metric does not improve for a specific number of epochs, the training process is
stopped early. Apart from early stopping also ReduceLROnPlateau was introduced
to dynamically adjust the learning rate of the optimizer. The purpose of this func-
tion is to improve the accuracy of the model and speed up the training process by
reducing the learning rate of the optimizer when the loss on the validation set has
stopped improving.

• During the training of a CNN, the learning rate is a hyperparameter that determines
the size of the steps taken by the optimizer when updating the model’s weights. If
the learning rate is too high, the optimizer may overshoot the optimal values, leading
to slow convergence or even divergence. Conversely, if the learning rate is too low,
the optimizer may take too long to converge or get stuck in a suboptimal solution.
The learning rate chosen for all the CNNs is equal to 1e−3. It will be modified only
for one specific architecture.

• Regarding the weight initialization, two common initializers are used: He initial-
ization and Glorot (or Xavier) initialization. He initialization (He et al., 2015b)
is specifically designed for the rectified linear unit (ReLU ) activation functions; it
sets the initial weights of each layer using a Gaussian distribution with mean 0 and
variance 2/n, where n is the number of input units in the weight tensor. Glorot (or
Xavier) initialization (Glorot and Bengio, 2010) is designed to work well with a vari-
ety of activation functions, including sigmoid, tanh, and ReLU. Glorot initialization
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sets the initial weights of each layer using a Gaussian distribution with mean 0 and
variance 2/(n_in + n_out), where n_in and n_out are the numbers of input and
output units in the weight tensor, respectively.

Baseline model: augmented training and hyperparameter tuning

As an initial model, an arbitrary architecture with arbitrary parameters was considered
and trained using GSV images resized to 224× 224 and normalized in the range [0, 1]. As
previously explained in the methodology (Chapter 3), in addition to considering simple
rescaled images as input, also augmentation was applied to the training dataset. Image
augmentation is useful for training CNNs for several reasons (Perez and Wang, 2017b) but
the most important are the increase of the number of data and robustness improvement.
Image augmentation allows for the creation of new training examples from existing ones.
This is especially useful when the size of the available training dataset is small. By gener-
ating new images with different variations, the CNN is exposed to more diverse examples,
which can help to improve its ability to generalize to new, unseen images. That lead also
to an improve the robustness of a CNN to variations in the input data. By exposing the
network to augmented images that simulate common variations, such as rotation, scaling,
and translation, the network learns to recognize the same object or pattern under differ-
ent conditions. This helps to improve the generalization ability of the CNN, making it
more robust to variations in the real-world images. However, inappropriate augmentation
techniques could not help to improve the performance of the model. For example, if the
images in the dataset have a specific orientation or aspect ratio, then applying random
rotations or scaling may not be helpful. For this reason, all techniques that could have
obscured or modified the facade of the building too much were not considered. The vari-
ations implemented are the height and width shift, rotations, vertical and horizontal flip,
shear variations with a nearest fill mode that determines how the pixels in an image are
filled when the image is transformed and the size of the image changes.
When building a deep learning model, the choice of its architecture, i.e., the number of
layers, the size of the layers, the type of activation functions, etc., is crucial for its per-
formance. Selecting the best architecture can be challenging, and it is often necessary to
try several architectures and hyperparameters before finding the optimal one. Since the
baseline architecture was designed manually and arbitrarily, it was better to find a way to
tune at least the most important parameters that compose the structure. KerasTuner has
been leveraged to increase the performance. It is an open-source hyperparameter tuning
library for Keras that automates the process of hyperparameter tuning and architecture
search by searching over a defined search space of hyperparameters using several search
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strategies, such as random search, Bayesian optimization, or hyperband. This approach
makes it easier and more efficient to find the optimal architecture for the model, with-
out the need for arbitrary guessing. It works by creating a set of candidate models with
different hyperparameter values and training them on a small subset of the data. The
performance of each model is then evaluated using a chosen metric. Based on the results,
KerasTuner decides which hyperparameters to explore further in the search space. The
process is repeated until the optimal set of hyperparameters is found. One of the main
advantages of using that method is that it allows you to explore a wider range of architec-
tures and, at the same time, saves a lot of time and computational resources. Tuning the
hyperparameters manually can be a time-consuming process, and it may require training
hundreds or even thousands of models. The hyperparameters chosen to be tuned include
the number of filters for the 5 convolutional layers and the number of units in the two final
dense layers. The searching strategy for hyperparameter tuning chosen was hyperband
(Li et al., 2016) which is designed to be more efficient than traditional methods such as
random search or grid search. Hyperband is a sequential optimization algorithm that
uses a technique called successive halving to quickly identify promising hyperparameter
configurations. The algorithm works by first training a set of candidate models on a small
subset of the data for a short period of time. After each round of training, half of the
worst-performing candidate models are eliminated, while the best-performing models are
trained again on a larger subset of the data for a longer period of time. This process is
repeated until only one candidate model remains. Even though KerasTuner is a powerful
tool for hyperparameter tuning, it can be difficult to use if the research space is too wide.
This is because the number of possible hyperparameter combinations grows exponentially
as the number of variables to tune is increased. As a result, the search space becomes
very large, which can make it difficult and time-consuming to find the best set: it requires
a large number of computational resources and time to explore the search space thor-
oughly. This can become impractical, especially for deep learning models that are already
computationally intensive. To avoid these issues, it is important to carefully select the
hyperparameters to tune and limit their number. It is also important to properly set the
range of values for each hyperparameter to search over, as well as the number of trials
to perform. These settings can significantly affect the performance of the model and the
time required for tuning.

VGG16: transfer learning and fine tuning

VGG16 is trained using both transfer learning and fine tuning techinques. The images
are preprocessed using specific function that performs the following changing steps on the
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input images: it will convert the input images from RGB to BGR and then, then will zero-
center each color channel with respect to the ImageNet dataset (which was used to pretrain
the VGG16 model) by subtracting the RGB mean values (i.e., [103.939, 116.779, 123.68])
from the pixel values of each image channel. The purpose of this preprocessing function
is to make the input images compatible with the format of the ImageNet dataset used to
train the VGG16 model, which helps to improve the performance of the model on new
data. It is important to apply this preprocessing function to any new images that are
being fed into the VGG16 model for inference.
The transfer learning process involves removing the last few layers of the pretrained model
and replacing them with new layers that are specific to the new task. The idea is that
the earlier layers of the pretrained model have learned general features that are useful for
many image classification tasks, while the later layers have learned task-specific features
that may not be as useful for the new task. So the weights of the earlier layers of the
pretrained model are kept fixed and only the weights of the newly added layers are updated
during training. The last fully connected original VGG16 layer, which is typically used
for classification, is removed and new layers are added. The architecture is structured
in this way: the VGG16 model is first loaded with the specified input shape (224× 224)
and its layers are set to non-trainable. Then, the model is extended by adding a global
average pooling layer (Lin et al., 2013) to reduce the spatial dimensions, followed by two
fully connected (Dense) layers with 384 and 256 neurons respectively. Each Dense layer
is followed by a BatchNormalization layer (Ioffe and Szegedy, 2015), an Activation layer
with ReLU activation function, and a Dropout layer (Srivastava et al., 2014). Finally, a
Dense layer with a single neuron and linear activation function is added as the output
layer.
On the other hand, fine tuning, involves taking a pretrained CNN and training all of
its layers, in addition to the new ones introduced, on a new dataset. In the training
procedure, only the first 4 layers of the VGG16 architecture that involves the first two
convolutional layers were frozen: they were able to extract interesting features for the
ImageNet dataset, so it would be better to do not modify their weights. All the other
layers were considered trainable during the procedure.

Resnet50: transfer learning and fine tuning

What has been said for VGG16 also applies to ResNet50. The architecture is based on
a series of convolutional and pooling layers, with the addition of residual connections
between some of the layers. In addition, the architecture also includes skip connections
that bypass some of the convolutional layers, allowing the network to learn features at
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different scales. Even in this case, there exists a preprocess function to apply to the input
images that performs the following operations on the input image: subtracts the mean
pixel value of the ImageNet dataset from each pixel and finally reverses the order of the
color channels from RGB to BGR. These preprocessing steps are important because they
ensure that the ResNet50 model receives input data that is consistent with how it was
originally trained on the ImageNet dataset. This helps to maximize the accuracy of the
predictions made by the model on new images.
The initial layers of the pretrained ResNet50 model are used as a feature extractor to
extract high-level features from the input images. The last layer of the ResNet50 model
is removed, and a global average pooling layer is added to reduce the spatial dimensions of
the output features. After the global average pooling layer, there is a Dense layer with 512
neurons, followed by BatchNormalization, ReLU activation, and Dropout regularization.
Finally, there is an output dense layer with a single neuron and a linear activation function
to predict the building height.
Differently from the VGG16, all the ResNet50 pretrained layers were unfrozen. The weight
of the whole ResNet50 trained on ImageNet is exploited as a starting point for training
on a new objective. Differently from the previous models, the learning rate was modified
from 1e−3 to 1e−4. This is because the pretrained weights have already learned useful
features, and the objective is to adjust the new weights slowly to avoid overwriting the
pretrained features.

Place365-VGG16: transfer learning and fine tuning

Places365-VGG16 is a CNN model that has been pretrained on the Places365 large-scale
dataset containing multiple scene categories.
Using different pretrained models on new data apart from ImageNet could be an im-
provement since the Places365-VGG16 could have learned different features from the
scene images. For instance, multiple scenes recognized concern the identification of the
captured building (church, office, museum, etc.) and the features extracted to perform the
task could be similar to the ones useful for the building height estimation. The pretrained
model is first loaded with the specified input shape (224 × 224) and then the output is
extended using a global average pooling layer. Two fully connected (Dense) layers with
128 and 654 neurons respectively followed by a BatchNormalization layer, an Activation
layer with tanh and ReLU activation function, and a Dropout layer precedes the final
layer: a single neuron and linear activation function.
As well as the transfer learning training, no preprocess function was applied to the GSV
images in input during the fine tuning training. The first 10 layers of the Places365-
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VGG16 model were not set as trainable while the others layer were considered modifiable.

4.5.2. Water consumption estimation: regression training setup

Initially, a baseline machine learning model will be established, incorporating only the
building’s height and area as features. Subsequently, the model will be further improved by
incorporating socio-demographic features combined with area and height to achieve a more
accurate estimation of the daily water consumption value. Both the final and baseline
model are trained using the same procedure explained in the next lines. The dataset
consists of 1699 samples, 80% of which will be used as the training set and the remaining
portion as the test set. The training set will be further divided into different inner and
outer folds to apply the nested cross-validation method discussed in chapter 3. Before
starting the model training, outliers are identified using three different methods: local
outlier factor (Breunig et al., 2000), isolation forest (Liu et al., 2008), and interquartile
range. All three methods will be used separately, and the one that yields the best result
will be chosen. The same type of analysis was performed on the scaling methods. Standard
scaler, robust scaler, and minmax were applied individually to the data, and only the best
one will be taken into consideration. The nested cross-validation with GridSearchCV
method will return the best parameters for the algorithm used on the dataset. For the
linear regression, the parameter chosen to be tuned is the fit intercept : it determines
whether or not to include an intercept term in the model. The intercept is the value at
which the regression line crosses the axis when all the independent variables are zero. The
same information is inferred for the polynomial regression algorithm. In addition, for that
algorithm the degree is a fundamental parameter: specifically, it determines the number
of features that are created from the original input features and how flexible the model
will be in capturing the relationship between the input features and the target variable. A
higher degree polynomial will generally be able to fit the training data more closely, but
it may also overfit the data and perform poorly on new data. On the other hand, a lower
degree polynomial may not fit the training data as closely, but it may generalize better to
new data. Regarding the KNN, the best number of neighbors was extracted: it represents
the number of neighboring data points to consider when making a prediction for a new
data point. In KNN, the predicted class or value for a new data point is determined by
the majority class or the average value of its k-nearest neighbors in the training dataset.
For both Random Forest and XGBoost, there are two parameters in common: one is the
number of estimators that specifies the number of decision trees to be included in the
forest. Each decision tree in the forest is constructed independently of the others, using
a random subset of the training data and a random subset of the features. The final
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prediction of the random forest is obtained by averaging the predictions of all the trees
in the forest determined by the tuned value. The other parameter is the max depth of
the constructed tree: it controls the maximum depth of each decision tree in the forest.
The depth of a decision tree refers to the number of splits required to classify a sample.
Increasing the value of the depth allows the tree to capture more complex relationships in
the data, but also increases the risk of overfitting. In the XGBoost algorithm, also the best
learning rate was estimated. Obviously, apart from the ones previously listed, there exists
also other parameters to tune for the algorithm involved. Nonetheless, when there are
many hyperparameters, the number of combinations to be evaluated grows exponentially,
which quickly leads to a combinatorial explosion in the number of models fits that need
to be computed. This can make the process of searching for the optimal hyperparameters
infeasible or take an unreasonable amount of time. For that reason, only the most relevant
ones were chosen.
The tuned parameters will be given in input for the ultimate models retrained from scratch
on the entire training set and then evaluated on the test set.

4.5.3. Water consumption estimation: classification training setup

The target of the regression, i.e. the DWC, was discretized into three intervals representing
low, intermediate or high water consumption for that particular building: the division of
the classes took place via percentiles as explained in the methodology chapter 3. The 33rd
percentile which defines the upper limit for the "low" water consumption set assumes
a value of 4.19 m3 while the 66th percentile that is the lower bound for the "high"
water usage set is equal to 10.46 m3. The water usage within those two limits identifies
residential buildings belonging to the "medium" set.
Nested cross validation was used to find the best parameters for each algorithm: for
DecisionTree-based algorithms such as Random Forest, Extremely Randomized Tree and
AdaBoost the main parameters are the number of estimators and the maximum depth
of the tree. For the KNN it is the number of neighbors to consider for the classification
while for the Gaussian Naive Bayes there is a small constant value to tune and add to the
variance of a Gaussian distribution in order to prevent division by zero errors and improve
the accuracy of a Gaussian Naive Bayes classifier. For the Logistic regressor the type of
penalization is inferred: it is a technique used to avoid overfitting the model by adding
a penalty term to the likelihood function. The two most common forms of penalization
used in logistic regression are Lasso (Tibshirani, 1996) and Ridge (Hoerl and Kennard,
2000).
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4.6. Performance metrics

During the methodology evaluation, different metrics were considered, specific for each
defined model.
Loss and metric were the same for all the CNNs. Loss refers to the measure of how well
the CNN model performs in predicting the output for a given input. It represents the
difference between the predicted output and the true output, also known as the ground
truth. The goal of CNN training is to minimize the loss, i.e., to make the predicted output
as close as possible to the true output. There are several types of loss functions that can
be used in CNN training, since the outcome is an integer variable, the loss used for all the
CNNs is the Mean Squared Error (MSE). Metrics, on the other hand, are used to evaluate
the performance of the CNN model during and after training. Unlike loss, which is used
to optimize the model, metrics are used to measure how well the model is performing.
The metric used is the Mean Absolute Error (MAE):

MAE(y, ŷ) =
1

N

N∑
i=1

|yi − ŷi| (4.1)

where y represents the real target and ŷ the estimation. During CNN training, both loss
and metrics are calculated at each iteration, and the optimizer adjusts the weights and
biases of the model to minimize the loss. The goal is to achieve a model with low loss
and high performance on the chosen metric.
For evaluating the regression machine learning algorithms, R-squared (R2) and MAE were
calculated. R2, or the coefficient of determination, is a statistical metric that represents
the proportion of variation in the dependent variable that is explained by the independent
variables in a regression model. The formula for R2 is:

R2 = 1− RSS

TSS
(4.2)

RSS =
N∑
i=1

(yi − ŷi)
2 (4.3)

TSS =
N∑
i=1

(yi − y)2 (4.4)

where the residual sum of squares (RSS) represents the squared difference the sum of
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the differences between the predicted ŷ and actual values y of the dependent variable.
The total sum of squares (TSS) calculates the sum of the squared differences between the
actual values and the mean value of the dependent variable. An R2 value of 1 indicates a
perfect fit, while a value of 0 indicates that the model does not explain any of the variations
in the dependent variable. An R2 value between 0 and 1 indicates the proportion of the
variation in the dependent variable that can be explained by the independent variables in
the model.
The metrics used to evaluate the performance of the classification models in this thesis are
accuracy, precision, recall, and F1 score. Accuracy measures the overall correctness of the
model’s predictions, while precision measures the proportion of true positives among all
instances that are classified as positive. Recall measures the proportion of true positives
that are correctly identified by the model, while the F1 score is the harmonic mean of
precision and recall, providing a balanced measure of both metrics. These metrics are
calculated using the following formulas:

Accuracy =
TP + TN

TP + TN + FP + FN
(4.5)

Precision =
TP

TP + FP
(4.6)

Recall =
TP

TP + FN
(4.7)

F1 = 2 ∗ Precision ∗Recall

Precision+Recall
(4.8)

where TP is the number of true positives, TN is the number of true negatives, FP is the
number of false positives, and FN is the number of false negatives. These metrics will be
used to compare and select the best performing classification model in the experiments
conducted in this thesis.
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In this chapter, the results obtained by running the CNNs architecture designed and
the final ML models for water consumption estimation are reported and discussed. The
analysis of the results will be useful to evaluate the performance of the methods and define
possible improvements.
In summary, first, the corresponding GSV image is requested and fed as input to the
Place365-VGG16 CNN to classify it as valid or invalid depending on whether it correctly
represents the structure. The performance of this CNN will not be analyzed as it is
already a fully pre-trained model with assigned weights. The relevant performance can
be found in the corresponding paper (Zhou et al., 2017).
Second, once the valid GSV images are filtered, the building height is estimated from them
using different CNNs architectures whose performances will be analyzed in this chapter.
Third, the results of the final ML models will be discussed.
In addition, the performance of the classifiers will also be discussed to evaluate how
accurately the models are able to estimate the level of consumption of a building between
low, medium and high.

5.1. CNNs performance for building height estima-

tion

5.1.1. Baseline CNN performances

Standard training

Figure 5.1 represents the training and validation loss and metric. As can be seen, the
training loss decreases as the model learns to fit the training data better. However, the
validation loss, after an initial descending phase, starts to increase at a certain point even
if the training loss continues to decrease. At that point, the early stopping interrupts the
training process when the validation loss starts to increase, instead of continuing until the
training loss reaches zero. The MAE and MSE (Table 5.1) achieved will be useful as a
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baseline performance to improve in the successive steps.

Figure 5.1: Baseline CNN training and validation loss and metric.

Standard training performances

MAE [m] MSE [m2]

Validation Set 4.01 27.81

Test Set 4.14 29.63

Table 5.1: MSE and MAE reached by the baseline CNN on validation and test set.

Augmented training

Interestingly, the MSE achieved through augmentation is lower in both test (28.66) and
validation set (27.52 m) with respect to the standard training (29.63 m and 27.81 m)
while the MAE is higher (Table 5.2). Due to augmentation, the model took longer to
converge during training since it needs to learn to recognize and generalize across the
augmented images. Figure 5.2 shows that the best result was achieved around the 90th
epoch differently from the standard training in which the training stops already at the 10th
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one. The method is computationally demanding and it slightly increases the performance:
the training process could be harmed simply because an invalid input is provided to the
network. It’s not so rare that flips or other image augmentations might prevent the
model from understanding some common patterns: finding the best set of augmentation
parameters could be a future improvement to apply.

Augmented training performances

MAE [m] MSE [m2]

Validation set 4.03 27.52

Test set 4.19 28.66

Table 5.2: MSE and MAE reached by the standard CNN on validation and test set using
augmentation.

Figure 5.2: Baseline CNN augmented training and validation loss and metric.
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Hyperparameter Tuning

Looking at the Table 5.3 and Figure 5.3, the MAE has slightly decreased on the test set
compared to the augmented and standard training, demonstrating the effectiveness of the
method. Given a complex model with many hyperparameters, effective hyperparameter
tuning may drastically improve performance: in this case, the baseline architecture is quite
simple and the number of parameters tuned is limited due to the computational resource
requested. If a wider hyperparameter search space could be defined, the performance
could be better.

Figure 5.3: Tuned baseline CNN training and validation loss and metric.

Training with tuned hyperparameters performances

MAE [m] MSE [m2]

Validation set 4.08 27.19

Test set 4.09 28.84

Table 5.3: MSE and MAE reached by the tuned baseline CNN on validation and test set.
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5.1.2. VGG16 performances

Transfer learning

Looking at the result in Table 5.4 and Figure 5.4, transfer learning on VGG16 is not
performing as well as expected. The MAE (4.25 m) and MSE (31.51 m) were even higher
than the standard trained baseline model. This approach works well when the pretrained
model has learned relevant features that can be applied to the new dataset. This is one
of the reasons why fine-tuning was introduced: unfreezing also the original layers could
improve the performance and adapt the architecture to the new task, estimating the
height of the building giving the GSV image.

Transfer learning VGG16 performances

MAE [m] MSE [m2]

Validation set 4.17 28.76

Test set 4.25 31.51

Table 5.4: MSE and MAE reached by VGG16 on validation and test set.

Figure 5.4: VGG16 transfer learning training and validation loss and metric.



74 5| Results

Fine tuning

The performance of fine-tuned VGG16 (Table 5.5) are better than the transfer learning,
but still not superior compared to the base model. Looking at the Figures 5.5 and 5.4,
since more layers are being trained, fine-tuning took longer to converge than transfer
learning.

Figure 5.5: VGG16 fine tuning training and validation loss and metric.

Fine tuning VGG16 performances

MAE [m] MSE [m2]

Validation set 4.11 28.02

Test set 4.18 30.49

Table 5.5: MSE and MAE reached by fine-tuned VGG16 on validation and test set.

5.1.3. ResNet50 performances

Comparing the VGG16 and Resnet50 architectures and relative performances (Table 5.4),
the transfer learning technique seems more effective to VGG16 model. Interestingly,
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looking at the Figures 5.4 and 5.6 the training convergence is slower in the VGG16 due
the higher number of trainable parameters considered.

Transfer learning

Figure 5.6: ResNet50 transfer learning training and validation loss and metric.

Transfer learning ResNet50 performances

MAE [m] MSE [m2]

Validation set 4.14 28.34

Test set 4.31 29.87

Table 5.6: MSE and MAE reached by ResNet50 on validation and test set.

Fine tuning

Table 5.7 shows that the fine tuned ResNet50 reached best performances so far both in
validation and test set exceeding the baseline model results with tuned hyperparameters.
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The ImageNet and ResNet50 architecture result being effective for the height estimation
task.

Figure 5.7: ResNet50 fine tuning training and validation loss and metric.

Fine tuning ResNet50 performances

MAE [m] MSE [m2]

Validation set 3.87 25.70

Test set 4.05 27.70

Table 5.7: MSE and MAE reached by fine-tuned ResNet50 on validation and test set.

5.1.4. Place365-VGG16 performances

Transfer learning

The results described in Table 5.8 and the linear loss decrease in Figure 5.9 show a
significant relationship between the pretrained model Places365-VGG16 and the newly
assigned task regarding the building height estimation particularly in the validation set
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but the test set performances are lower than the ResNet50 and VGG16 architecture
trained on ImageNet.

Transfer learning Places365-VGG16 performances

MAE [m] MSE [m2]

Validation set 4.00 27.58

Test set 4.21 30.90

Table 5.8: MSE and MAE reached by Places365-VGG16 on validation and test set.

Figure 5.8: Places365-VGG16 transfer learning training and validation loss and metric.

Fine tuning

The fine-tuning results (Table 5.9) did not increase as much as it was expected, also
considering the strict relationship that exists between the Places365 dataset about the
exterior building and height estimation task and also the good transfer learning perfor-
mances showed (Table 5.8). Different final layers were introduced in the architecture to
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shift the original task, a future improvement could be to find the best hyperparameter
through KerasTuner.

Fine tuning Places365-VGG16 performances

MAE [m] MSE [m2]

Validation set 4.15 28.44

Test set 4.20 30.74

Table 5.9: MSE and MAE reached by fine tuned Places365-VGG16 on validation and test
set.

Figure 5.9: Places365-VGG16 fine tuning training and validation loss and metric.

5.1.5. Overall results

Table 5.10 shows the best results for each type of architecture. Regarding the baseline
model, the best performance on the test set was achieved by training with the parameters
selected by KerasTuner. The VGG16 architecture performed better using transfer learning
technique and thus utilizing the weights learned from ImageNet as a basis for a new
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training for the new task of predicting building heights. However, the result was not
sufficient to outperform the simpler baseline model with tuned hyperparameters on the
test set: it achieved a MAE of 4.09 m while the VGG16 achieved 4.18 m. ResNet50, on
the other hand, achieved the best results on both the test (4.05 m) and validation set
(27.70 m) through a retraining of all its layers, which brought the greatest benefits. The
final pretrained Places365-VGG16 did not reach the same performances as the other CNN
architectures, demonstrating that the ImageNet dataset was more related than Places365
to the final objective.
The CNNs estimations are slightly imprecise for two main reasons: despite the fact that
invalid images were filtered out by the CNN Places365-VGG16, there are many GSV
images that capture multiple buildings of different heights, or they are quite zoomed in
and cannot capture the entire height of the building. Surely this can be a limitation in the
final calculation of the target. In addition, as already mentioned in the chapter on data
4, the heights of the buildings extracted from the shapefile are not always accurate since
a single building is composed of different volumes with different heights, and extracting
the correct one is not trivial.

Overall CNN performances on validation and test set

Model
Test Set Validation Set

MAE [m] MSE [m2] MAE [m] MSE [m2]
Baseline CNN 4.09 28.84 4.08 27.19
VGG16 4.18 30.49 4.11 28.02
ResNet50 4.05 27.70 3.87 25.70
Places365-VGG16 4.20 30.74 4.15 28.44

Table 5.10: CNNs performances.

Overall, regardless of the architecture, results are always very similar and consistent,
suggesting that all models are able to provide fairly good estimations. The mean MAE
value on the test set is about 4m and so an uncertainty a little bit higher than 1 floor.
Figure 5.10 shows two GSV images fed in input to the ResNet50 architecture. All the
GSV images are passed through a specific preprocess function before being fed into the
ResNet50 CNN. That function will convert the input images from RGB to BGR, then will
zero-center each colour channel with respect to the ImageNet dataset, without scaling.
For that reason the image color is different from the original one.
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Figure 5.10: ResNet50 buildings height prediction on GSV images. On the left of the
image title, it is reported the height estimated by the RseNet50 model while on the right
it is showed the true height.

5.2. ML performances for daily water consumption

estimation

5.2.1. Baseline model performances

Name Type/Unit

feature Height m

feature Area m2

target DWC m3

Table 5.11: Baseline model features and target.

The baseline ML model has only two features, i.e., building height (m) and area (m2),
while the target variable is the daily water consumption (DWC) (m3) (Table 5.11). The
performances shown in Table 5.12 suggest that polynomial regression achieves the best
performance. Yet, all baseline models do not provide very accurate estimations of DWC
in regression mode. We can explain this as due to the following reasons: first of all, trying
to predict the water consumption of a building considering only its physical characteristics
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might be limited. Water usage is closely related to human behavior and for this reason,
it is complex to calculate it even knowing the smallest details.

Baseline models performances on test set

Model
Test Set

MAE [m3] R2
Linear Regression 5.08 0.32
Polynomial Regression 4.90 0.38
KNN 4.78 0.34
Random Forest 5.09 0.29
XGBoost 4.70 0.32

Table 5.12: Baseline models performances.

Additionally, it is also important to consider the margins of errors shown in Chapter 4
related to the building dimensions due to the shapefile. The height and area dimensions
of the buildings are not always correct, and in addition, the number of samples is limited
to 1699. There is thus an error propagation effect when such inaccurate inputs are passed
on to the DWC estimation phase. The KNN reached the minimum MAE on the test set.

5.2.2. Final model regression performances

Apart from considering the building shape information about area and height, the final
ML models are built considering also socio-demographic features at NIL level in the input
set. Specifically, it is possible to retrieve the NIL each building belongs to and then
associate the relative information. The number of families composed of 1, 2-4 or more
than 5 members were considered as features as well as the different numbers of male,
female, minors and elderly people for each single NIL (Table 5.13).
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Name Type/Unit

feature Height m

feature Area m2

feature Single families units

feature Multi families units

feature Large families units

feature Females units

feature Males units

feature Minors units

feature 65+ units

feature Population density (people/km2)

target DWC m3

Table 5.13: Final model features and target.

Looking at Table 5.14, the introduction of new features improves the overall performance
of the models, with decision tree-based algorithms being the ones that benefited the most.
On the other hand, KNN did not improve due to the curse of dimensionality: it refers to
the phenomenon where the performance of the K-nearest neighbours (KNN) algorithm
deteriorates rapidly as the number of features or dimensions in the data increases. As
the number of features increases, the data becomes more sparse and the distance between
data points becomes less meaningful. This means that the KNN algorithm will have diffi-
culty finding meaningful clusters of points and identifying nearest neighbours. XGBoost
achieved the best performance on the test set. The improvement due to the new fea-
tures is not so crucial, but it demonstrates that by integrating demographic and social
information, a better result can be achieved and so it assesses that kind of information is
influential in water consumption estimation. The best scaling method reveals to be the
Minmax one for all the algorithms apart from the Random Forest that shows superior
performances applying the Standard Scaler. Regarding the outlier methods used, Local
Outlier Factor and IQR lead to the best results for both the baseline models and final
models.
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Final models performances on test and validation set

Model
Test Set

MAE [m3] R2
Linear Regression 4.66 0.28
Polynomial Regression 4.70 0.25
KNN 4.68 0.27
Random Forest 4.49 0.39
XGBoost 4.19 0.38

Table 5.14: Final models performances.

Figure 5.11 shows the feature importance analysis performed on the ML algorithms based
on tree structure: Random Forest and XBGoost. Feature importance refers to a technique
that calculates the importance of each feature for a given model. A higher score means
that the specific feature will have a larger effect on the model that is being used to predict
a certain variable, in this case, water consumption.

Figure 5.11: Features importance for the Random Forest and XGBoost algorithms.

Interestingly, the two algorithms exploit the feature’s predictive power differently: Ran-



84 5| Results

dom Forest evaluates as most significant the feature related to the building dimension
while the socio-demographic ones are considered almost ineffective for the final estima-
tion apart from the population density. On the other hand, XGBoost algorithm seems
to balance the relevance of each feature even if there is still a certain difference between
the height and area from the other ones. It should be noticed that the importance co-
efficient of building characteristics is small and it is not so far from the values of the
socio-demographic factors differently from the Random Forest case. Thus, considering
that the socio-demographic information is collected at NIL level and so there is a loss
of information due to the lower resolution, these can be considered relevant in the final
estimation, especially for the XGBoost algorithm.

5.2.3. Classification: training parameters and metrics

The features considered in input for the classification task are the same as the final
regression model, so both the socio-demographic and the building dimension ones.

5.2.4. Final model classification performances

Figure 5.12 shows the accuracy calculated on the test set. Based on the results, the
Bagging(Tree) algorithm achieved the highest accuracy on the test set, followed closely
by KNN and Bagging(KNN). Random Forest also achieved decent performance, but the
Extremely Randomized Trees and Ada Boost algorithms did not perform equally well.
The models with the highest precision are Bagging(Tree), Bagging(KNN), KNN and Lo-
gistic Regressor (Figure 5.13), while the models with the highest recall are Bagging(Tree),
KNN, and Bagging(KNN) (Figure 5.14). However, we should note that the values of these
metrics vary depending on the specific class distribution and the threshold used to make
predictions. Therefore, it is important to consider both precision and recall values to-
gether when evaluating the performance of a classification model, which is typically done
using the F1 score. In Figure 5.15, the Bagging(Tree) model has the highest F1 score of
0.651, followed closely by Bagging(KNN) and KNN with F1 scores of 0.647 and 0.639,
respectively.
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Figure 5.12: Comparison of models accuracy.

Figure 5.13: Comparison of models precision.
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Figure 5.14: Comparison of models recall.

Figure 5.15: Comparison of models F1.

However, it is important to note that the differences between the top models in terms of
precision, recall, and F1 are relatively small, so the choice of the model may depend on
other factors such as interpretability, computational efficiency, or ease of implementation.
Although the model is not accurate in predicting the exact continuous value of daily water
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consumption, there is a consequent improvement in identifying residential buildings in a
certain category depending on their water usage. During the discretization process, nearby
values are merged into a common bin, losing a little bit of information and resolution.
Thus, the classification algorithms can easily model the data distribution: this is the
main reason that justifies a decent classification accuracy and a barely-sufficient regression
performance.

5.3. Water consumption approximate formula: a com-

parison

In order to see if the effort spent in developing and implementing deep learning and ML
techniques was justified in terms of improved accuracy, the performances of the previ-
ously described models are compared to the most basic water consumption estimation
formula based on approximation regarding the area, number of stories, population per
square meter and water consumption per capita per day. ISTAT (Italian National Insti-
tute of Statistics) is the main statistical institute in Italy. It is responsible for collecting,
processing, and disseminating official statistics on the Italian economy, society, and en-
vironment. The most recent data on water consumption in Italy published by Istat is
for the year 2020, which shows that the average daily water consumption per capita in
Italy was 236 litres (ISTAT, 2022). However, as already explained, this is just an average
and the actual water consumption can vary depending on a range of factors, including
the region, the time of year, and the type of building but an approximative comparative
formula is enough. The basic formula is expressed as a multiplication of several factors:

b_dwc = per_capita_dwc ∗ b_area ∗ b_stories ∗NIL_pop_density (5.1)

The final outcome of the formula (b_dwc) represents the building daily water consump-
tion expressed in litre per day. b_area and b_stories are the dimensional features of the
building expressed respectively in m2 and unit. per_capita_dwc is the daily water usage
per single person estimate by ISTAT while NIL_pop_density determines the number of
people per square meters for each single NIL. Since the building daily water consumption
estimated by the ML models is expressed in m3, the formula outcome is converted from
litres to the target unit measure by dividing it by 1000.
With all the information at our disposal, the calculation of the average water consump-
tion was applied to the entire dataset of 1699 samples. Obviously, since it is a simple
formula, it does not require a training procedure but is simply applied to each row of the
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dataframe. The estimated final quantity variable was eventually discretized into three
fundamental classes according to the limits previously discussed. The purpose of this is
to use the approximate formula as a classification depending on the level of water usage
and to compare it to the actual labels already calculated when defining the classification
problem. To make the comparison between the approximate formula and the best classi-
fication algorithm discovered (bagging with Decision Tree) more reliable, the portion of
the dataset used as the test set in the algorithm training will be used for evaluation. It
contains 337 samples.
The results show (Table 5.15) that the bagging tree model has higher accuracy, precision,
recall, and F1 score compared to the approximate model. This indicates that the machine
learning approach is providing better results than the approximate approach. The differ-
ence in accuracy between the two models is quite significant as can be seen looking at
Image 5.16 and 5.17. Similarly, the difference in precision is 0.135, recall is 0.157, and F1
score is 0.213. These differences are meaningful and suggest that the bagging tree model
is able to provide more accurate and precise predictions than the approximate model.
These results justify the effort spent in researching a machine learning solution combined
with deep learning techniques. Machine learning algorithms are able to capture complex
relationships between the predictors and the outcome variable, and thus provide more ac-
curate and precise predictions compared to approximate solutions. Furthermore, machine
learning algorithms are able to learn from new data and adapt to changing circumstances,
making them more versatile and useful in real-world applications. This is especially im-
portant in rapidly changing environments or fields where traditional approaches may not
be able to keep up with the pace of change. While the results of the ML model are su-
perior to the approximate model, there is still room for improvement as will be explained
in the next chapter.

Bagging (Tree) Approximate
formula

Accuracy 0.641 0.484
Precision 0.644 0.509
Recall 0.641 0.484
F1 0.642 0.429

Table 5.15: Comparison between best ML classifier developed and approximate formula.
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Figure 5.16: Bagging Tree confusion matrix.

Figure 5.17: Approximate formula confusion matrix.
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6| Conclusion and future research

This thesis contributed a data-driven machine learning framework to predicting water
consumption using publicly available data. Results show that it is possible to build a
model that predicts water consumption based on a range of features, including build-
ing characteristics and socio-demographic information, which are retrieved from public
databases. Given an address, three types of information were extracted, for each build-
ing: its Google Street View (GSV) image, its area, and socio-demographic features of the
Nucleo d’identità Locale (NIL) where it is placed. Based on the above information, our
machine learning framework than performs three steps. First, the GSV image is filtered
and deemed as valid using the Place365-VGG16 architecture, a Convolutional Neural
Network (CNN) pretrained on a subset of Place dataset, a repository of 10 million scene
photographs, labeled with 434 scene semantic categories. Second, the image is fed in as
input to different deep learning CNNs to estimate the relative height. State of art tech-
niques were exploited to achieve the best possible performance. Third, once the target is
retrieved, it was combined with the area and socio-demographic features for the definition
of the final ML model to predict the daily water consumption of the building. Different
machine learning methods were comparatively assessed to evaluate their suitability to
predict building-level water consumption. While the regression and even more classifi-
cation algorithms achieved decent performances explaining the weight of each feature in
the final prediction, our results also suggest that there is room for improvement of those
algorithms that did not perform as well. Future research could focus on identifying ways
to optimize these algorithms or developing new methods that can outperform the current
state of the art regarding both the ML and deep learning fields.

The analysis presented in this thesis demonstrates the value of using machine learning and
deep learning techniques for water consumption prediction and highlights the potential
of publicly available data sources for this type of study. Estimating the daily water
consumption of residential buildings using machine learning and deep learning techniques
could be beneficial for several reasons:

• Better understanding of water usage patterns: By using machine learning techniques
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to analyze water usage data, we can gain a better understanding of how water is
being used in residential buildings. This information can be used to inform public
policy and educational campaigns aimed at reducing water waste and promoting
conservation.

• Conservation of water: Estimating the daily water consumption of residential build-
ings can help identify areas where water is being wasted, allowing for targeted con-
servation efforts and leakage detection. By conserving water, it is possible to reduce
the strain on the water supply and help ensure water availability.

• Cost-effectiveness: Residential buildings that use less water can save on their water
bills. By identifying areas and buildings where water is being wasted and implement-
ing changes to reduce consumption, building owners and tenants can save money.

• Improved infrastructure planning: Knowing how much water a residential build-
ing consumes can help water utilities plan for future infrastructure needs. By un-
derstanding water usage patterns, water utilities can ensure that they are able to
provide sufficient water to all customers, even during times of high demand.

• Increased sustainability: Estimating the daily water consumption of residential
buildings can help identify opportunities to make buildings more sustainable. For
example, by identifying areas where water is being wasted, building owners can im-
plement changes such as installing low-flow faucets, smart water sensors or water
saving appliances to reduce water consumption.

One of the objectives of the thesis is to consider public data in order to make the model
reproducible in any area of interest, specifically in those where the acquisition of water
data is difficult due to the lack of monitoring tools or privacy issues. The CNN that takes
as input GSV images allows the extraction of the height dimension of the building and
that technique is quite reproducible considering different locations, provided that certain
conditions exist; the presence of the GSV images must be ensured, and the buildings
exterior structure of the new targets should be similar to Milan’s residential buildings
as them represents the training set for the CNN. One possible improvement could be to
expand the dataset of GSV images to include different types of buildings and make the
model more generalized. Regarding the footprint of the structures, during the develop-
ment of the project, it was considered as input data thanks to the Milan shapefile. But
for future improvement, satellite images could be used to extract the area of interest since
the shapefiles may not be publicly available or may not exist for certain areas. Even if
shapefiles do exist, they may not have accurate or up-to-date information on the bound-
aries of the study area or the locations of individual buildings within it. In this way, the
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data related to the characteristics of the building would be dependent only to GSV and
satellite images, two kinds of images that could be easily extracted on internet.
As described in the results chapter, CNNs for building height estimation showed more
satisfactory results than the final model. To increase the performance of both models,
obtaining higher-quality data is certainly useful. Public data may not provide detailed
socio-demographic and building dimension information and most of them have low and
aggregated spatial resolutions, which can limit the effectiveness of water consumption
estimation. The public socio-demographic features were collected at NIL level and in-
creasing the resolution of data can provide more accuracy. The same type of problem is
encountered in the shapefile used for the physical characteristics of the buildings: some
structures are merged with others in the same polygon reducing the resolution of the
information.
Another area of improvement is to introduce temporal data such as weather data for esti-
mating the water consumption level in different periods during the year: weather variables
such as temperature, precipitation, and humidity can have a significant impact on water
usage patterns, as they can affect factors such as evaporation rates, plant growth, and
household behaviour. By incorporating weather data into water consumption models, it
may be possible to more accurately predict water usage and identify patterns and trends.
The comparison evaluated between the developed final model and the most basic approxi-
mate water consumption estimation formula supports more complex approaches based on
machine learning and data-driven techniques but at the same time, they can be expensive
in terms of computational resources and development effort.
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A| Data profiling

Before starting to extract the daily water consumption value from the corresponding time
series, an analysis of the data was carried out to understand what relationships existed
between the consumption patterns, i.e. whether buildings with similar physical character-
istics had similar time series or to show unique insights regarding the factors influencing
the water demand.

A.1. Data driven approach

54 water consumption time series of 5-story buildings were grouped for analysis. For the
first step, missing values and outliers present in the data were replaced using the method
already described in the data chapter 4. The correlation matrix of the time series was
calculated: it is a table that shows the Pearson correlation coefficients between pairs of
variables in the dataset. Each cell in the table represents the correlation coefficient be-
tween two variables, with values ranging from −1 to 1. A positive correlation coefficient
indicates a positive relationship between two variables, meaning that when one variable
increases, the other also tends to increase. A negative correlation coefficient indicates a
negative relationship between two variables, meaning that when one variable increases,
the other tends to decrease. A correlation coefficient of 0 indicates no linear relation-
ship between the two variables. Figure A.2 shows the matrix composed by the first 25
time series of the 5-story building set analyzed, each one associated with a specific PDR
number.
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Figure A.1: Correlation matrix of the first 30 time series of the 5-story building set.

As can be seen, the time series are weakly related to each other even though the build-
ings have similar heights and areas. For that reason, instead of directly analyzing the
time series, the focus of the analysis has been carried on their seasonality. The additive
decomposition assumes that the time series is composed of the sum of three components:
residuals, trend and seasonality. Seasonality refers to the pattern of regular and peri-
odic fluctuations in a time series that occur at fixed intervals of time, typically, for water
consumption, over the week. Figure A.2 highlights the relevant correlations that exist
between the weekly periodicity of water usage of different buildings.
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Figure A.2: Correlation matrix of the first 30 time series seasonality of the 5-storey
building set.

In order to identify patterns of water usage that are common across multiple buildings,
which can be used to gain insights into factors that influence water consumption, the
seasonality of the time series was clustered.

A.1.1. SOM: Self-Organizing maps

Self-Organizing Maps (SOM) (Kohonen, 1990) is a type of unsupervised neural network
algorithm that can be used for clustering and visualization of high-dimensional data. The
algorithm uses a two-dimensional grid of nodes, where each node corresponds to a weight
vector with the same dimensionality as the input data. The nodes are organized in such
a way that neighboring nodes in the grid correspond to similar weight vectors. To cluster
time series data using SOM, each time series is first converted into a feature vector using
a suitable feature extraction method. The feature vectors are then presented to the SOM
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algorithm, which maps them to a two-dimensional grid of nodes. The SOM algorithm
uses a competitive learning approach to adjust the weights of the nodes to best match
the input feature vectors. Once the SOM algorithm has been trained, the nodes in the
grid can be used to cluster the input time series data. Time series that are mapped to
neighboring nodes in the grid are likely to be similar to each other and can be grouped
together into clusters.

Figure A.3: SOM clusters of water time series seasonality.

The Figure A.3 represents the 12 clusters identified by the SOM algorithm; the water
demand fluctuations have a weekly periodicity: 0 on the x-axis encodes Monday while 6
encodes Sunday. The different behaviours regarding water usage on weekends and during
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the working weekday may depend on several factors, including the type of building, the
location, the weather, and the demographic characteristics of the population.

A.2. Commercial activities influence on building wa-

ter demand

During the study, it was hypothesized that one of the influencing factors could be the
presence of commercial activities(e.g.,shops) at the base of the building. Commercial
activities can potentially have an impact on the water usage of the entire structure. The
impact will depend on the type of activity and the purpose carried out within it. For
instance, if the shop is a grocery store or a restaurant, it may require significant amounts of
water for cleaning and food preparation. This can result in higher water usage within the
building, particularly during business hours and on weekends. To confirm the hypothesis,
out of the 54 5-story buildings, 20 with a store at the base were identified. The weekly
periodicity of water usage fluctuations was extracted and the boxplots involving all the
data for each weekday was calculated. A boxplot, also known as a box and whisker plot,
is a graphical representation of the distribution of a dataset. It displays the median,
quartiles, and outliers of a set of values.
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Figure A.4: Weekly water consumption fluctuations in building having a commercial
activity.

As can be seen from the Figure A.4, the buildings with a commercial activity consume
more water during the weekend, specifically on Saturdays. To complete the analysis, the
water usage fluctuations during the week in buildings without a shop were also calculated
and expressed in the form of boxplots (Figure A.5).
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Figure A.5: Weekly water consumption fluctuations in building not having a commercial
activity.

The difference is significant, especially on Saturdays and on the first days of the week,
where residential consumption in buildings without commercial activities is slightly higher.
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