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1. Introduction

The Global Navigation Satellite System (GNSS)
covers a fundamental role for our society, pro-
viding Position Velocity and Time (PVT) in-
formation in several �elds of application. The
GNSS services are put in danger by jamming
and spoo�ng attacks, wanted or unwanted sig-
nals able to disrupt or to inhibit the right GNSS
signal reception. The Controlled Radiation Pat-
tern Antenna (CRPA) are sophisticated receiv-
ing systems (stand-alone antenna or antenna
plus receiver) which take advantage of an an-
tenna array and linearly combining the signals
received by the single antenna elements obtain
a dynamically controlled array radiation pattern
capable of reacting to interference attacks. In
this scenario, Thales Alenia Space Italia (TAS-
I), an European space sector leader, is active in
the research on CRPA systems as interference-
resistant GNSS equipment. This summary is the
product of the work carried out in the frame
of two TAS-I projects: Ground Reference Sta-
tion Work Order 1 (GRS WO1), a GNSS ref-
erence station, and GAlileo Multi-purpose and
Multi-frequency Antenna (GAMMA), a GNSS
user receiver antenna. Both the systems are de-

signed to guarantee robustness against jamming
attacks. The main focus is set on techniques for
jammers number estimation, null-steering meth-
ods and Direction Of Arrival (DOA) estima-
tion implemented in the project GAMMA. The
performance of the algorithms are investigated
through MATLAB simulations that consider the
peculiarities of the project GRS WO1 as study
case. The best candidate algorithms, that meet
the proper design speci�cation of GAMMA, are
here theoretically described. Finally, the re-
sults of the test campaign carried out on Ar-
ray Receiver Board (ARB) and on the fully in-
tegrated GAMMA antenna, are reported in de-
tails and they verify the results obtained during
the project simulation phase.

2. Signal model

Considering an array of N elements. It is pos-
sible to label r⃗n(x, y, z) the position of each
n = 1, ..., N array element in the space. Con-
sidering M transmitted signals sm(t) generated
from di�erent far-�eld sources at frequency fm,
as a function of time t. Each signal impinges
on the array with a speci�c DOA, that can be
labelled as αm(θm, ϕm). Figure 1 represents a
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scheme of the environment geometry descrip-
tion. The steering vector a(αm), it is de�ned as
[1, ejkr⃗2·u⃗m , ..., ejkr⃗N ·u⃗m ]T with dimension N × 1
and it identi�es a speci�c DOA of the signal.

Figure 1: Environment geometry description in
case of N = 4 antennas represented in red, M =
1 impinging signal in green.

The sampling frequency is labelled as fsamp. It
is possible to de�ne the number of samples as
Nsamp = Tobs · fsamp. The transmitted signal
can be represented as X = [x1, x2, ...xM ]T of
dimensions M × Nsamp where each row is xm
the sampled signal sm. The same for the re-
ceived signal Y = [y1, y2, ...yN ]T of dimensions
N × Nsamp where each row is yn, the sampled
signal of sn, for which it holds:

Y = A ·X +N (1)

where A = [a(α1), a(α2), ..., a(αM )] is called
Manifold matrix and has a dimensions N × M
where the columns are constituted by the steer-
ing vectors of all the transmitted signals, N
is the matrix of the sampled complex additive
noise introduced by the receiver chains of dimen-
sion N ×Nsamp. The sample covariance matrix
Ry of the sampled received signal is written as:

Ry =
1

Nsamp
Y · Y H (2)

it has a dimension N × N . Its eigenvalues and
the eigenvectors are respectively labelled as λi

and ui. The eigenvectors are orthogonal and
describe the space of the received signal. It is
possible to rewrite (2) in the following way:

Ry =
N∑
i=1

λi · uiuHi (3)

Moreover, if the signals are independent, the
spectral decomposition of the matrix leads to
identifying two di�erent orthogonal subspaces:
the signal plus noise subspace and the only noise
subspace [1]. The following equation rewrites (3)
to underline the existence of the two subspaces
just introduced:

Ry = UsΛsU
H
s + UnΛnU

H
n (4)

where Us = [u1, ..., uM ] is a N × M di-
mension matrix, Λs = diag (λ1, ..., λM ) is a
M ×M dimension matrix, Un = [uM+1, ..., uN ]
is a N × (N −M) dimension matrix, Λn =
diag (λM+1, ..., λN ) is a (N −M)×(N −M) di-
mension matrix.

3. Controlled Radiation Pat-

tern Antenna

The CRPA acts as a spatial �lter capable to
place a null or a beam, i.e. a speci�c direction
of the space in which the gain array pattern is
reduced or increased. Despite, the increment in
the number of antennas implicates an increment
in the complexity of the receiver, cost of mate-
rial and power consumption.

Figure 2: CRPA antenna scheme

Figure 2 shows a scheme of a CRPA where it is
possible to understand the increased complexity
of the receiver. In particular, each chain is mul-
tiplied by a complex factor w∗

i , called weight be-
cause it determines the contribution of the chain
in the linear combination. It is important to un-
derline that the weights computed must be con-
jugate before the application. In general, the
array radiation pattern describes the amplitude
and phase responses that the array introduces
in each direction of the space far(θ, ϕ) and it is
given by:

far(θ, ϕ) =
N∑

n=1

w∗
n · fel,n(θ, ϕ) (5)
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where fel,n is the n-th antenna elements radia-
tion response.

4. Jammers number estimation

The Maximum-Minimum Eigenvalue (MME) [2]
and the Eigenvalue Ratio (ER) methods exploit
the eigenvalues λ of the covariance matrix of the
received signals Ry. From preliminary simula-
tions, the MME method reveals to be reliable
only in ideal case, i.e. considering the receiver
chains perfectly balanced. Instead, ER method
is discarded from the GAMMA design because
it can not reach the reliability level ensured by
the Power Spectrum Density (PSD) of the sam-
pled received signal. This method turned out
to be the best candidate for the number of jam-
mers algorithm, it has been implemented in tha
GAMMA ARB and it is exposed in the detail in
the following subsection.

4.1. Jammers number estimation

from PSD of the signal

The PSD of the received signal ( V
Hz or dBW

Hz )
is compared with a certain Threshold (THR) to
identify the presence of jammers. The Power
Spectrum Density (PSD) of the signal is:

PSD(fk) =
1

Nk · fs

∣∣∣∣∣∑
k

Y · e−j2pifkTc

∣∣∣∣∣
2

(6)

where fk is the sampled frequency, Nk = Tobs ·fs
is the number of samples considered in the Dis-
crete Fourier Trasform (DFT) that is given by
the product of sampling frequency fs and the ob-
servation time Tobs. The argument of the mod-
ule is the DFT of the sampled signal that could
be also implemented as a Fast Fourier Trasform
(FFT). The THR is evaluated in case of only
noise reception, by multiplying the highest PSD
value measured in a certain time interval (e.g of
10 seconds) PSDnoise,max by a constant k, so:

THR = k · PSDnoise,max (7)

The number of blocks of PSD samples over the
THR is equal to the estimated number of jam-
mers Mest. One disadvantage of this method is
that it can not distinguish two di�erent jammers
with overlapped bandwidth since it would mix
them up detecting only one jammer and gener-
ating an under-estimation case.

5. Null-steering weights

The null-steering algorithm has the purpose to
compute the weights vector w that generates an
equivalent antenna gain pattern with nulls in di-
rection of the interfering signals. The Minimum
Variance Distortionless Response (MVDR) [1]
and the Power Inversion (PI) methods [3] ex-
ploit the covariance matrix Ry of the received
signals. However, they are discarded because
their simulation results, in terms of interference
rejections, are not compliant with the perfor-
mance required. The MUltiple SIgnal Classi�ca-
tion (MUSIC) null-steering method is a subspace
method that is described in the following sub-
chapter. In particular, one-eigenvector MUSIC
is a speci�c case that has the peculiarity to be
independent from the number of jammers esti-
mation. Otherwise, the MUSIC-MVDR and the
MUSIC-PI methods are hybrid techniques that
mixes the characteristic of the algorithms pre-
viously described. They have really good per-
formance, comparable to the subspace methods,
but they are dependent on the number of jam-
mers estimation.

5.1. MUSIC null-steering

The MUSIC algorithm is a subspace method
since it exploits the eigenstructure decomposi-
tion of the spatial covariance matrix Ry, shown
in (4). The eigenvectors corresponding to the
Mest highest eigenvalues compose the signal sub-
space Us while the others the noise subspace Un.
Moreover, Us spans the same subspace as the
Manifold matrix A. So, any steering vector that
belongs to the Manifold matrix subspace veri�es
the following equation:

UH
n a(θ, ϕ) = 0 (8)

that is why a linear combination of the steer-
ing vector of the signal as a(α), in this case, is
orthogonal to the noise space Un:

wMUSIC = Un · cvect (9)

where Un is the noise subspace matrix of dimen-
sion N × (N − Mest) composed by the eigen-
vectors of the noise and cvect is a coe�cient
vector of dimension (N − Mest) × 1. When
cvect = [0, ..., 0, 1] the weights vector is equal to
the eigenvector linked to the smallest eigenvalue
wMUSIC = uN , removing the problem of the
number of jammers estimation dependency.
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6. DOA estimation

The DOA estimation algorithms are based on
the so-called power spectrum P (θ, ϕ) that is a
spatial estimator with polar angle coordinates
dependency. The Conventional and the MVDR
specta exploit the sample covariance matrix Ry.
They are methods extremely unreliable in case of
more than one jammers due to their limited spa-
tial resolution. On the other hand, the MUSIC
spectrum is the best method and it is exposed
in the detail in the following subsection.

6.1. MUSIC spectrum

The MUSIC spectrum is based on the subspace
decomposition of the only noise subspace Un. It
is possible to exploit the orthogonality of the
only noise subspace Un and the signal steering
vector an(θ, ϕ), in particular with equation (8),
to create the MUSIC spectrum:

PMUSIC(θ, ϕ) =
1

a(θ, ϕ)H Un UH
n a(θ, ϕ)

(10)

Indeed, the denominator of MUSIC spectrum
tends to zero when the steering vector points
at the jammer DOA, in this way, the overall
spectrum increases creating a peak. This algo-
rithm is highly dependent on the the jammers
number estimation Mest to correctly operate the
subspace division and to know the number of
spectrum peaks to search. An important aspect,
that must be taken into account when adopting
a subspace method, is the correct sizing of the
noise and signal subspaces. Indeed, an over siz-
ing of the noise subspace has detrimental impact
on the DOA estimation removing a signal peak
from the spectrum. While the under-sizing of
the noise subspace is less impacting.

7. Hardware in the loop tests

This chapter presents the hardware test per-
formed on the GAMMA ARB in TAS-I labo-
ratory. The GAMMA ARB, shown in Figure
3, is in charge of computing the null-steering
weights, the frequency, the DOA and JRN of the
interference signal. The ARB presents four Ra-
dio Frequency (RF) signal inputs to collect the
signals from the four antenna elements. Two
operational frequency bands are designed: a
low band from 1164MHz to 1300MHz and a
higher band from 1559MHz to 1591MHz.

Figure 3: Array Receiver Board of GAMMA

In particular, GAMMA implements a static cal-
ibration of the 4 RF chains and a static com-
putation of the two THRs for the number of
jammers estimation (for high and low bands),
operated before each test. The calibration acts
directly on the unbalanced covariance matrix of
the received signal R′

y in order to obtain the cal-
ibrated one R′

y,c. A typical jammer power (6 dB
over the GNSS signal power) is assumed.
Figure 4 shows a scheme of setup used, com-
posed by a signal generator connected with a RF
cable to a CRPA emulator that, in turn, is con-
nected with four short RF cables to the ARB.
The CRPA emulator is digitally commanded and
capable of emulating the di�erent phase shifts
and attenuations of the received signal intro-
duced by the multiple radiating elements of the
antenna. The calibration of this setup is per-
formed imposing, to each chain of the CRPA
emulator, 0dB of attenuation and 0deg of phase
delay.

Figure 4: Single jammer multiple DOA setup

7.1. Miss-detection error and false

alarm

Figure 4 shows the setup arranged to com-
pute the percentages of miss-detection and false
alarms in case of a single jammer with CW or
AWGN 1MHz band modulation or only noise.
No miss-detections is observed during the tests
while a very limited percentage of false alarm
(lower than 0, 2%) is experimented. In partic-
ular, an over-estimation error of one jammer is
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performed each time that the signal generator
changes the frequency of the signal. Indeed, dur-
ing the jammer frequencies transition, the ARB
experiments an integration time in which the
PSD detects two jammer frequencies. Therefore,
in this speci�c integration time, the number of
estimated jammers is two. Despite this errors,
no false alarm is generated in only noise condi-
tion, showing that the calibration of the THRs
for the number of jammers estimation is very ro-
bust.
Moreover, using two signal generators connected
to a combiner, it is possible to exploit the same
setup to perform detection tests with two sim-
ulated jammers. In particular, two cases are
tested: two jammers in the same receiver band
(but not overlapped in frequency) and in di�er-
ent bands. The percentage of false alarm errors
in the tests is zero while the miss-detection one
is about 1%. The errors of miss-detection oc-
cur contextually with the changes of the signal
frequency. Indeed, the detection of three inter-
ferences, out from the GAMMA project goals,
causes the ARB CPU usage overload.

7.2. Null-steering jammer rejection

and DOA error

Figure 4 shows the setup arranged to evaluate
the jammer rejection achieved with the null-
steered antenna pattern and the error of the
DOA estimation. A CW modulated signal, cen-
tred in a frequency range included in GAMMA
high band is generated. For each signal fre-
quency, the CRPA emulator imposes attenu-
ations and a phase delays on the four chan-
nels that emulate the reception of a signal with
the following DOAs [0, 90]deg, [−60, 70]deg,
[134, 50]deg, [120, 30]deg and [0, 10]deg, (Az-
imuth, Elevation).
Exploiting the Equation (5), it is possible to ob-
tain in post-processing the null-steered antenna
pattern rejections in the emulated DOAs with
the element weights computed by the ARB. Fig-
ure 5 shows the mean of the array gain pattern
rejections in the emulated jammer DOAs experi-
mented during the test. The stability of the jam-
mer rejection in time is stable considering each
single emulated DOA. The minimum guaranteed
jammer rejection, introduced by the null-steered
gain pattern, is -12dB while the highest one is
-35dB. The di�erent rejection capability w.r.t.

the jammer DOA is likely due to the azimuthal
array geometry. Indeed, the highest rejection
is achieved when the Azimuth of the jammer is
centred between one element and the next one
(inter-element), while the lowest rejection is ob-
tained one when the Azimuth exactly matches
an antenna element.

Figure 5: Post-processing EMI rejection of the
array pattern with MUSIC weights from ARB.

Figure 6 shows DOA estimation error, computed
as Root Mean Square Error between the error
committed on Azimuth and Elevation domains,
of the data collected during the test. The max-
imum experimented DOA error is 4, 5deg. This
Hardware in the loop test result con�rms the
simulation one ful�lling the requirements. It is
possible to notice an higher DOA error at low
elevation angle.

Figure 6: DOA estimation error from ARB.

Figures 7 show an example of the MUSIC spec-
tra obtained post-processing the calibrated co-
variance matrix R′

y,c and the uncalibrated one
R′

y, related to the same integration period. This
MUSIC spectra comparison proves the uncon-
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ditioned need of the calibration process for the
DOA estimation algorithm to work correctly.

(a) Calibrated

(b) Uncalibrated

Figure 7: Calibrated and uncalibrated MUSIC
power spectra: number of jammers M = 1, em-
ulated DOA [−60, 70] deg

8. Conclusions

The number of jammers estimation from PSD
reveals to be very reliable in case of wideband
receiver and �xed narrowband jammers. On the
other hand, the PSD methods can occur in miss-
detection error, when the jammer scenario fore-
sees two signals with the same frequency or wide
band jammer, and in false alarm, when a fast
frequency-variant jammer is present. The alter-
native number of jammers estimation algorithm,
ER, can overcome all of these vulnerabilities.
Although, other weaknesses have to be taken
into account as the dependency on the quality of
the calibration, the limited maximum number of
detectionable jammers and a detrimental e�ect
brought by the chain unbalancing.
Regarding null-steering algorithms, the sub-
space methods derived from MUSIC proved
higher performance w.r.t the PI and MVDR
methods. The one-eigenvector MUSIC and the

MUSIC-PI do not need any antenna pattern
measurement, obtaining therefore an indepen-
dence from measurement errors and a cost re-
duction. Moreover, the one-eigenvector MU-
SIC loses any dependency from the estimated
number of jammers and grants optimum perfor-
mance in term of jammer rejection.
Preliminary analysis on conventional and
MVDR spectra, revealed their unreliability in
case of more than one jammers. Indeed, only
the MUSIC spectrum has been considered and
investigated in detail. The high reliability of the
jammers number estimation, showed in the tests,
contributes to the good performance of the DOA
estimation algorithm correctly dividing the noise
and signal subspaces.
The hardware tests on the GAMMA ARB show
performance of the selected algorithms in line
with the results obtained during the project sim-
ulation phase.
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