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Numerical Solution of Fluid-Structure Interaction Arising in Blood Pumps
Based on Wave Membranes

by Marco Martinolli

Wave Membrane Blood Pumps (WMBPs) are novel left ventricular assist devices
in which blood propulsion arises from the progressive wave propagation along an
oscillating immersed membrane.

The main purpose of this thesis is to numerically investigate the fluid-structure inter-
action between the blood and the wave membrane via three-dimensional simulations
in the real pump domain to better understand the physical principle in WMBPs and
analyze pump performance, both in terms of hydraulic power and hemocompatibility.
The adopted numerical strategy is based on the unfitted Extended Finite Element
Method (XFEM), which avoids remeshing by using a fixed background mesh for
the fluid problem. A relaxed contact model was introduced to handle potential
membrane-wall collisions in the pump, in case of high wave undulations.

The computational study was conducted in two different WMBP designs, the flat
membrane pump design (Test I) and the J-shape membrane pump design (Test II).
In both cases, the numerical solution was successfully validated against in-vitro
experimental data. The numerical results highlighted the role of the membrane wave
deformation in generating blood outflow despite an adverse pressure gradient and
showed that, at identical operating conditions, the J-shape pump design outperformed
the flat design. Specifically, the predicted hydraulic output increased when either the
frequency or the amplitude of membrane oscillations were higher, with a limited
increase in the fluid stresses, suggesting good hemocompatibility properties of the
WMBP system. Thus, we tested a new operating point in the J-shape design, which
achieved physiologic flow rate target at diastolic head pressure. Finally, a preliminary
study over the secondary non axi-symmetric modes of membrane vibration was
presented (Test III), taking full advantage of the three-dimensional nature of the
computational simulations .

In conclusion, the proposed fluid-structure-contact model proved to be a reliable tool
to predict the performance of WMBPs at different working conditions and support
pump development in view of its application in the upcoming first-in-human trials.
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Chapter 1

Introduction & Motivations

1.1 The clinical context

1.1.1 Cardiac physiology

The heart is the key organ of the cardiovascular system that pumps blood through the
body in order to ultimately supply oxygen to the destination tissues. In particular,
the cardiac function is twofold: the right side of the heart is responsible for the
blood oxygenation and the expulsion of carbon dioxide through the lungs (pulmonary
circulation), while the left side is in charge of the pumping of blood throughout the
body to reach for the other organs and tissues (systemic circulation). Thanks to
the transport of blood cells, hormones and other nutrients, blood circulation plays a
fundamental role in many physiologic processes in the human system. In particular,
blood cells, that constitute 45% of blood, cover three functions depending on their
type: (i) red blood cells, or erythrocytes, which represent the most part of blood
cells, transport oxygen thanks to the hemoglobin and deliver it to the cells to satisfy
their metabolic needs; (ii) white blood cells, or leukocytes, at the core of the immune
system, protect the body from infectious pathogens or parasites; and (iii) platelets,
or thrombocytes, are responsible for blood clotting at sites of injury of the vessels
to prevent blood loss. The fluid part of the blood, said plasma, mostly composed of
water, circulates dissolved nutrients, such as amino acids, glucose, and mineral ions,
that will be absorbed by the target cells.

The internal cavity of the human heart is divided into four chambers, two atria (right
and left atrium) and two ventricles (right and left ventricle), separated by cardiac
valves that regulate the transition of blood. The atria receive blood from the veins
returning to the heart, while the ventricles collect blood from the atria and eject it into
the arteries. The atria and the ventricles are separated by a wall that does not allow
blood exchanges, called interatrial septum and interventricular septum, respectively.

The blood circulation in the heart is represented in Figure 1.1. Specifically, the right
atrium receives deoxygenated blood coming from the superior and inferior vena cava,
while the right ventricle pushes it into the pulmonary arteries to enter in the lungs. The
tricuspid valve and the pulmonary valve control the passage of blood from the right
atrium to the right ventricle and from the right ventricle and the pulmonary artery,
respectively. The oxygenated blood returns into the left atrium via the pulmonary
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Figure 1.1: Anatomy of human heart (left) and schematic representation of blood circulation
(right). Figures taken from [8] and [57].

veins and then the left ventricle (LV) pumps it into the aorta artery. On the left
side of the heart, the mitral valve (or bicuspid valve) controls the filling of the left
ventricle with the blood coming from the left atrium, while the aortic valve allows the
release of blood from the left ventricle into the aorta artery. The oxygenated blood
flows from the aorta (diameter: 2.5-3.5 cm) into an intricated network of smaller and
smaller arteries until reaching the capillaries (diameter: 5-10 µm), where the oxygen
and the nutrients are transferred to the recipient tissues. Afterwards, oxygen-depleted
blood passes from the capillaries to larger veins and, eventually, goes back to the right
atrium.

The pumping ability of the heart derives from the activity of contraction and relaxation
of the cardiac muscle, said myocardium, during the cardiac cycle. Indeed, the
mechanics of themyocardiumprovoke changes in the pressure inside the heart cavities,
triggering the opening or the closure of the cardiac valves, thereby regulating the
blood flow between the chambers. The contraction and the relaxation phases of the
myocardium are referred to as systole and diastole, respectively. Figure 1.2 shows
the time evolution of the atrial, ventricular and aortic pressures (Figure 1.2a) and the
pressure-volume (PV) loop of the left ventricle during the heartbeat (Figure 1.2b). In
particular, we can identify four phases in the hemodynamics inside the left heart:

1. Isovolumic contraction. It corresponds to the first phase of ventricular systole,
when both themitral and the aortic valves are still closed. Hence, the contraction
of the left ventricle provokes a drastic increase in the ventricular pressure,
without modifying the volume of the chamber.
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Figure 1.2: a) Phases of the cardiac cycle, with corresponding variations in ventricular
pressure (red solid line) and atrial and aortic pressure (black dashed lines). Figure extracted
from [140]. b) Pressure-Volume (PV) loop of the Left Ventricle (LV) during the cardiac cycle
and relevant cardiac function indices. Plot adapted from [56].

2. Ventricular ejection. As the ventricular pressure exceeds the aortic pressure
(∼ 80 mmHg), the aortic valve opens, initiating the blood ejection from the left
ventricle into the aorta. The contraction carries on after the opening of the valve,
leading to a further increase in the pressure in both the left ventricle and the
aorta. When the active contraction of the ventricle ends, the ventricle volume
reaches its minimum value, called End-Systolic Volume (ESV). Afterwards, the
ventricular pressure starts decreasing, leading to retrograde flow from the aorta
that causes the closure of the aortic valve.

3. Isovolumic relaxation. After the end of the ventricular systole, the left ventricle
starts to relax. Since the valves are again both closed, the relaxation does not
lead to changes in volume, but to a rapid drop of the intraventricular pressure.
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4. Ventricular filling. When the ventricular pressure gets lower than the atrial
pressure (∼ 0-10 mmHg), the mitral valve opens, starting the filling of the left
ventricle chamber. Around 70% of ventricular filling occurs during this initial
phase (rapid inflow). As ventricular diastole goes on, the passive filling of the
ventricular chamber gets slower (diastasis), before being newly accelerated by
the active contraction of the left atrium (atrial systole), that pushes residual
blood into the ventricle. At the end of diastole, the volume in the left ventricle
is maximum and equal to the so-called End-Diastolic Volume (EDV).

The samemechanisms apply to the right heart as well. However, the myocardiumwall
in the left ventricle region is almost two times thicker than the one right ventricle,
owing to the higher hydraulic resistance that it has to overcome to pump blood
throughout the whole body [250]. Indeed, the values of pressure in the left heart are
approximatively five times higher than in the right heart.

This multi-step cardiac activity results in a pulsatile blood flow signal, that repeats
at each heartbeat. Figure 1.3 represents the aortic flow waveform during the cardiac
cycle: after the aortic valve opens, the aortic flow rapidly rises until reaching its peak
at more than 20 l/min; then, as the ventricular pressure decreases, blood ejection
decelerates and eventually the aortic flow becomes negative, causing the closure of
the aortic valve. During diastole, the flow is almost null. The volume of blood pumped
from the left ventricle per beat is named stroke volume (SV), which corresponds to
the difference between the EDV and ESV. At rest conditions, SV amounts to around
90-110 ml [187]. The cardiac output, corresponding to the volume of blood ejected
per minute, is computed as the product of stroke volume and heart rate, i.e. the
number of heartbeats per minute (bpm). In healty conditions, the cardiac output at
rest amounts to 5.08 l/min, with variations of 1-2 l/min depending on age, gender and
body surface area (BSA) [45].

Figure 1.3: Aortic flow waveform during cardiac cycle. Physiologic value of average cardiac
output is highlighted in red. AV - Aortic Valve. Figure adapted from [173].
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1.1.2 Heart failure

Heart failure (HF) is a global pathological cardiac condition in which a structural or
functional abnormality of the heart does not allow to reach the physiologic blood flow
rates, that are required to meet the matabolic demands of the body [277, 253]. Nowa-
days, HF is one of the most common causes of morbidity and mortality worldwide
[172] and the most prominent cause of hospitalizations and death in the United States
[94]. HF has affected 40 million people worldwide [44] and, given the progressive
ageing of the population, the number of cases is predicted to constantly increase in
the next decades [253, 176]. For instance, the projections from the American Heart
Association [157] show that at least 8 millions people in US will suffer of heart failure
by 2030, accounting for an increase in prevalence of 46%. Such heart dysfunction
is particularly common in the developed countries, characterized with higher life
expectancy, older population, and bad nutritional lifestyle [295], where it represents
a major health care cost [94].

Themost common causes forHF include coronary artery disease, previousmyocardial
infarction, valvular heart disease, cardiomyopathy and myocardatis [47, 232]. Unless
these diseases lead to cardiac arrest or death, they typically imply a reduction in the
stroke volume. In the initial stages of these diseases, the heart tries to compensate
for the cardiac output by increasing the frequency of contraction (tachicardia), and
thereby the heart rate, or the diastolic filling [238]. When such correctionmechanisms
are no longer effective, cardiac output decreases drastically leading to HF [238]. The
prognosis for HF patients is poor, with lower survival rates than most cancers [99].

The ejection fraction (EF), that compares the ejected blood volume with respect
to the total blood volume in the chamber, is the primary criterion to characterize
the type of HF [94, 253, 295]. Referring to Figure 1.2b, the EF can be computed
as the ratio between between the stroke volume (SV) and the end-diastolic volume
(EDV). HF with preserved ejection fraction (HFpEF) shows physiologic values of
ejection fraction, i.e. around 50-70% [188]. HFpEF, also referred to as diastolic
HF, indicates an impaired left ventricul filling or suction capacity during diastole.
When the ejection fraction is lower than 40%, HF is defined as with reduced ejection
fraction (HFrEF). HFrEF is also named systolic HF because it implies an insufficient
contraction of the myocardium, that prohibits to correctly pump oxygenated blood
out to the body. Recent studies [232] introduced a third class of HF, the mid-range
ejection fraction (HFmEF), with an intermediate ejection fraction between 40 and
50%, that have primarily mild systolic dysfunction, but with features of diastolic
dysfunction. Even though the diagnosis of HFpEF and HFmEF is more challenging
than the diagnosis of HFrEF, they represent more than the half of the cases of HF.
Hence, other diagnostic criteria, such as the observation of high levels of natriuredic
peptides or concomitant morbidities, can be employed to identify HFpEF and HFmEF
conditions [93].

The severity of cardiac dysfunction and HF is defined according to the Interagency
Registry for Mechanically Assisted Circulatory Support (INTERMACS) [152], cre-
ated in 2005, that defines a classification of patients profiles affected byHF, depending
on symptoms (such as significant fatigue, dyspnea, or peripheral edema) and clinical
signs (such as elevated jugular venous pressure, pulmonary crackles, or abnormalities



6 Chapter 1. Introduction & Motivations

Figure 1.4: Interagency Registry for Mechanically Assisted Circulatory Support (INTER-
MACS) classification. Figure taken from [94].

in electrocardiogram) [232, 34]. Figure 1.4 reports the details of the INTERMACS
classification from level 1 to level 7, in order of decreasing severity of the heart
dysfunction. Clinicians refer to the INTERMACS to decide the quality and timeli-
ness of intervention for the patients with HF. Indeed, in case of less severe chronic
HF (INTERMACS 4-7), treatment can be initially limited to lifestyle adjustments
or pharmacological therapies, e.g., angiotensin-converting enzyme (ACE) inhibitors,
angiotensin II type I receptor blockers (ARBs), β-blockers, and diuretics [232]. How-
ever, the severity of the symptoms of chronic patients tends toworsen over time despite
optimal therapy, especially in case of precipitant factors (e.g., infection, hypertension
or ventricular arrhythmias [232]). It has been estimated that 0.5-5% of patients with
chronic HF are completely refractory to medical treatment (refractory chronic heart
failure) [191, 181]). This may result in progression to higher INTERMACS classes
(INTERMACS 1-3) and, ultimately, to end-stage chronic heart failure, or simply
advanced heart failure (AHF), with a 1-year mortality rate over 50% [181]. AHF
patients are characterised by advanced structural heart disease and pronounced symp-
toms of heart failure at rest or upon minimal physical exertion. For these patients or,
alternatively, in case of acute heart failure (INTERMACS 1), more advanced replace-
ment therapies are required, such as heart transplantation or mechanical circulatory
support systems [94, 183].
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1.2 Left Ventricular Assist Devices

1.2.1 Heart transplantation

Despite the notable advances in medical treatments and prevention, Heart Transplan-
tation (HT) remains the most promising and widely accepted long-term treatment for
end-stage HF [18]. Indeed, the 5-year survival for heart transplantation patients who
receive successful immunosuppressive therapy amounts to 70–80% [162] and the
median survival post-transplant is 10 years [6]. It also significantly improves qual-
ity of life, exercise capacity, and return to work, compared with other conventional
treatments [232].

However, the access to this surgical therapeutic option is limited for two reasons.
First, the availability of healthy donor hearts is very poor, while there is an increasing
number of transplant candidates. Indeed, in the most recent years, only 4500-5500
transplants were performed per year in the world [162], corresponding to less than
2% of the estimated 300000 patients with AHF who could benefit of cardiac trans-
plantation [94]. Second, patients with end-stage chronic HF need to satisfy strict
selection criteria for HT, that are based on age, lifestyle (e.g., drug or alcohol abuse,
bad nutrition), and clinical conditions (common controindications are active infec-
tions, cardiovascular diseases, pulmonary hypertension, renal dysfunction, or cancer)
[232]. Due to older population and the increasing rate of co-morbidities, the number
of not eligible patients is increasing over the years [6].

Eligible candidates with refractory chronic HF are inserted in waiting lists for cardiac
transplantation. However, more than 60% of patients are transplanted in high-urgency
status, typically for acute HF, leaving little chances for candidates listed for less urgent
transplantation [232]. Therefore, a median waiting time of 16 months was estimated
by Eurotrasplant [268], while mortality of patients in the waiting list is 21% at 6
months and 47% at 1 year [6].

After cardiac transplantation, patients have a 1-year survival rate close to 90% [162].
However, the main risk of HT consists in organ rejection, that can either occur during
the first 24 hours (early graft dysfunction), primarily caused by pre-existing donor
heart disease or allograft injury, or after weeks to years (late graft dysfunction), due to
acute cellular-mediated or antibody-mediated rejection [145]. Moreover, the patient
may undergo severe long-term complications due to the immunosuppressive therapy
subsequent to HT, such as infections, hypertension, renal failure, malignancies, and
cardiac allograft vasculopathy [145].

1.2.2 Mechanical Circulatory Support Devices

The various limitations of heart transplantation led to the search of alternative or
helping approaches to treat acute and advanced HF [181]. Mechanical Circulatory
Support (MCS) devices have been designed to take over, totally or partially, the blood
pumping ability of the failed heart, bymechanically propelling blood into the aorta. In
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this way, MCS devices unload the failing ventricle and maintain sufficient end-organ
perfusion.

MCS systems are divided in two main categories, non-durable devices, for short-term
support (hours-days), and durable devices, for mid- or long-term support (weeks-
months-years) [190].

Non-durable MCS devices are typically used in patients with acute and rapidly de-
teriorating HF (INTERMACS level 1) to temporarily stabilize hemodynamics and
end-organ perfusion. The most common examples of non-durable MCS systems are:

• the Intra-Aortic Baloon Pump (IABP) [82, 265]. It is a percutaneous device,
based on a intra-aortic counterpulsation balloon that inflates and deflates at
a specified rate to assist blood ejection and reduce the workload on the left
ventricle. The expected increase in cardiac output is between 0.5 and 1 l/min
[73]. IABP is indicated for patients recovering from cardiac infarction, recent
heart surgery or acute myocarditis [214, 252].

• the Extracorporeal Membrane Oxygenation (ECMO) [164, 84]. When ECMO
are used to treat HF (Veno-Arterial configuration, VA ECMO), the deoxy-
genated blood is taken from a central vein via an outflow cannula, it passes
through an extracorporeal pump and an oxygenator system, and finally it returns
into a central artery by means of an inflow cannula. In this way, VA ECMO by-
passes completely the pulmonary circulation and provides both hemodynamic
and respiratory support [189]. Alternatively, the Veno-Venous configuration of
ECMO (VV ECMO) can selectively sustain the respiratory function in case of
respiratory failure [84].

Other prototypes of non-durable MCS systems are the Impella pump (CardiacAssist)
[204, 72] and TandemHeart (ABIOMED) [297, 135]. Thanks to their short-term
cardiac support, these short-term MSC devices allow for a full clinical evaluation
of the patient’s conditions and can be used as Bridge-to-Decision (BTD), giving the
time to consider a potential transition to durable MSC devices or HT [295].

Instead, durable MSC devices are mostly implanted in patients with advanced chronic
heart failure. Indeed, the majority of VAD implants are performed in patients with
INTERMACS levels from 1 to 3, while the ones with INTERMACS from 4 to 7 are
generally considered to be stable enough to be rather listed for HT [94]. Nonetheless,
the INTERMACS registry, that serves as central repository for MCS clinical outcome
data, shows better outcomes in LVAD patients having a higher INTERMACS class
(levels 4-6) with a 1-year survival at 93% [232]. Moreover, recent trials [96, 271]
showed that earlier implantation of durable MSC devices in less severely ill patients
had better outcomes than in those patients continuing on medical therapy.

Durable MSC systems are generally divided in two main categories:

1. Total Artificial Hearts (TAHs) [80, 75]. TAHs are pneumatically-powered
devices that are designed to permanently replace the cardiac apparatus. As
a consequence, their application requires the explantation of patient’s native
ventricles and valves. TAHs are generally composed of two large artificial
ventricles, which are equipped with mechanical disc valves to regulate flow
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Figure 1.5: Standard components of an intracorporeal left ventricular assist device. Figure
taken from [94].

direction, and percutaneous drivelines attached to an external pump [77]. They
offer biventricular support and work in pulsatile flow regime, but their large
size makes the implantation accessible only to patients with appropriate chest
size [75]. For instance, CardioWest (Syncardia), that is the only TAH available
in the United States, does not fit in many men and most women [18].

2. Ventricular Assist Devices (VADs) [6, 18]. VADs, or blood pumps, are im-
plantable devices that can temporarily or permanently support either one or
both heart ventricles. Most of VADs specifically target the left ventricle and
are thereby called Left Ventricular Assist Devices (LVADs). LVADs are im-
planted at the apex of the left ventricle (i.e. its bottom part), where they gather
the blood from the left ventricle into the pump chamber via an inflow cannula;
then, they mechanically eject it through a flexible outflow cannula into the as-
cending aorta. Right Ventricular Assist Devices (RVADs) can similarly support
the right ventricle. RVADs are often employed in case of potential reversibility
of the right ventricle failure, that has shown to largely influence survival to
and from HT [151, 94]. Finally, in case of biventricular failure or persisting
right ventricle failure after LVAD implantation, Biventricular Assist Devices
(BiVADs) may be indicated [136]. VADs functioning is usually monitored and
controlled by an external system controller. Furthermore, a set of batteries
transmits the input current to to the controller and the pump actuator via a
percutaneous driveline. The overall structure of an implantable blood pump is
shown in Figure 1.5.

Despite recent attempts to improve TAHs in terms of smaller size (Bivacor [284]) or
physiologic output (RealHeart [228], Carmat [207, 169]), in the last decades LVADs
have proved to be less invasive, more reliable and with minor risk of post-implant
complications [18, 181]. Hence, the use of TAHs is very limited and specifically
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selected for patients with irreversible biventricular cardiac failure [77].

Thanks to their high reliability and the small size, LVADs can be used in a wide
spectrum of treatments, depending on the health state of the patient and on the
severity of the heart disease. In particular, LVADS are employed as:

• Bridge to Transplantation (BTT): LVADs (or BiVAD) can be implanted in
patients in the waiting list for HT, that have a cardiac function that is too
unstable to await a suitable donor heart. In these patients, LVAD treatment
has showed to improve quality of life, survival-to-transplantation rates, and
post-transplant survival [295, 162].

• Bridge to Recovery (BTR): in some conditions, the functional improvement of
the left ventricle duringLVAD treatment permits to achieve cardiac recovery and
to eventually remove the device. This outcome occurs more likely in younger
patients with an acute but reversible cause of HF, such as acute myocarditis or
cardiomyopathy [94].

• Bridge to Candidacy (BTC): patients that are initially not eligible for HT
due to transient dysfunctions may change their candidacy status thanks to
LVAD implantation and ultimately be inserted in the waiting list. Indeed,
LVAD treatment may permit to recover end-organ functionality, improve right
ventricle activity, and relieve hypertension, which are potential causes for
patients ineligibility to HT [162, 232].

• Destination Therapy (DT): LVADs can be employed as permanent solution for
patients with end-stage heart failure who are ineligible for HT. Indeed, non-
transplant-eligible patients with LVAD reach a survival of 80% at 1 year and
70% at 2 years [232]. Such positive results have open an increasing interest in
LVADs treatment as an alternative to HT. Indeed, as shown in Figure 1.6, the
relative employment of LVADs a DT grew from 2% in 2008 to 49% in 2017
[295].

1.2.3 LVADs history and classification

1.2.3.1 Birth of MCS devices

The earliest efforts in MCS development are represented by the Cardio-Pulmonary
Bypass (CPB) [134], an extracorporeal pump that temporarily circulates and oxy-
genates blood while bypassing the heart and the pulmonary system. The original
propotype of CPB was proposed in 1885 by Maximilian Von Frey, but its employ-
ment was limited by the lack of a proper anticoagulation medical treatment. After
several animal trials during the first half of the 20th century, CBP was successfully
used in 1953, for the first time in a human patient, during an open-heart surgery to
repair an atrial septal defect [74].

The increasing interest in CBP and in open-heart surgery in the 1950s led to the
development of more advanced MCS devices. Initially, the research was focused
on TAHs, that could permanently replace the cardiac apparatus. The first TAHs
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Figure 1.6: Devices strategy in MCS systems from 2008 until 2017. Figure extracted from
[295].

were developed and tested in animals in 1950 by Kolff in the Unites States [78],
and by Liotta in Argentina [79], In the following years, also alternative solutions
for short-term support were investigated. For instance, the percutaneous intra-aortic
counterpulsation baloon pump was proposed in 1962 by Moulopoulos [211] and
implanted for the first time in 1967 for about 7 hours, until stabilization of the
patient’s conditions. Furthermore, Debakey performed in 1966 the first mid-term
implantation of a paracorporeal VAD, in a patient with cardiac arrest following aortic
valve replacement [175]. It was a pneumatically-driven VAD used as BTR to wean
the patient from CBP and wait for the heart recovery. It was employed for 10 days
until discharge of the patient.

After the first cardiac transplantation, perfomed in 1967 in South Africa [46], an
increasing interest for BTT devices spread among clinicians, in order to support the
patients with AHF waiting for suitable donor hearts. Therefore, starting in the late
1960s, many technological industries and research centers collaborated to develop
the first VAD prototypes. Further motivated by the awareness of lack of donor hearts
and of the contraindications to HT, the following decades were marked by significant
technological advancements in device design and functioning.

1.2.3.2 First generation LVADs

The tight collaboration between medical industries and national research centers
risen in the 1960s-1970s led to the development of the first generation of LVADs
which includes pulsatile volume displacement pumps. These LVADs are equipped
with inflow and outflow mechanical valves that allow to direct the blood dynamics
inside the pump chamber in order to obtain a pulsatile output flow [6]. The pump



12 Chapter 1. Introduction & Motivations

chamber, usually placed in the abdominal pocket, consists of a rigid case containing
a membrane that separates blood and air. An external compressor cyclically changes
the internal volume of the pump chamber through a pneumatically-driven expansion
of the membrane, thereby propelling the blood by positive displacement (see Figure
1.7, left). The resulting stroke volume is fixed. Hence, the pump rate must be adjusted
to modulate the LVAD output.

The first successful implantation of a long-term pulsatile flow LVAD was performed
in 1988 [163]. A few years later, in 1994, a similar prototype, the Thoratec pneumatic
VAD (pVAD), received for the first time the approval for BTT from the Food and Drug
Administration (FDA) [94]. Subsequently, it has been in clinical use for over 20 years
and implanted in overall 4000 patients [94]. With respect to other devices, pVAD
allows patients to be discharged home with the device in place. This technology
further evolved in HeartMate XVE (Thoratec Corp), or HeartMate I (HM1) [184],
that quickly became the new LVAD standard for BTT worldwide for 25 years [94].
In 2001, the Randomized Evaluation of Mechanical Assistance for the Treatment
of Congestive Heart Failure (REMATCH) trial [156] randomized 129 patients with
AHF, who were not candidates for cardiac transplantation to receive either Optimal
Medical Management (OMM) or HM1 implantation. This study showed that survival
at 1 and 2 years was 52% and 23%, respectively, in the HM1 group, against 25% and
8% in the OMM cohort [247, 172]; also, HM1 group showed a reduction of 48%
in risk of all cause mortality compared with OMM group [94]. Such results led to
FDA approval of the HeartMate XVE as the first VAD for DT. Other examples of
first generation LVADs are the AB5000 blood pump (ABIOMED) [251], implantable
VAD (iVAD, Thoratec) [25], Novacor (World Heart) [272], and LionHeart LVD2000
(Arrow International) [202].

Even though they achieve a volume flow rate of up to 10 l/min, first generation LVADs
are rarely used due to the large volume of the device, that makes implantation difficult
and increase the risk of infections. For instance, the size of HM1 requires that the
Body Surface Area (BSA) of the patient is higher than 1.8 m2, thus excluding most
children and small adults from potential application [172]. In addition, these devices
show also high incidence of malfunction, many bearings, high working noise, and
a lower pulsation than the one of the native heart [6]. The resulting durability of
pulsatile LVADs reach 2 years.

1.2.3.3 Second generation LVADs

The second generation devices are continuous flow (CF) axial rotary pumps, where
blood is propelled by a rotating impeller suspended in the blood flow path by me-
chanical contact bearings (Figure 1.7, right). These devices are defined axial flow
blood pumps because the rotor imparts tangential velocity and kinetic energy to the
blood, resulting in generation of a net pressure rise across the pump [172]. Rotary
pump flow is directly proportional to rotor speed - around 6000-15000 rounds per
minute (rpm) [181] - and inversely proportional to pressure difference between the
inlet (pre-load) and outlet (after-load) [205]. With respect to pulsatile displacement
pumps, second generation LVADs do not include inner valves and they eject blood
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Figure 1.7: Comparison of a volume displacement (HeartMate XVE LVAD, left) and an
axial flow rotary pump (HeartMate II LVAD, right). Figure comes from [246].

flow in a continuous regime. Axial pumps are characterized by a smaller size, that al-
lows a simpler placement below the diaphragm or, more recently, in the preperitoneal
space [3], with no need of creating an abdominal pump pocket during implantation
(see Figure 1.7, right) [6]. This results in less surgery trauma, faster recovery and
reduced risk of infections. Furthemore, they show lower energy requirements, lower
operation noise, lower incidence of device failure and higher durability [6, 94].

The first example of CF pump is the HemoPump, developed in 1988 to treat cardio-
genic shock [181]. It was a percutaneous catheter-mounted rotary pump that opened
the research to more advanced CF pumps for medium- and long-term therapy. Hence,
the first in-human implantation of a CF VAD, the DeBakey LVAD (MicroMed) [166],
was held in 1998 for end-stage HF. HeartMate II (HM2, Thoratec) [137] is the most
used axial flow LVAD, with a number of implantations up to 10 times higher than in
other CF devices and counting over 10000 patients worldwide. Indeed it has received
approval for BTT in 2008 and for DT in 2010 [181]. Clinical trials of HM2 showed
significant improvement with respect to pulsatile HM1, with a 68% survival at one
year (against 52%) and 58% survival at two years (against 24%) [94]. Other second
generation LVADs are HeartAssist 5 (MicromedCardiovascular) [67] and Jarvik 2000
FlowMaker (JarvikHeart) [302].

However, CF rotary pumps caused complications related to the exposition of blood
to nonphysiologic high shear stresses. Indeed, the high speed of rotor and the
narrow gaps (50-500 µm) may result to shear stresses higher than 1500 Pa, while
physiologic thresholds are around 2-8 Pa [18]. Such stress conditions may end in
blood trauma, e.g. degradation of Von Willebrand Factor (VWF) protein, platelet
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activation, and hemolysis. Also, the presence of guide vanes facilitate blood clotting
in area of stasis and, hence, pump thrombosis. Furthermore, the non-pulsatile ouput
of CF LVADs leads to diminished pulsatility, increased pressure gradients on aortic
valve and decreased compliance in smaller arteries [64]. Thus, with respect to first
generation pulsatile devices, CF LVADs show a lower rate of left ventricular recovery
and an increase in adverse events such as gastro-intestinal (GI) bleeding, aortic
insufficiency, and stroke [6, 64, 179]. Thrombus formation is normally prevented via
anticoagulation therapies, but increasing the risk of gastro-intestinal bleeding [183].

1.2.3.4 Third generation LVADs

The third generation of LVADs consists of CF centrifugal rotary blood pumps, that
differ from the axial LVADs because they accelerate blood circumferentially, in a
direction perpendicular to the flow coming in from the left ventricle (see Figure
1.8) [6]. In addition, unlike in second generation designs, the rotor is suspended
in the blood flow path with non-contact bearing design, using either hydrodynamic
levitation, like VentrAssist (Ventracor) [301], or magnetic levitation, like DuraHeart
(Terumo) [210], or a hybrid system, like HVAD (HeartWare) [286]. Hydrodynamic
levitation of the rotor derives fromfluid lifting forces in thin blood layers separating the
impeller from the pump housing; while magnetic levitation is achieved by employing
permanent repelling magnets in the rotor and the pump housing. Thus, by avoiding
any mechanical contact, these systems reduce shear stress, device wear, frictional
dissipation and heat generation, thereby increasing device lifetime and reliability [6,
181]. As a result, even though centrifugal pumps are slighly larger than axial pumps,
they are more suitable for long-term support, thanks also to lower speed of rotation
(1800-4000 rpm), higher hydraulic efficiency, and lack of stationary vanes [181].
In addition, they present an anatomical suitable geometry that allows pericardial
placement and, consequently, less invasive surgery [273].

Figure 1.8: Comparison of structure and mechanics inside axial (left) and centrifugal (right)
rotary pumps. Images taken from [246].

HVAD and HeartMate III (HM3, Thoratec) [41, 7, 227] are the most common third
generation LVADs.

HVAD is deemed to be versatile and reliable device, also suitable for different clinical
scenarios, including biventricular support. It reaches 10 L/min at low rotational
speed, i.e. 2400 rpm [181]. It received approval for BTT in 2012, and for DT in
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2017 [181]. Clinical performance of HVADwas studied in the HeartWare Ventricular
Assist System as Destination Therapy of Advanced Heart Failure (ENDURANCE)
trial [203, 218], where 446 patients were randomized to have either HVAD or HM2
treatment. In this study, HM2patients underwentmore LVADmalfunctions or failures
requiring device replacement (16.2% vs. 8.8%), while the stroke rate was higher in
the HVAD group (29.7% vs. 12.1%) [203]. Overall, HVAD appeared to be more
durable than HM2.

HeartMate III presents a fully magnetically levitated rotor, with wide blood flow
conduits and no mechanical bearings. Such design minimizes shear forces, wear
on moving component and heat generation. In particular, HM3 introduces a CF
pulsation algorithm to generate artificial pulse, by varying rotational speed from
3000 to 9000 rpm every 2 s [7, 181]. The artificial pulse mode prevents stasis
and increases washing within the flow path of the blood pump [129]. As a result
of the new engineering design and the artificial pulse algorithm, HM3 presents
lower risk of gastro-intestinal bleeding, thrombosis, and aortic insufficiency, and
may allow myocardial reverse remodeling [7, 239]. HM3 was approved in 2016
for BTT, and in 2018 for DT application [181]; but also short-term support with
HM3 can be performed. In 2016, the Multicenter Study of MagLev Technology
in Patients Undrergoing Mechanical Circulatory Support Therapy with HeartMate 3
(MOMENTUM 3) [200] showed a superior outcome in HM3 patients than in HM2
patients, with significant improvement in incidence of stroke, thrombosis, bleeding,
and ventricular arrhythmias, and decreased hospitalization and care costs [199].

A recent study from EUROMACS [259] compared the performance of HVAD and
HM3. In this study, the two LVADs showed similar survival, but HM3 cohort showed
lower incidence of adverse events, such as stroke, pump thrombosis, and blood trauma.
Driveline infections were more common in HM3 [199].

The classification of the LVADS is reported in Figure 1.9, which summarizes the
strong and the weak points for each generation.

1.2.4 Limitations of LVAD application

Nowadays, the most common implanted LVADs to treat advanced HF are HeartMate
II, HVAD and, more recently, HeartMate III. Indeed, they have shown important
outcomes in ventricular function support and recovery, with a device durability that
can last over 10 years [181]. However, despite the many technological advancements
through the last fifty years, the incidence of LVAD-related complications and adverse
events is still significantly high and can affect the long-term outcome of the patients.
For this reason, their implantation is still limited to the most severe cases of acute
and chronic refractory HF and patient selection is a crucial factor to determine
the success of LVAD therapy. Indeed, independently of the surgical implantation
approach, several risk factors have been identified for early mortality after LVAD
implantation, such as advanced age, female gender, smoking, high body mass index,
INTERMACS level 1 or 2, renal or liver failure, and other concomitant cardiac
procedures [181, 220].
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Figure 1.9: Summary of characteristics, disadvantages and examples for each pump genera-
tion. Inspired on the review from [6].

Themost common complications following LVAD application are bleeding, infection,
right ventricular failure, and blood-related and neurological adverse events.

The risk of internal bleeding depends on the surgical technique and on the anticoag-
ulant therapy, with very variable incidence going from 0 to 45% [181]. Bleeding can
occur in different locations, such as at pump connections, grafts in the conduits, and
on mucosal surfaces, particularly in the gastro-intestinal (GI) tract [183]. Rate of GI
bleeding are higher in the upper GI tract, than in the lower GI tract. GI bleeding, with
a reported incidence in CF LVADs of 6-35% [181], was very rare in first generation
pulsatile pumps. Indeed, it is thought that the impellers in rotary CF pump degrade
the Von Willebrand Factor (VWF) protein, causing the so-called Von Willebrand
Syndrome, that increases the likelihood of GI bleeding [289]. However, in the recent
years, the increasing experience with second and third generation devices led to a
reduction in GI bleeding rates and consequent mortality [94].

The percutaneous driveline, which links the implanted pump with the external power
source, constitutes a source of entry for bacteria from the external environment into
LVAD interior [181]. Although the most common site of infection is the driveline
cable itself, occurring in the 5-55% of cases, mostly during the first month, the
infection can also develop in different locations of the LVAD circuit, such as the pump
pocket or the cannulae [94]. In the latter cases, device explantation is mandatory,
while antibiotics are administrated to suppress the infection. Possible non-durable
MSC (e.g. Impella) could be considered for critical patients. Infections, ultimately
leading to sepsis, represent the third most common cause of death of LVAD patients
within the first year [183].

Right ventricular failure (RVF), occurring in 15-40% of LVAD patients [183], is
the most undesired post-implant complication, because it is highly associated with
increased peri-operative and short-term mortality [94, 181]. It results in septal
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shift, increased right ventricle pre-load, and decreased right ventricle contractility,
ultimately causing a decrease in the LVAD flow. When RVF emerges in the operating
room, specific solutions, such as RVADs, BiVADs or TAHs, may be considered. The
right ventricular stroke work index (RSWI) can be used to predict the likelihood of
post-operative RVF from echocardiography results [94].

Another class of LVAD complications are the blood-related adverse events, also
called hemocompatibility-related adverse events. In the context of LVADs, the term
hemocompatibility generally refers to the clinical impact on blood of the biophysical
interactions occurring at the device-blood interface [18]. Hemocompatibility-related
adverse events are essentialy two:

• Hemolysis. It corresponds to the rupture of the red blood cells caused by intense
stress conditions inside the blood pump. For instance, in CF rotary pumps high
shear stress levels are generated by the impeller blades, especially at the tip and
at the outer edge, where clearances are small and velocity is maximum [205].
The lysis of the erythrocytes’ membrane leads to the release of the hemoglobin
in plasma and, consequently, to poor oxygenation of the end-organ tissues.
Large concentration of plasma-free hemoglobin can ultimately cause kydney
dysfunction and multi-organ failure. While the physiologic range of stresses
in the cardiovascular system is around 0.1-10 Pa [20], the reference thresholds
found in literature for critical hemolysis are fixed at 150 Pa [160, 106] or 300
Pa [20]. Nonetheless, another essential factor for hemolysis mechanisms is the
exposure time to stress. Indeed, it was shown that even peak stresses of 1000
Pa did not produce significant levels of hemolysis, provided that the exposure
time was sufficiently short (e.g. below few milliseconds) [20]. Hemolysis
incidence is around 10-18% in axial devices [241], while the employment of
non-contact bearing technology had significantly reduced hemolysis rates in
the third generation devices [205].

• Pump thrombosis. In the cardiovascular system, thrombosis represents the for-
mation of clot (or thrombus) by platelets as part of the hemostatic mechanisms
activated in case of vessel damage in order to prevent unnecessary bleeding.
When these mechanisms are reproduced inside the pump chamber or in the
LVAD cannulae, we refer to pump thrombosis. Pump thrombosis compromises
the LVAD function and, in case of detachment from LVAD surfaces, the free
thrombus can circulate in the blood stream and occlude a vessel (thromboem-
bolism), potentially causing end-organ failure and death. Pump thrombosis
originates from a complex and variegated set of biophisical processes, that are
favored in regions with high shear stress, with flow recirculation or stasis, or
at blood-contacting surfaces with low hemocompatibility. In particular, pump
thrombi are divided in red thrombi, rich of erythrocites, that form in regions
with flow stagnation, and white thrombi, rich of platelets, that are associated
with turbolent flow [183]. The platelet potential for aggregation is thought to be
activated at shear stress higher than 50 Pa [147, 106], while they tend to deposit
in regions with low shear stress (e.g. below 0.1-1 Pa) [285]. Also, the Von
Willebrand Factor protein, that mediates to platelet adhesion to pump walls,
is activated at shear stress higher than 9-20 Pa [257, 106]. Pump thrombosis
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has an incidence of 2-11% and requires LVAD replacement [94]. Continu-
ous clinical monitoring together with an adequate anticoagulant therapy are
fundamental to prevent pump thrombosis in CF devices.

Hemolysis and pump thrombosis are actually highly correlated and, for instance,
pump thrombosis is monitored by controlling typical hemolysis biomarkers, such as
plasma free hemoglobin concentration and haptoglobin [181].

Neurological LVAD-related adverse events include ischemic stroke, hemorrhagic
stroke, transient ischemic attack. The INTERMACS annual report [165] indicates
that the risk of stroke increases in case of prolonged term support, with an incidence
of 7%, 11% and 17% at 6, 12 and 24 months, respectively. Another study showed
that a systolic pressure higher than 100 mmHg is associated with a 2.5-fold higher
risk of stroke, with an increase of 19% with every increment of 5 mmHg [183].
Analogously, the stroke risk significantly reducedwhenmean arterial pressure (MAP)
was maintained below 90 mmHg [183].

Other adverse events to LVAD implantation are aortic regurgitation, ventricular ar-
rhythmias, hyperthension, and device stoppage or malfunction [183, 94].

Figure 1.10: Potential vascular complications in patients with CF LVAD support. Figure
taken from [39].

Thus, the control and the prevention of all such complications is very challenging
in modern continuous-flow pump applications. Indeed, clinicians have to find the
patient-specific optimal speed of rotation of the operating rotor: low velocity may
result in continued HF, end-organ dysfunction, and pump thrombosis; while high
speed can lead to hemolysis, right ventricle failure, ventricular arrhythmias, and
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VWF syndome [94]. Furthermore, since most of these CF pumps are operated at
a single fixed pump speed, their clinical use results in a reduction of patient pulse
pressure, potentially favoring vascular complications [179], such as GI bleeding,
pump thrombosis, aortic valve insufficiency and stroke (see Figure 1.10). In the
recent years, LVAD companies have developed pulsation algorithms for rotary pumps,
as for HeartMate III [7], with the aim of improving wash-out [18], but the LVAD
pulsation algorithms currently used clinically do not restore a physiologic pulse
[58]. Finally, current commercially available LVADs lack of systems for physiologic
control to automatically adjust operating conditions depending on preload, afterload,
intracardiac dynamics, or metabolic demands.

In the next generation of LVADs, hemocompatibility is thought to be the major way
for improvement either by optimizing the pump design, as in EvaHeart 2 [313], or
by proposing novel pulsatile flow mechanisms, as in TORVAD [126] and in WMBP
[39]. Moreover, wireless solutions for LVAD functioning, with internal power source
and a transdermic charging process, are under study, to significantly reduce the risk
of infections [181].

1.3 Role of simulations in cardiovascular applications

1.3.1 Modeling approach in the cardiovascular system

Mathematical modeling and numerical simulations are valuable tools in the field of
cardiovascular medicine, allowing to better understand the complex processes in-
volved in cardiovascular diseases and support clinical decisions in treatments and
surgical procedures [266, 238]. In particular, numerical simulations can represent
for clinicians a non-invasive source of detailed quantitative information, that is com-
plementary to the clinical data coming from medical imaging (e.g., X-ray, computed
tomography, magnetic resonance) and other diagnostic tests [238]. Indeed, a virtual
representation of the blood dynamics in the heart or in a vessel, properly parametrized
with respect to available patient data, allows to investigate potential critical regions
characterized, e.g., by high vorticity, turbolence, or anomalous wall shear stress [280].
Therefore, the numerical model can be a patient-specific predictive tool that can be
employed to anticipate potential pathological conditions or optimize a personalized
medical treatment [280].

Owing to the multiphysic and multiscale nature of the cardiovascular system, the
related mathematical models are highly coupled and their solution can be very chal-
lenging. Typically, such coupled models are the result of the integration of multiple
stand-alone core components that describe specific sub-parts of the system. For
instance, modeling the blood dynamics in the arterial system requires to solve two
sub-problems: the blood dynamics in the vessel (fluid sub-problem) and the de-
formations of the vessel itself (structure sub-problem). The coupling of these two
sub-components rises from the mutual exchange of energy between the blood and
the vessel wall at their interface: as the blood exerts pressure on the wall, the latter
deforms due to the vessel compliance; as a consequence, the vessel accumulates
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potential energy, that is then transmitted on the blood in the shape of kinetic energy
[238]. Hence, this type of physical configuration can be mathematically described in
the so-called Fluid-Structure Interaction (FSI) framework [149].

In cardiovascular FSI applications, blood is normally considered as a Newtonian
fluid, i.e. with a linear relationship between internal forces and velocity gradients,
even though it is well know that it displays some non-Newtonian properties (e.g.,
shear-thinning viscosity, non-linear visco-elastic behavior of blood cell membranes,
effect of aggregation and disaggregation of erythrocites, etc.) [283, 20]. Indeed, the
non-Newtonian rheology of blood becomes relevant only in capillaries and smallest
arteries [238], where the vessel diameter is similar to the size of the blood cells,
or in low shear stress regimes (shear rate lower than 100 s−1) [65, 2]. In other
conditions, the Newtonian assumption is acceptable and the blood flow can be studied
bymeans of theNavier-StokesEquations. Instead, the vesselwall is generallymodeled
as an hyperelastic material, whose deformation depends on specific constituents
such as collagen and elastin [153]. The blood velocity and pressure and the vessel
deformations are finally coupled at the Fluid-Structure (FS) interface, where the
continuity of the velocities (kinematic coupling) and of the normal stresses (dynamic
coupling) is required [238, 31].

When we consider the heart function, the modeling process is even more complex
due to the multiple intertwined physical processes that are involved in the cardiac
system [266, 76]. Indeed, the mechanics of the myocardium, that guide the blood
dynamics inside the heart chambers and its ejection throughout the body (fluid-
structure coupling) [90, 201], derive from the electric stimulus along the cardiac
tissue (electro-mechanic coupling) [244, 180], whose propagation depends itself on
the spatial orientation of the cardiac cells (electrophysiology) [229, 306]. The com-
bination of all these aspects lead to a Fluid-Structure-Electrophysiology Interaction
(FSEI) model of the heart function [294]. In addition, a full model of the cardiac
system should consider additional aspects such as the opening/closure dynamics of
the heart valves [121, 111] and the perfusion of the heart itself [86, 219].

The numerical solution of such coupled systems can be particularly stiff, because
the solution of the different sub-problems depend on each other. For instance, in
the FSI cardiovascular problem described above, the displacement of the vessel
changes the geometry of the fluid domain, while the blood stresses influence the
vessel deformation, and viceversa. In hemodynamics, the numerical approaches for
these coupled systems are either partitioned or monolythical [238]. In partitioned
schemes [290], the fluid and structure sub-problems are solved separately, either in
one step or iteratively. In fact, the physical coupling is relaxed so that the fluid-
structure interface dynamics are splitted among the two problems and written in
the form of suitable boundary conditions. Alternatively, the monolithic approach
consists in directly solving the full coupled FSI problem, by applying an exact or
inexact Newton method to the whole non-linear system [17]. The application of one
method rather than the other depends on the specific problem at hand and on the
computational framework at disposal.

For more details on cardiovascular mathematics, we refer the reader to [238].
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1.3.2 Numerical simulations for cardiovascular medical devices

Computational simulations are playing an increasingly significant role in the indus-
trial process for the development of biomedical devices, supporting the engineers in
the optimization of device performance and reliability. Indeed, the in-silico approach
represents a low-cost and less time-consuming alternative to in-vitro or in-vivo test-
ings, which allows to predict device behavior under a variety of clinical conditions
and consequently reduce the risks of device implantantion and failure. In this way,
medical companies can integrate the input from simulations to shorten the process
for regulatory approval and meet safety requirements, to eventually bring faster new
treatments to patients.

In the following, we illustrate few examples of medical devices for cardiovascular
medicine, whose development or implantation got benefit from the computational
simulations.

Cardiac Resynchronization Therapy (CRT) is an established therapy for patients with
moderate or severe HF with reduced ejection fraction (HFrEF) that present intra-
and/or inter-ventricular conduction delay. The goal of CRT is to stimulate both
the right and left ventricles by means of a biventricular pacemaker, to reduce the
conduction delay and, ultimately, resynchronize the contraction between and within
heart ventricles. However, recent studies highlighted that 40–50% of patients do
not respond to CRT [171, 130] and that an effective reduction of conduction delay
could be achieved only provided that the pacing protocol is well calibrated on the
specific patient [83]. In this context, patient-specific simulations of the cardiac
electromechanics coupled with a pacemaker model have shown to be useful tools for
physicians to predict the patient response to CRT [212] and study the optimal device
placement and settings [171].

The Transcatheter Aortic Valve (TAV) is a biological prosthesis that replaces the
native aortic valve in patients with high-risk valve diseases. It is well known that the
prosthesis positioning is the most indicative factor for possible complications, like
paravalvular leaking or valve regurgitation [92]. However, clinicians cannot easily
predict the optimal placement, due to the large inter-patient geometric variability
and to the frequent presence of calcium deposits in pathological valves [186, 248].
Thus, having the possibility to virtually reproduce in specific patients the phases of
TAV implantation allows to optimize device selection and implantation strategy in
order to improve valve performance and ensure long-time durability [209, 28, 274,
55]. Among all, FSI simulations, which capture the mutual interaction between the
the leaflets and the blood flow, ermeged to be the best numerical approach for such
problems, because they give the opportunity to study both the loading on the valve
leaflets as well as the variation of the flow patterns in the aortic root induced by the
transcatheter valve [186, 185, 309, 19].

Stenosis is a common cardiovascular disease consisting in the narrowing of the lumen
of the vessel due to the accumulation of fatty material such as cholesterol. In case of
occlusion of coronary arteries, Coronary Arterial Bypass Graft (CABG) can be used
to restore regular perfusion conditions by creating a new flow path around the stenoted
coronary tract. Simulating the local hemodynamics can help to optimize the grafting
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configuration so that critical factors, like flow vorticity and wall shear stress rate,
are minimized and post-operative recurrence of the stenosis is avoided [237, 168].
Recent works [15, 16] showed that this kind of study can be made patient-specific
without loss of efficiency, reconstructing the specific geometry via medical imaging
and using POD-Galerkin reduced-order methods to decrease the computational cost
of the simulation.

A last example is represented by the many numerical studies about stent devices and
theirmedical applications. Stents, tipically applied in case of artery stenosis, are small
mesh tubes made of plastic or metal, which are permanently inserted in the lumen
of pathological vessels and inflated to reinstate regular physiological conditions.
In most severe cases, Drug-Eluting Stents (DES) are employed to prevent potential
reoccurence of stenosis by locally releasing a drug which chemically blocks restenosis
processes. However, since the collection of clinical evidences of DES performance
can be very expansive and poor, numerical simulations are valuable alternative tools
to investigate the mechanics, the fluid dynamics and the pharmacodynamic processes
involved in the device action and optimize the stent design accordingly [14, 292, 81].

1.3.3 State of the art of numerical studies in LVAD applications

In the field of LVAD development, numerical simulations play a major role in the
design cycle, thanks to their ability to predict the device performance in terms of
both hydraulic output and hemocompatibility. Indeed, the in-silico approach enables
important functionalities for the LVAD development, such as agile testing of the
pump designs, in-depth insight in the flow field, and prediction of the potential LVAD
complications. Over time, numerical simulations emerged to be more time- and cost-
effective than many in-vitro or in-vivo testings, overcoming a plurality of limitations
in prototype building and experimental setup [20, 21]. For instance, Computational
Fluid Dynamics (CFD) simulations allow to predict critical features within the flow
field, like regions with flow recirculation or high shear stress, that may be difficult to
detect experimentally in physical testings. These are typical factors that can cause
energy losses and favor blood-related adverse events, like hemolysis and thrombosis.
Thus, the LVAD development team can take advantage of the valuable information
coming from simulation results to predict undesired dynamics and prevent them by
properly adjusting the design of the pump.

More specifically, we can identify three main purposes of CFD modeling of LVAD:

1. predict the pressure vs. flow performance and the hydraulic efficiency of an
LVAD for a specific design, to avoid potentially high costs for manufacturing
(Sect. 1.3.3.1);

2. estimate the potential of hemolysis or pump thrombosis (Sect. 1.3.3.2);

3. optimize device design, operation or implantation, with respect to indices char-
acterizing the pump hydraulic performance and/or hemocompatibility (Sect.
1.3.3.3).
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1.3.3.1 Predicting hydraulic performance

The prediction of the hydraulic performance of the LVADs is one of the main ad-
vantages of numerical simulations, especially in the early phases of the development,
because it allows virtual testing of new designs for a wide range of operating condi-
tions, without need of fabricating the physical prototype [107].

The hydraulic performance of blood pumps is typically assessed by looking at two
factors:

i. the pump characteristic curves, which represent the relationship between head
pressure H and pump flow rate Q at fixed operating conditions (e.g., at constant
speed of rotation in a rotary blood pump). Such curves, also commonly called
HQ curves, are used to determine the hemodynamic interaction of the device
with the heart, because they describe the LVAD response to changes in pres-
sure conditions at the pump outlet (after-load) or inlet (pre-load), potentially
experienced during the cardiac cycle [131].

ii. the hydraulic efficiency, that corresponds to the ratio between the output power
and the input power. For instance, in case of rotary blood pumps, the efficiency
η is computed as:

η =
W

T ·ω
(1.1)

where W = H Q is the hydraulic power, while T and ω are the rotor torque and
angular frequency, respectively. In case of small values of hydraulic efficiency,
the energy is dissipated in vortical structures or backflows that penalize the
device performance and durability, and thus the design should be reviewed.
Although rotary pumps are usually very efficient (η > 90%) in many industrial
scenarios, the adaptations to their design for blood applications (e.g. smaller
size for better implantation, larger gaps to reduce hemolysis, etc.) lead to an
increase in friction losses and lower efficiency [267]. Hence, it was found that
in most VADs the best values of hydraulic efficiency range from 40% to 70%
[131].

In particular, the shape of the pump characteristic curve represents a fundamental
design goal during the design process of a blood pump. Indeed, HQ curves are
divided in two groups: steep HQ curves, with low pressure sensitivity, and flat HQ
curves, with high pressure sensitivity. Figure 1.11 reports the examples of a steep HQ
curve from the HeartMate II axial pump (left) and a flat HQ curve from the HVAD
centrifugal pump (right). We remind the reader that in pump systems, since the head
pressure corresponds to the adverse pressure difference between at the pump outlet or
inlet, the generated flow must decrease as the head pressure increases. Specifically,
steep HQ curves are more stable with respect to pre-load or after-load pressure
perturbations, but span a smaller range of flow rates. Hence, the rotational speed of
the impeller has to be actively increased to obtain a significant flow augmentation.
Active physiologic speed control algorithms have been proposed by many authors
[205, 133], but not transferred to clinical practice yet. On the contrary, flat HQ
curves show high variations in pump flow to small changes of pump pressures. This
behavior results in a passive adaptation of the flow output to the possible variations
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in arterial or systemic circulation (passive control mechanism) [131] and in a higher
flow pulsatility [205], similarly to the way the native ventricle normally works. As a
consequence, the HQ curves provide also relevant information about the likelihood of
suction events or hyperthension [205, 133]. Previous work from Graefe et al. [131]
indicated that the pump characteristic curve can switch from steep to flat, depending
on the design of the flow-guiding structures, such as the blades of the rotor.

Figure 1.11: Characteristic pump HQ curves of axial flow pump HeartMate II (left) and
centrifugal flow pump HVAD (right). Figure taken from [205].

In many computational studies [217, 62, 225], characteristic pump curves can play an
important role in the parametrization and the validation of the numerical approach.
Indeed, once the device is already fabricated, HQ curves are typically derived experi-
mentally by in-vitro testings, by exposing the device to different hydraulic resistances
and measuring the generated flow rate. In most cases, this is done in a Mock circu-
latory loop, a flow-loop system made of tubes and reservoires that is constructed to
mimic the human circulatory conditions.

In view of the model validation, the experimental HQ data curves can be compared
with the simulation results obtained at analogous hydraulic conditions, in order to
check that the numerical model reproduces well the pressure sensitivity of the device.
Such validation approach is represented in Figure 1.12, where the experimental and
CFD results are plotted together with a hdyraulic efficiency map, for the optimized
axial Streamline pump studied in [49]. A further example of model validation is
represented by [262], where they compared the numerical HQ results for different
turbolence models with experimental data and found out that the Stress-Blended
Eddy Simulation (SBES) turbulence model was more accurate than the standard k-ω
turbulence model. However, other authors [287, 275] suggest to additionally check
the velocity distribution by means of particle image velocimetry, by looking at the
flow field profiles in specific pump areas, such as at the entrance of the inlet or at the
leading edge of the spinning blades.

Although CFD simulations are excellent tools to predict hydraulic performance and
provide in-depth insight on the internal flow dynamics, they are also characterized by
high computational cost and simulations can last for long time in complex scenarios.
However, in such cases, there exists an alternative computational approach based on
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Figure 1.12: Plot of HQ experimental curves for different rotational speeds and CFD results
from [49], with additional hydraulic efficiency indication.

lumped parameter models [300, 132] that are able to rapidly provide quantitative
input-output information of the pump performance for different operating conditions.
For instance, the computational cardiorespiratory simulator coupled with an LVAD
model, proposed by Fresiello et al. [108], was used to test LVADs performance during
physical exercise [132].

1.3.3.2 Modeling approach for hemocompatibility

Computational simulations enable also mathematical estimates of the blood dam-
age generated in the blood pumps, in order to assess device hemocompatibility. As
explained in Section 1.2.4, the main issues that undermine LVAD hemocompatibil-
ity are hemolysis and in-pump thrombosis, that are both linked to unphysiological
hemodynamic-generated stresses in the flow field. As a matter of fact, the complex
processes that cause blood damage are not fully understood and nowadays there are
no established methods to obtain reliable and accurate evaluations of hemolysis or
thrombosis in large-scale flows [131]. This is also partially due to the very high
computational cost of simulating the effect of blood flow on the singles blood cells.
Nonetheless, there exist alternative approaches that may be sub-optimal in evaluation
accuracy, but that can provide valuable information on blood damage at manageble
computational cost.

Hemolysis, corresponding to the rupture of the red blood cells, is the results of pro-
longed exposition of erythocites to extremely high stresses. This eventually leads to
the release of hemoglobin in plasma and to a shorter lifetime of the erythrocites. The
ratio of plasma-free hemoglobin to the total hemoglobin defines the Index of Hemol-
ysis (IH). A more clinically acceptable value is the Normalized Index of Hemolysis
(NIH), that is calculated as

NIH = IH (1 − Hct) κ, (1.2)
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where Hct is the hematocrit, equal to 45% in physiologic condition, and κ is the
hemoglobin content of blood, equal to 150 g/l in a healthy person.

It has been shown that the index of hemolysis is highly correlated with two main
factors: the fluid stress σs and the exposure time to stress τs [29, 278]. Thus, a
first investigation on the hemolysis risk in a blood pump can be directly carried
over by deriving related quantities from the flow results of CFD simulations. The
stress conditions in the pump can be analyzed by computing the maximum and the
volumetric distribution of a suitable scalar representation σs of the instantaneous
fluid stress tensor. In most numerical studies, this stress value, that should include
both shear and extensional components [89], corresponds either to the fluid stress
rate [223, 12] or to a measure of the internal structure stresses (via the so-called
Von Mises stress) [30, 20, 106, 174]. Although there is no consensus in the LVAD
community for a unique reference value, the standard critical threshold of blood
stress for hemolysis ranges from 100 to 650 Pa [106, 127, 245]. Furthermore, some
works [106, 223] proposed to estimate the residence time of blood cells, as surrogate
quantity to exposure time τs, as the ratio between flow rate and the pump flow volume.
However, this CFD-based approach is not exhaustive because blood trauma is related
to the combination of these two quantities (that should not be studied independently)
and to the stress history, i.e. the accumulated damage of the red blood cells during
their transition through the pump [12, 20].

Empirical studies [29, 89, 278] indicated that the index of hemolysis IH can be
predicted using a power law distribution, based on stress σs and exposure time τs:

IH = C σa
s τ

b
s , (1.3)

with C, a and b being constant parameters. For instance, the empirical values
proposed by Taskin et al. [278], which minimized the difference against numerical
results, were C = 1.21 · 10−5, a = 2.004 and b = 0.747.

Stress-based hemolysis models [223] can be derived by integrating in Eq. (1.3) in
time and space the power law, with the scalar stress σs defined with respect to the
intantaneous shear rate G f as

σs = µ f G f . (1.4)

In the integration process, there are two different approaches, the Eulerian and the
Lagrangian approach. In the former case, a convection-diffusion-reaction equation is
solved to compute a linearized version of IH as a variable field in the flow domain;
in the latter case, IH is integrated along simulated trajectories of particles passing
from pump inlet to pump outlet. In principle, since it takes into account the stress
history, the Lagrangian approach is preferred to the Eulerian one, provided that the
number of valid pathlines is sufficiently high to span almost all pump domain [12,
106]. However, this method is computationally very expensive, while the Eulerian
approach is more practicable and automatically computes the hemolysis index in the
whole domain [279, 131].



1.3. Role of simulations in cardiovascular applications 27

Figure 1.13: Shear rate and Normalized Index of Hemolysis in a simplified centrifugal blood
pump domain using stress-based model (above) and strain-based model (below). Results are
taken from computational work [223].

However, stress-based models rely on the assumption that the stress causes an in-
stantantenous deformation on the target red blood cells, that actually violates the
viscoelastic nature of these cells [223, 296, 139]. Therefore, a more advanced hemol-
ysis model is the strain-based hemolysis model [12, 20, 117], that considers actual
cell deformation and cell aging. In this approach, the effective shear rate considers the
viscoelastic deformation of the erythrocites, that are assumed to behave as droplets in
high shear flow [13]. Hence, denoting by Ge f f the effective shear rate, in strain-based
models the scalar stress σs is computed as

σs = µ f Ge f f = µ f
2 f1 D

f2
(
1 − D2) , (1.5)

where µ f is the blood viscosity, D is a geometric measure of droplet distortion, and
f1 and f2 are experimentally-based constants [12].

Results of stress-based and strain-based hemolysis models can differ significantly.
For example, a comparative study in a centrifugal blood pump [223] highlighted that
stress-based hemolysis generally overestimates the blood damage. Indeed, at flow
rate of 5 l/min, the maximum NIH is equal to 0.33 g/l when the instantaneous shear
rate is considered, while it amounts to just 0.00069 g/l when the effective shear rate
is adopted (see Figure 1.13). Moreover, the distribution of IH is also very different:
in the stress-based model, the highest damage is located at the circumference of the
pump chamber, where there are peaks of velocity and stress, even though for very
short exposure times; instead, in the strain-based model, hemolysis index is higher at
the center, where the angular velocity is lower, but the exposure time is much longer
[223].



28 Chapter 1. Introduction & Motivations

Although pump thrombosis is considered a more severe LVAD adverse event than
hemolysis, because it can lead to stroke, pump-replacement surgery or, in case of
thromboembolism, to sudden death, there are still many open questions about throm-
bogenicity and few established numerical methods to predict pump thrombosis [131].
Indeed, thrombosis is a complex phenomenon, that is still not completely under-
stoood, in which a combination of interrelated biochemical and hemodynamic factors
result in several cascade reactions causing platelet activation, deposition, aggregation,
and stabilization [311]. In addition, experimental data on thrombus formation and
deposition are very challenging, both in in-vitro and in-vivo testings [131]. Neverthe-
less, it is thought that the relation between flow patterns and thrombogenicity is the
following: the potential for thrombus formation (Von Willebrand factor degradation,
platelets activation, thrombin and fibrine production, etc.) is triggered in flow regions
with high shear stress and long exposure time (as for hemolysis), while thrombus ag-
gregation and deposition tend to occur in low shear and stagnation areas, on blood
contacting surfaces with low hemocompatibility [20, 257, 235, 261].

Thus, numerical simulations recently emerged to be a promising approach to improve
device thromboresistance by means of tailored design optimization. Several CFD
studies [282, 178] aimed at identifying regions for potential thrombosis adhesion
with locally stagnant flow and low stresses and compared the numerical results
with experimental measurements. As for hemolysis, both Eulerian and Lagrangian
approaches are possible to analyze the residence time within the pump [95, 208]
and the pump design can be updated accordingly to maximize LVAD washout [192].
In particular, Girdhar et al. [123] introduced a new methodology, called Device
Thrombogenicity Emulation (DTE), that combines in-silico and in-vitro approaches
to optimize antithrombotic LVAD performance.

Modeling of thrombus formation and deposition mostly developed in simple scenar-
ios. For instance: Wu et al. [312] numerically studied the Von Willebrand factor
(VWF)-mediated platelet shear activation and deposition in an idealized stenosis; Os-
una et al. [216] specifically studied the role of erythocites-thrombocites interactions
in platelets margination and activation in the LVAD ouflow graft and in the aortic
arch region; Goodman et al. [128] predicted thrombus growth and thromboemboliza-
ton in low-shear devices, like hemodialyzers or blood oxygeneators. Such models
are typically based on a system of coupled convection-diffusion reaction equations,
that describe multiple biochemical processes to predict velocities, concentrations of
thrombus agents, VWF and platelet activation rates, platelet transport and deposition.
In these CFD studies, blood is treated as amixture comprised of a fluid component and
a porous solid component representing the growing thrombus. In particular, Antaki et
al. [311, 310] applied an Eulerian approach for the first time in a real LVAD, the axial
HeartMate II, to study specifically the processes of thrombus initiation, propagation,
and stabilization. The patterns of deposition predicted with such model agreed well
with the clinical observations [310].

1.3.3.3 CFD-based LVAD optimization

Starting in the 1990s with the first numerical studies carried out in simplified pump
models [221, 230], CFD modeling has had an increasing impact in the development



1.3. Role of simulations in cardiovascular applications 29

process of rotary blood pumps, primarily in view of the optimization of the device
design. Indeed, it has been estimated that the CFD-based design approach shortened
the overall design time frame from an order of years to months [49]. Nevertheless, the
optimization process of LVADs design can be very challenging because it can address
multiple interdependent geometric parameters. In rotary blood pumps, the geometric
features of interest can refer to the pump impeller, comprising its rotating blades, the
rotor-bearing system, or the inflow and outflow grafts. Moreover, the optimization
process is typically driven by multiple objective functions, often competing against
each other, that address both the hydraulic performance and the hemocompatibility
of the device. Notice that at the same time the variations of the geometric parameters
has to be compliant with size constraints, that guarantee device miniaturization to
facilitate device implantation.

The core of rotary blood pumps is the impeller, that converts mechanical power
into hydraulic power, resulting in an increase in flow and head pressure. It is well
known that the rotor spins at elevated velocities, that expose blood to non-physiologic
shear stresses. For this reason, many numerical studies aimed at the optimization
of geometric features of the impeller to improve hemocompatibility without losses
in hydraulic performance. Among these works, we mention the following ones:
Wiegmann et al. [303], Ozturk et al. [217], and Kannojiya et al. [160] investigated
the influence of several design parameters (e.g. number of blades, blade width,
blade angle, clearance gap, housing configuration) on the hemocompatibility of a
centrifugal pump, looking at maximum stress, volumetric stress distribution, flow
recirculations, and hemolysis index; Liu et al. [177] specifically studied the effect of
the gap between the rotor blades and the housing of an axial pump, that has shown to
highly influence local maximum velocity, shear stress, and exposure time; Wu et al.
[308] proposed the introduction of a set of secondary blades located along the back
of the rotor of miniature centrifugal blood pump intended for pediatric use, to reduce
the retrograde flow in the back clearance gap; Fraser et al. [105] studied the effect
of the impeller axial position in a magnetically levitated blood pump; and, finally,
Ghadimi et al. [119] performed a shape optimization study on HeartMate III, by
varying geometrical features such as inlet and outlet radius, blade angle distribution,
or volute cross-section area distribution.

An innovative study fromGirdhar et al. [123] performed a design optimization process
driven exclusively by the maximization of the device thromboresistance. The authors
used the Device Thrombogenicity Emulation (DTE) strategy that combines numerical
simulations with experimental measurements by correlating the predicted hemody-
namics with platelet activity coagulation markers. In a Lagrangian-based approach,
the predicted cumulative stress was computed along many platelet trajectories and
the related probability density function was derived to represent the ‘thrombogenic
footprint’ of the device. Starting from the design of DeBakey LVAD, an iterative
procedure finally led to an optimized antithrombotic design, called HeartAssist 5
LVAD, that minimized stress accumulation (see Figure 1.14). The platelet activity
in HeartAssist 5 LVAD was found to be an order of magnitude lower than in initial
DeBakey design, proving the potential of the novel DTE approach in reducing device
thrombogenicity.

Other works focused specifically on the design of the rotor-bearing system. Second
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Figure 1.14: Comparative results of cumulative stress in DeBakey LVADandDTE-optimized
HeartAssist 5 LVAD. Figure taken from [123].

generation LVADs (typically axial rotary pumps) use contact bearings to balance
the hydraulic load on the rotor, that may be due either axial or radial forces or to
tilting. In third generation devices (typically centrifugal rotary pumps), a contactless
bearing system is preferred and the hydraulic load is compensated by hydro-dynamic
or magnetic bearing components. CFD modeling was a crucial tool to guide the
transition from second to third generation LVADs. Burgreen et al. [49] studied
a novel axial flow blood pump equipped with a magnetically suspended rotor. The
main goal of the study consisted in improving hemocompatibility of blood-contacting
surfaces, considering both insight on shear-induced hemolysis as well as surrogate
functions describing thrombosis potential. The CFD-based design strategy involved
closely coupling a Navier-Stokes solver to a parameterized geometry modeler and
advanced mesh movement techniques. Song et al. [270] extended this study by
analyzing the hydraulic loads under highly transient conditions. Indeed, the axial
force on the rotor was estimated to vary from 3.5 to 5.5 N during the heartbeat [131].
A similar analysis has been subsequently carried over in centrifugal blood pumps by
Salvatori and Della Gatta [249], who additionally discussed the effect of leakage flow,
operating mode and wear conditions on axial thrust.

In addition to design optimization, another goal of numerical studies in LVAD sys-
tems is to investigate the interplay between the operation of modern continuous-flow



1.3. Role of simulations in cardiovascular applications 31

devices with the pulsatile-based cardiovascular system. A comparative study from
Chen et al [62] analyzed the performance of four clinical CF VADs, two axial pumps
and two centrifugal pumps, under clinically relevant pulsatile flow conditions. The
axial VADs showed higher mean wall shear stress and scalar stress, but the residence
time of the centrifugal VADs was much longer because of the larger volume of their
pump chamber. At fixed pump speed, the hemolysis indexwas greater at low flow rate,
due to longer exposure time to shear stress compared with at high flow rate. Scardulla
et al. [255] performed patient-specific CFD simulations in the main arteries of the
gastro-intestinal tract of LVAD patients, to study the hemodynamic alterations due
to continuous-flow support in terms of wall shear stress and predict the potential of
vessel bleeding.

Pulsation algorithms in CF LVADs, based on the modulation of rotor speed during
the cardiac cycle, have been proposed and implemented clinically to improve vas-
cular pulsatility and reduce related adverse events. However, computational studies
addressed this specific topic to better understand the effectiveness of these algorithms
in recreating artificial pulse. For instance, Liu et al. [179] developed a simula-
tion platform for testing the effects of different speed patterns of CF LVADs on the
ventricle and vascular system. The results showed that an asynchronous pattern
effectively increased the vascular pulsatility, but a synchronous counterpulsation pat-
tern reduced ventricular unloading and presented more physiologic hemodynamics.
In another study from Chen et al. [63], an asynchronous pulsation algorithm was
tested in the HVAD in relation to the potential variations in device hemocompatibil-
ity. The numerical outcomes did not highlight any differences in the time average
hemolysis index with and without rotor speed modulation, indicating that HVAD in
asynchronous mode is able to restore native pulsatility without any further increase of
blood damage. Also HeartMate III operation was numerically studied in continuous
and Artififical Pulse (AP) mode by Grinstein et al. [138]. The patient-specific sim-
ulations, obtained by the coupling with a lumped parameter model for the systemic
circulation, showed that the AP modulation allowed to reach a peak flow rate of 9.84
l/min, but the overall cardiac output was 5.96 l/min, similarly to the one achieved in
continuous mode. In addition, the AP mode significantly reduced blood stagnation
in the ascending aorta: 48% of the blood was flushed out from the ascending aorta in
continuous mode, while 60% was flushed under AP operation.

In conclusion, we mention the numerical studies that addressed the optimal implan-
tation of LVADs, with the aim to reduce surgery and post-surgery complications.
In particular, some computational works studied the influence of the position of the
inflow cannula with the risk of blood stagnation and thrombosis, specifically consid-
ering the angulation of the cannula [1] or the implantation site [120]. Other studies
focused on the anastomosis between the outflow cannula and the aorta. In partic-
ular, Prather et al. [235, 236] performed numerical FSI simulations coupled with
Lagrangian particle tracking algorithm, to finally propose to adjust the LVAD outflow
cannula to direct potential thrombi away from cerebral vessels. This type of approach
has been estimated to reduce the risk of stroke by 50% [215]. Finally, Bonnemain et
al. investigated the different effects of the cannulations in the ascending or descending
aorta on the systemic circulation, using a 1D network [35], and on the local blood
dynamics in the aortic arch, using a coupled 3D-1D model [34].
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Chapter 2

Wave Membrane Blood Pumps

2.1 The partner LVAD company

The partner LVAD company of the project is a high-growth medtech company located
in Clichy, France. Founded in 2012, it counts nowadays more than 50 employees,
including experts in fluid mechanics, biology, electronics, mechanical engineering
and manufacturing. Since its creation, the company has raised more than 80 million
euros in funding, received numerous awards, and in 2021 it became part of the French
Tech 120 index, a selection of 120 French startups with the potential to become global
technology leaders in their sectors.

Its industrial activity involves the development of newmechanical circulatory support
(MCS) technologies for a large spectrum of heart failure patients, based on a novel
membrane-based pumping concept. The basic principle was inspired on the vibrating
membrane fluid circulator proposed by Drevet in 2003 [91] and subsequently em-
ployed for general pumping applications at AMS R&D (France). The final aim is to
employ a similar wave pumping technology (exclusive license agreement with AMS
R&D in 2012) in the context of implantable left ventricular assist devices (LVADs),
to overcome the limitations in hemocompatibility and pulsatility of state-of-the-art
MCS devices.

The innovative pumping technology studied at the company was applied on theWave
Membrane Blood Pumps [38, 231], orWMBPs, patented in 2018 in the United States.
A photograph of the main components of the physical device is reported in Figure
2.1, left, where the core component in white with the central hole is the elastic
membrane and the two metal parts form the pump housing. WMBP is thought to
present important advantages in terms of performance, size and costs, with respect to
the competitors currently active in the fast-growing market of cardiac assist devices.
Nonetheless, it is still not commercially available and the design of the pump is not
completely finalized.

As a consequence, the R&D department of the LVAD company continuously aims
at improving the performance of the pump, both in terms of hydraulic efficiency
and hemocompatibility. In-vitro testings are frequently performed to assess the
performance of WMBPs for different operating conditions of the device. There is a
plurality of pump characterization benches available at the company, including the
Mock circulatory loop (see Figure 2.1, right), for hydraulic and blood tests. Numerical
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Figure 2.1: Photographs of the partially disassembled WMBP (left) and of the Mock circu-
latory loop used at the partner company (right). Pictures taken from [39].

simulations are typically performed in commercial software packages, like COMSOL,
ANSYS Fluent and ADINA, to predict the behavior of the membrane or of the pump
actuator and test potential alternative pump designs. In most cases, in order to save
computational time, 2D axi-symmetric simulations are performed, taking advantage
of the overall cilindrical symmetry of the device. Recently, very promising outomes
in in-vivo implants of WMBPs have been achieved for long-term support in healthy
sheep and for short-term support in sheep with ischemia-induced heart failure [36].
Hence, the partner company is currently finalizing the clinical system, by optimizing
device durability, implantation and pulsation control algorithms, before moving to
European clinical trials to obtain the Conformitè Europëenne (CE) marking [39, 36].

2.2 A new LVAD: Wave Membrane Blood Pump

2.2.1 A biomimetic membrane-based technology

Wave Membrane Blood Pump is an implantable pump that employs a new pumping
mechanism based on the interaction of the blood flow with an undulating elastic
membrane, resulting in forward propulsion of blood. Such membrane-based technol-
ogy is said to be biomimetic, because it is inspired by the undulating motion of the
tail of marine animals: indeed, the oscillations induced on the polymer membrane
reproduce the swimmming mode of most of fishes and marine mammals. However,
the fluid-structure interaction mechanics are reversed: while marine animals propel
themselves through water, in WMBPs the membrane is fixed at one end and propels
blood towards the outlet. Being an LVAD application, the membrane has to overcome
the adverse pressure difference existing between the left ventricle (inlet port) and the
aorta (outlet port) of a failed heart. The blood flow path of a failed heart with WMBP
support is depicted in Figure 2.2.

2.2.2 Device structure

The structure of the implantable WMBP, shown in Figure 2.3, can be divided in two
main parts: the pump housing and the pump chamber.
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Figure 2.2: Representation of the implantable WMBP.

The pump housing, made of a biocompatible material (such as titanium), includes an
inflow cannula, implanted at the apex of the left ventricle, and an outflow cannula,
placed at the opposite side of the device and in fluid communicationwith the ascending
aorta via an outflow graft.

The pump chamber has a cylindrical body (volume ∼ 75 cm3) and comprises:

• an electro-magnetic actuator system. The actuator sytem, located at the center
of the pump chamber, is composed of a stationary part, consisting in the central
stator and the electromagnetic coils, and a mobile part, corresponding to a
magnet ring, which is suspended concentrically around the stator. The stator
supports the whole apparatus, being connected with the pump housing via a
fixation ring, and it hosts the electromagnet. The magnet ring is supposed to
reciprocate the magnetic field generated by the actuator coils, moving rigidly up
and down along the stator. A set of thin suspension rings, or spring rings, may
be placed above and under the magnetic ring, in order to exert an elastic resis-
tance to any radial deflections of the magnet to enforce an axially-constrained
displacement.

• a membrane assembly. It is suspended within the flow channel, displaced con-
centrically along the pump longitudinal axis. Themembrane assembly includes
two different components: a rigid membrane holder and an elastomeric wave
membrane. The membrane holder, located at the outer side of the membrane
assembly, is directly connected with the magnet ring via a plurality of titanium
posts. The flexible wave membrane is a discoidal elastic body along which
the deformation waves can propagate from the membrane holder towards the
outlet cannula. At the center, the wave membrane presents a circular orifice in
proximity to the outlet channel.

Thus, the blood flow enters through the inlet cannula into the pump chamber, it flows
around the actuator and then along the sides of the membrane holder, until reaching
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Figure 2.3: Cross-sectional view of the main components of the implantable WMBP, includ-
ing inlet and outlet channel, the actuator assembly (stator, electromagnetic coils and magnet
ring) and the membrane assembly (wave membrane and membrane holder).

a lower region of the pump, where the wave membrane is suspended. This narrow
space of the flow channel is named pump head and the delimiting walls are called
pump head flanges. Here, blood interacts with wave membrane and is finally expelled
throughout the outflow cannula. Notice that the thickness of the wave membrane, as
well as the gap distance between the pump head flanges, decreases in radial direction
going towards the outlet cannula.

The pump device is coupled with an external controller and extracorporeal power
source via a transcutaneous electric cable. The controller communicates with the
electromagnetic actuator to set the operating points of the WMBP and keeps memory
of pump performance. The power source consists of a set of external rechargeable
batteries, which can be used to supply energy to both the electromagnetic coils and
the controller for several hours. An external programmer, like a laptop or mobile
device, is used by a clinician to configure pump working parameters, like amplitude,
frequency or duty cycle of the electromagnet actuator. A scheme of the complete
structure of the LVAD system is represented at Figure 2.4, as described in the patent
of the device [38].

2.2.3 Wave membrane technology

The wave membrane technology of WMBPs is activated by an alternating current
applied to the electromagnetic coils of the actuator. The latter generates a magnetic
field with rapidly opposing poles, that drives the periodic oscillatory motion of the
magnet ring, with a certain frequency and amplitude of oscillation. Since the mem-
brane holder is mechanically engaged with the magnet ring, the excitation transits
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Figure 2.4: Functional scheme representing the interactions between the main components
of the implantable WMBP.

from the actuator to the membrane assembly. As the membrane holder starts oscillat-
ing with the magnet ring, a wavelike displacement propagates in the wave membrane
from the membrane holder towards the center, in direction of the outlet channel [101,
225]. The propagating deformation wave is accompanied by the damping effect of
the surrounding viscous fluid, due to the shape of the pump head flanges. This results
in an energy transfer from the membrane to the blood in the form of pressure gradient
and fluid flow [91]. Indeed, the resulting pressure buildup in the pump head allows to
push from the inlet towards the outlet channel. The characteristics of the generated
pressure gradient and blood flow depend on the size and the shape of the membrane,
the spacing between the pump head flanges, and the excitation parameters. Therefore,
the pump works as an energy transducer, that converts electromechanical energy into
hydraulic power.

Thanks to the transport effect of the deformation waves, WMBPs work as valveless
volume displacement pumps. Indeed, as observed in Figure 2.5, during its progressive
propagation, the wave membrane transports the blood that is enclosed in the volumes
between themembrane undulations and the pumphead flanges radially inward towards
the outlet channel. These masses of blood transported by the membrane wave are
referred to as fluid pockets. During its wave motion, the membrane may approach
to the pump flanges close enough to isolate the fluid pockets propagating towards
the outlet, thus minimizing any potential backflow towards the inlet. Therefore,
this configuration between the wave membrane and the rigid walls covers a function
similar to the one of mechanic valves in the first-generation pulsatile pumps. Notice
that, under specific operating conditions, the membrane may in principle collide with
the pump head flange, triggering potential contact dynamics; however, this point has
still to be fully investigated.
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Figure 2.5: Fluid pocket propagation in pump head region of WMBPs. Figure adapted from
[39].

2.3 Flat membrane and J-shape membrane designs

The design of the different components of the WMBP system has been revised
multiple times, to optimize pump efficiency and reduce the risk of blood trauma.
In particular, we can consider two different pump designs, showed in Figure 2.6,
that differ mostly in the membrane geometry. The first design, Design A (Figure
2.6, left), presents a membrane assembly with a planar discoidal geometry and for
this reason it is refered to as flat membrane pump design (or, concisely, flat design).
The membrane holder (orange) has an annular shape, that runs along the external
edge of the membrane disc. The remaining portion of the membrane disk (yellow)
corresponds to the flexible wave membrane. The second pump design, Design B
(Figure 2.6, right), that is more recent, shows a longer membrane holder that bends
towards the inlet up to the magnet ring (grey). Owing to the shape of the cross-section
of the membrane assembly, this design is called J-shape membrane pump design (or
J-shape design).

The two designs present differences also in the flow channel (light blue), correspond-
ing to the region between the internal pump housing and the external surface of the
actuator (central hole). In Design A, the gap between the magnet ring and the actuator
wall is thinner (smaller clearance) than in Design B. The enlargement of the clearance
gap in the J-shape design allows to reduce risk of blood damage or thrombus forma-
tion in that region. The J-shape design presents larger flow channels, to accomodate
for the longer membrane assembly, and smoother boundaries, especially nearby the
membrane holder, to facilitate blood dynamics. The additional inlet cuspid in the
upper part of Design B is thought to reduce the hydraulic resistance in the pump. The
magnet ring is also smoother and larger in Design B.

The elongation of the membrane holder towards the inlet in the J-shape design was
motivated by both hydraulic and hemocompatibility-related reasons. Indeed, the
upper part of the J-shaped membrane holder should (i) work as a flow separator,
distributing blood flow across the lower and upper sides of the membrane; (ii) reduce
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Figure 2.6: Comparison of flat membrane pump design (A) and J-shape membrane pump
design (B), with focus on the different geometries of the membrane holder (orange). In yellow,
the oscillating wave membrane.

flow recirculation near the magnet ring and the exposure time to high shear rates; and
(iii) increase the resistance to retrograde flow to improve hydrodynamic output. The
latter point was specifically investigated in in-vitro testings, measuring the hydraulic
power for different heights of the membrane holder and different frequencies of
oscillation (see Figure 2.7). The experimental results showed that the maximum
hydraulic power of the pump increases with the height of the membrane holder at
a non-linear rate, for each tested frequency of oscillation [231]. Thus, for instance,
it is sufficient to employ a 18 mm-high membrane holder to increase the maximum
hydraulic power from 1.42 W (with planar design) to 9.13 W at 120 Hz. This
means also that it is possible to reach the same hydraulic output at lower frequency
by switching to the J-shape design, thus potentially reducing blood shear rate and
increasing fatigue life of the membrane. As a result, according to the company
requirements, the range of potential frequencies of oscillation shifted from 60 − 120
Hz in the flat design to 30 − 70 Hz in the new J-shape design. Nevertheless, higher
frequencies may still be tested in the J-shape design in case of desired augmented
pump output, e.g. to reproduce systolic ejection. Instead, the stroke of oscillation,
corresponding to twice the amplitude of oscillation, is generally between 1 to 2 mm
for both designs.

2.4 Potential theurapeutic benefits of WMBPs

The wave membrane technology in WMBP is aimed at overcoming the current limi-
tations of commercially available continuous-flow rotary blood pumps, by providing
physiological pulsatile flow with a minimum risk of blood trauma.
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Figure 2.7: Measurements of the maximum hydraulic power of the pump for increasing
heights of the membrane holder, from planar design to height of 18 mm, for three different
frequency parameters (60 Hz, 90 Hz, 120 Hz). Experimental data come from the patent of
the WMBP device [231].

WMBP is able to reproduce a wide range of physiologic flow rates, potentially en-
abling the possibility to reproduce the pulsatility of the native heart [101]. Indeed,
pump performance can be modulated by the frequency at which the membrane oper-
ates, to genearate flows that can approach the flow rate of native heart during systole
(see Figure 1.3) [269]. For example, Mock loop testings showed that WMBPs can
achieve an output flow rate over 10 l/min at 100 Hz, against a physiologic pressure
difference of 80 mmHg across the pump [40].

In particular, flow pulsatility can be created by switching rapidly between levels of
pump output. For instance, when working in synchronous mode, the pump flow
rate can be increased during systole to reproduce the natural augmentation of the
cardiac output in the ejection phase; while during diastole, the LVAD output can
be decreased to limit backflow and avoid left ventricle suck down [37]. In order
to regulate the blood flow in real time, the oscillation frequency can be controlled
by a pulsation control algorithm, that is able to synchronize with the heartbeat by
sensorless detection of the native ventricle systole [269]. Thanks to the low inertia
of the wave membrane, the pump system presents a very short delay (∼ 30 ms) to the
change of operating parameters [37], allowing to adapt, almost instantaneously, the
pump performance to fit patient-specific needs (both at rest and during exercise) [39].

The pulsatility mode in WMBPs was assessed in a Mock circulatory loop and com-
pared with HeartMate II (HM2) and HVAD working in the same setup. As can be
seen in Figure 2.8, both HM2 and HVAD pumps showed a decrease in both pulse
pressure ∆P and maximum pressure curve slope dP/dt |max , with respect to the val-
ues in the simulated circulatory system of a heart failure patient. This indicates a
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Figure 2.8: Comparison of aortic pressure Figure taken from [39].

dampening of the pulsatility in these CF LVADs, resulting in a pulse pressure smaller
than 20 mmHg. Instead, WMBP restored a physiologic pulse pressure, that allows
to potentially reduce typical risks of CF pumps, such as GI bleeding or renal com-
plications [37]. The synchronization algorithm is being validated in in-vivo animal
trials [39] and the study of other pulsatility algorithms, such as counter-pulsation or
asynchronous mode, are under active investigation.

The potential improvement in hemocompatibility inWMBPs derives from two impor-
tant differences with respect to the technology used in previous LVADs. Firstly, the
wave membrane in WMBP replaces the high-speed impeller of second and third gen-
eration devices, thereby decreasing the levels of blood velocities and hydrodynamic-
generated shear stress exerted on blood cells [6]. Indeed, it has been estimated that a
centrifugal LVAD working at 7 l/min exposes approximately 70% of the blood volume
to velocities higher than 2 m/s, considered to be the maximum physiologic blood
speed in healthy conditions [260]. Instead, at equivalent flow conditions, only 1% of
the blood volume in WMBPs exceeds such threshold on blood velocity [39]. Sec-
ondly, WMBPs lack of artificial mechanical valves, that were used in pulsatile first
generation LVADs to direct blood flow and prevent backflows and that are known to
cause significant blood trauma [6]. Indeed, during its motion, the membrane itself
is able to approach to the pump flanges very closely (contact configuration), thereby
closing the way to any potential backflow. In addition, the geometry of WMBPs was
carefully designed to avoid regions of flow stagnation and recirculation, in order to
prevent thrombus formation and dissipation [269]. Also, the transition of the pump
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from low to high output in pulsatility mode has been carefully optimized to eliminate
any increased blood damage compared to the average of the two in continuous mode
[39].

As a result, the LVAD developed at the partner company is a promising product
presenting important advantages in terms of both hydraulic and hemodynamic per-
formance, size and costs, with respect to the competitors active in the fast-growing
market of MCS devices. Nevertheless, there are still many aspects on the pump
functioning that need to be fully understood and the synergy between experiments
and simulations can be the key to improve device performance.

2.5 Previous studies on wave membrane technology

Due to the novelty and the uniqueness of the wave-generated pump concept, the num-
ber of experimental or numerical studies addressing the wave membrane technology
is very poor.

In a work from 2002 by Feier et al. [101], an early LVAD prototype named FishTail
pump, predecessor to WMBP, was tested in an in-vivo study for the first time. The
FishTail pump employed a primitive version of the wave membrane technology of
WMBPs – J. B. Drevet, co-autor of [101], is the inventor of the membrane pumping
concept – , with the ability to generate both pulsatile and non-pulsatile flows. In
[101], the pump was implanted in 6 swine animals for short-term support (3 hours)
using non-pulsatile operation mode. The results demonstrated the potential of the
novel pump concept, that showed slightly better hemodynamic performance than
an extracorporeal centrifugal pump of the time (Biomedicus BP-80). However, the
analysis on blood damage showed that the FishTail pump produced high levels of
hemolysis, that needed to be addressed to improve clinical applicability.

A more similar pump device to WMBP is the progressive wave pump, developed
at AMS R&D for general pumping applications and proposed in [225] in 2012 for
potential use as cardiac support system. In this work, two different geometrical
configurations, both axi-symmetric, are considered for the progressive wave pumps:
a discoidal design and a new tubular design (see Figure 2.9). In the former case,
similarly to what happens in the flat membrane design ofWMBP, the actuator imparts
transversal oscillations on the external circumference of the membrane disc, so that
the generated waving motion pushes gently the blood cells from the periphery into the
inner orifice of the membrane. In the latter case, the membrane has tubular shape and
the direction of excitation is not radial, but axial. The discoidal design of progressive
wave pump differs from WMBP for two main reasons: (i) in WMBPs, the inlet and
the outlet channels are displaced with 180 degrees, while the prototype in Perschall’s
work shows an angle of 90 degrees, implying an undesirable flow deflection; (ii) the
pump actuator of WMBP is magnetic, whereas progressive wave pumps employ a
mechanic actuator.

The purpose of the study from Perschall et al. [225] was two-fold: i) on the one
hand, a fluid-structure interaction (FSI) validation was performed on the existing
discoidal design via comparison against real experimental data; ii) on the other
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Figure 2.9: Discoidal (left) and tubular (right) design of progressive wave pumps. Illustra-
tions taken from [225].

hand, the tubular configuration was virtually tested and optimized for potential VAD
applicability. In the validation step, 2D axi-symmetric FSI simulations were carried
out for different frequencies ofmembrane oscillation, usingADINAsoftware package.
The fluid (water) was assumed to be unsteady, laminar and Newtonian, while the
membrane was modeled as an hyperelastic material with Saint-Venant-Kirchhoff
stress-strain relationship. Hence, the fluid-structure dynamics were described by
means of the coupling between the incompressible Navier-Stokes equations, written
in the Arbitrary Lagrangian-Eulerian formulation, and a non-linear elastodynamic
equations. The resulting coupled system was solved using a monolithic approach.
As observed in Figure 2.10, although the numerical results overestimated the slopes
of the experimental HQ curves, the relative difference between the tested frequencies
was correctly numerically reproduced. In addition, the authors proposed a linear
correction to apply to the predicted pressure values to find a better agreement with
the data. Furthermore, a Design Of Experiment (DOE) method was applied to
optimize the tubular design in view of LVADapplication. Hence, geometric parameter
(e.g. membrane length, thickness, axial stiffness and angles) were systematically
varied to maximize volume flow rate, efficiency and minimize shear stress. The
resulting tubular design, that was actually fabricated at AMS R&D, showed less flow
recirculations, decreased hemolysis index and lower potential for platelet deposition.

There no exist other experimental or computational studies conducted in WMBPs
to analyze the LVAD performance. Indeed, although the work from Scheffler et al.
[256] involves a lumped parameter model to represent the WMBP, it specifically
addresses the actuation mechanism that triggers the wave membrane undulations,
without considering the hemodynamic output.

2.6 Objectives of the thesis

The main objective of this industrial thesis is to perform, for the first time, a com-
putational study on the fluid-structure interactions (FSI) arising in the cutting-edge
Wave Membrane Blood Pump, currently under development at the partner company.
Given the novelty of this LVAD concept, there are still many aspects to investi-
gate in the FSI dynamics to better understand how the wave propagation technology
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Figure 2.10: Validation analysis from [225], comparing experimental HQ curves (exp.) with
simulation results (sim.) and simulation result with linear correction (sim. corr.).

works and what is the potential of the device in terms of hydraulic performance and
hemocompatibility.

Another novelty of the project resides in the numerical approach adopted to carry over
the three-dimensional FSI simulations, that is the Extended Finite Element Method
(XFEM, [141, 51]). Indeed, this numerical method, that was developed quite recently
and usually employed in rather simple scenarios or in two-dimensional geometries,
is here applied for the first to solve a real three-dimensional industrial problem.
XFEM is an unfitted mesh method that can be very computationally challenging in
3D applications, but has important advantages in terms of geometric flexibility and
accuracy with respect to other more standard strategies The FSI model has been
integrated with a contact model to study the potential contact dynamics between
the membrane and the pump walls. The computational framework of the project is
the LIFEV (LIbrary of Finite Elements) library [26] (https://bitbucket.org/
lifev-dev/lifev-release/wiki/Home).

More specifically, the major goals of this study are:

0. The construction of an effective pipeline to reproduce computational meshes
of real three-dimensional WMBP geometries;

1. the development and validation of the numerical model to solve the FSI simu-
lations in such real three-dimensional WMBP domains;

2. a parametric analysis of the pump performance for different operating condi-
tions of the WMBP device;

3. a comparative study between the flat and J-shape membrane pump designs (see
Figure 2.6), in terms of hydraulic power and potential for hemocompatibility;

https://bitbucket.org/lifev-dev/lifev-release/wiki/Home
https://bitbucket.org/lifev-dev/lifev-release/wiki/Home
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4. a preliminary investigation on vibrational non axi-symmetricmodes of thewave
membrane for certain operating conditions of the device.
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Chapter 3

Mathematical and Numerical Method

3.1 Fluid-Structure Interaction model

3.1.1 Computational domain

Let Ω be the whole pump domain composed by the region occupied by the fluid and
by the immersed structures. The two main oscillating structures are the membrane
assembly domainΩm(t) and the magnet ring domainΩr(t). The membrane assembly
is composed by the deformable wave membrane and the rigid membrane holder.
As explained in detail in Section 2.2.3, as the magnet ring oscillates rigidly under
the effect of the pump actuator, its displacement is mechanically transmitted to the
membrane holder, via a system of supporting posts; since the membrane holder is
properly enclosed in the wave membrane, the periodic excitation is transferred to the
contiguous elastomeric part of the membrane assembly. Then, the fluid domainΩ f (t)
is determined as the complementary region to the union of the two structures, i.e.

Ω
f (t) = Ω \ (Ωm(t) ∪Ωr(t)) . (3.1)

Hence, the fluid domain changes in time due to the motion of the two structures. A
cross-sectional representation of the computational domain is reported in Figure 3.1
for both the flat membrane pump design (left) and the J-shapemembrane pump design
(right), see Section 2.3 for a detailed description of the physical differences between
the two designs. In particular, the boundaries Γin and Γout represent the pump inlet
and outlet, respectively. Fluid boundary Γw corresponds to the housing wall (external
fluid boundary) and the surface of the pump actuator (internal fluid boundary). Γm

and Γr (in red) indicate the boundaries where the prescribed oscillations are assumed
to occur, see below. Finally, boundary Σ = ∂Ωm \ Γm is the fluid-structure interface,
where no-slip and traction continuity conditions hold true.

In this work, we simplified the magnet-membrane interaction by omitting the mem-
brane holder and the interconnecting fixation system and by assuming that the oscil-
lation of the membrane assembly is directly imposed on the boundary Γm proximal
to the actual location of the membrane holder (see Figure 3.2) [194]. Equivalently,
we apply a displacement field ϕ on both membrane boundary Γm ⊂ ∂Ωm and magnet
boundary Γr = ∂Ωr as a Dirichlet condition. Accordingly, for the fluid we prescribed
a compatible Dirichlet data Ûϕ on Γm ∪ Γr . Notice that, since we are prescribing
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Figure 3.1: Computational domains for flat design (Pump Domain A) and J-shape design
(Pump Domain B).

Dirichlet conditions with known data, we cannot prescribe any information about the
interface tractions. The neglection of the fixation system is assumed to not influence
significantly the global hemodynamics, given the small portion of the volume occu-
pied in the pump. For the same reason, the pair of thin suspension rings above and
below the magnet ring is also omitted from the computational domain.

3.1.2 Mathematical formulation of the FSI problem

The intertwined dynamics arising inside theWaveMembrane Blood Pumps (WMBP)
can be mathematically described in the framework of Fluid-Structure Interface (FSI)
modeling, where a system of Partial Differential Equations (PDEs) describes sep-
arately the behavior of the fluid and of the structures (membrane and magnet) in
the respective domains, while proper coupling conditions define their interaction at
the Fluid-Structure (FS) interface Σ. In this section, we neglect the effect of the
potential contact dynamics between the wave membrane and pump walls, that will be
specifically discussed in next section (Sect. 3.2).

Figure 3.2: Replacement of the membrane holder (gray) with a surrogate condition applied
on the boundary Γm (red) of the membrane assembly domain Ωm.
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We assumed the blood to be an incompressible, viscous and Newtonian fluid. In
this work, the Newtonian approximation is justified by the characteristic size of the
pump domain is much larger than the diameter of blood cells, apart from local (in
space and time) exceptions in the contact region [238]. In addition, the shear rate
observed in the simulations was generally higher than the reference threshold of 100
s−1, over which the Newtonian assumptions is considered to be valid [65]. Denoting
by ρ f the fluid density and by µ f the dynamic viscosity, we can then express the
fluid Cauchy stress tensor as T f (u, p) = −pI + 2µ fD(u), with D(u) = 1

2 (∇u + ∇u
T ),

where u and p are the fluid velocity and pressure, respectively. Therefore, we used the
Navier-Stokes equations to model the conservation of momentum and mass of blood,
respectively. We remark that, since the Reynolds number in the pump varies between
200 to 2000 in space and time, there might be effects of transition to turbulence in
the fluid dynamics that are neglected in this model.

The wave membrane is considered to be made of homogeneous and isotropic ma-
terial, as in [225], with density ρm. We also assumed that the membrane under-
goes infinitesimal linear deformations, so that we can apply Hooke’s Law in the
range of small displacements and write the first Piola-Kirchhoff tensor as T̂

s
(̂d

m
) =

λm (∇̂ · d̂
m
) I + 2µm D̂(̂d

m
), where d̂

m
is the membrane displacement and λm and µm

are the Lamé parameters. The small deformation approximation is justified in our
problem setting, because the observed normal strains are smaller than 5.5% and the
tangential shears are smaller than 3% [194]. Notice that we used the ·̂ notation to
refer to quantities defined in the Lagrangian configuration in the domain Ω̂m = Ωm(0).
We recall that the current configuration of the membrane domain Ωm(t), as well as
the Eulerian representation of the reference quantities, can be obtained by applying
the Lagrangian map L̂(t) : Ω̂m → Ωm(t). In particular, the solid Caucht stress ten-
sor Ts, that is the Eulerian counterpart of the first Piola-Kirchhoff tensor, is defined
as Ts(dm) = J−1 T̂

s
(̂d

m
)FT , with F = ∇x being the gradient of deformation and

J = detF its determinant. Nevertheless, we remark that in the small deformation
regime we can assume that T̂

s
= Ts [122].

The magnet ring was modeled as a rigid structure, whose vertical movement has an
impact on determining the fluid domain, velocity, and pressure. Hence, since we are
not interested in the internal deformation or stresses, we solve a Laplacian problem
in Ωr to propagate the boundary condition into the internal nodes.

For a given T > 0, the fluid-structure interaction problem reads as follows:

Fluid-Structure Interaction Model in WMBP

For each time t ∈ (0,T], find the fluid velocity u(t) : Ω f (t) → R3, the fluid
pressure p(t) : Ω f (t) → R, the membrane deformation d̂

m
(t) : Ω̂m → R3, and
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the magnet ring displacement dr(t) : Ωr(t) → R3, such that:

ρ f (∂tu + u · ∇u) − ∇ · T f (u, p) = 0 in Ω f (d), (3.2a)
∇ · u = 0 in Ω f (d), (3.2b)

ρm∂tt d̂
m
− ∇ · T̂

m
(̂d

m
) = 0 in Ω̂m, (3.2c)

∆dr = 0 in Ωr , (3.2d)
u = ∂tdm on Σ(d), (3.2e)

T f (u, p)n f = −Ts(dm)ns on Σ(d), (3.2f)

with d = [dm,dr] and fluid normal n f = −ns = n.

Notice that the fluid domain Ω f (and thus the FS interface Σ) depends explicitely on
the structures displacement d through its definition (3.1). In FSI problems this con-
dition represents the so-called geometric coupling between the fluid and the structure
domains.

In System (3.2), Eq. (3.2a) and (3.2b) are the non-linear incompressible Navier-
Stokes equations, Eq. (3.2c) is the linearized elastodynamic equation, and Eq. (3.2d)
is the harmonic extension for the movement of Ωr . Eq. (3.2e) and (3.2f) are the
no-slip coupling conditions imposed on the interface Σ guaranteeing the continuity
of velocity (kinematic coupling) and of tractions (dynamic coupling), respectively.
We remark that a no-slip condition implies that all three components of the fluid and
solid velocity are equal at the FS interface; on the contrary, a slip condition enforces
the equivalence in the normal direction to the interface, while it allows for potential
slip in tangential direction. We adopted the no-slip kinematic condition because
experimental evidences indicate that for Newtonian fluids slip can occur at length
scales smaller than µm or nm, that are outside the scopes of this work [170].

In conclusion, the system of PDEs (3.2) has to be closed with proper initial and
boundary conditions. For the fluid problem, we considered Neumann conditions both
at the inlet Γin and at the outlet Γout to represent the pressure difference acting over
the pump. We also applied an homogeneous Dirichlet condition (no-slip) at the pump
walls Γw. Finally, as anticipated in Section 3.1.1, we impose Dirichlet conditions
on Γm and Γr to model the forced oscillations on the membrane and on the magnet
imposed by the pump actuator. In summary, we have:

T f (u, p)n = −Pin n on Γin, (3.3a)
T f (u, p)n = Pout n on Γout , (3.3b)

u = 0 on Γw, (3.3c)
d = ϕ on Γm ∪ Γr , (3.3d)
u = Ûϕ on Γm ∪ Γr , (3.3e)

where Pin and Pout represent the pressure values at the pump inlet and outlet, respec-
tively, such that Pin = Pout −H, with H > 0 being a given head pressure value. Since
the forced oscillations are nearly sinusoidal [256], we assume the field displacement
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ϕ(t) to be a sinusoid, along the axial coordinate, with input frequency f and amplitude
Φ/2, being Φ the stroke parameter. Hence, we have

ϕ(t) =
Φ

2
sin(2π f t) ez t ∈ (0,T), (3.4)

where ez represents the axial direction. We refer to the triplet of parameters (H, f , Φ)
from Eq. (3.3b)-(3.4) as the Operating Point (OP) of the pump device.

At time t = 0, we finally imposed the initial conditions to solve the first order time
derivaive of the blood velocity and the second order time derivative for the membrane
displacement, that are

u(x, 0) = u0 in Ω f (0), (3.5a)
dm(x, 0) = dm

0 in Ωm(0), (3.5b)
Ûdm(x, 0) = wm

0 in Ωm(0), (3.5c)

In our application, we considered null initial conditions for all unknowns, i.e. u0 = 0,
dm

0 = 0, and wm
0 = 0.

3.1.3 Weak formulation of the FSI problem

We define the following functional spaces:

Vψ(t) =
{
v ∈

[
H1(Ω f (t))

]3
: v|Γm(t)∪Γr (t) = ψ, v|Γw = 0

}
,

Q (t) =
{
q ∈

[
L2(Ω f (t))

]}
,

Wm
ψ =

{
ŵm
∈

[
H1(Ω̂m)

]3
: ŵm
|
Γ̂m
= ψ̂

}
,

Wr
ψ =

{
wr ∈

[
H1(Ωr)

]3
: wr |Γr = ψ

}
,

(3.6)

for the fluid velocity, for the fluid pressure, the membrane displacement and the
magnet ring displacement, respectively. Notice that the Dirichlet conditions (3.3d)-
(3.3e) have been integrated in the definition of the spaces.

Thus, denoting by (·, ·)Ω the L2 product inΩ, the weak formulation of the FSI problem
(3.2)-(3.3) reads as follows:

Weak Formulation of FSI Problem in WMBP

Find, for any t ∈ (0,T], the fluid velocity u(t) ∈ V Ûϕ, the fluid pressure p(t) ∈ Q,
the membrane displacement d̂

m
(t) ∈ Wm

ϕ and the magnet ring displacement
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dr(t) ∈Wr
ϕ, such that u = ∂tdm on Σ, and

ρ f (∂tu, v)Ω f (t) + a f (u, v) + b(p, v) − b(q,u) + c(u,u, v)

+ ρm

(
∂tt d̂

m
, ŵm

)m

Ω̂
+ as (̂d

m
, ŵm
) + ar(dr ,wr) = f f (v),

(3.7)

for all test functions
(
v, q, ŵm,wr ) ∈ V0 ×Q ×Wm

0 ×W
r
0 such that v| = wm | on

Σ.

In the presented weak formulation, we have introduced the following forms, defined

in V =
[
H1(Ω f (t))

]3, Q =
[
L2(Ω f (t))

]
,Wm =

[
H1(Ω̂m)

]3
, Wr =

[
H1(Ωr)

]3:

• the fluid bilinear form for the viscous term a f : V ×V→ R, such that

a f (u, v) = 2µ f (D(u),D(v))Ω f (t) ;

• the fluid bilinear form for the pressure term b : Q ×V→ R, such that

b(p, v) = − (p,∇ · v)Ω f (t) ;

• the fluid trilinear form for the convective term c : V ×V ×V→ R, such that

c(z,u, v) = ρ f (z · ∇u, v)Ω f (t) ;

• the membrane structure bilinear form as : Wm ×Wm → R, such that

as (̂d
m

, ŵm
) =

(
T̂

s
(̂d

m
), ∇̂ŵm

)
Ω̂m

;

• the magnet ring structure bilinear form ar : Wr ×Wr → R, such that

ar(dr ,wr) = (∇dr ,∇wr)Ωr (t) ;

• the forcing term f f : V→ R, such that

f f (v) =
(
Pout n, v

)
Γout
−

(
(Pout − H)n, v

)
Γin

.

We remark that in Eq. (3.7) the geometric coupling resides in the L2 product over
the fluid domain Ω f (t) varying in time, depending on the displacement solution.
Instead, unlike the kinematic condition (3.2e) that is explicitely reported in the weak
formulation, the dynamic condition is hidden and implicitely used to cancel the
corresponding fluid and structure terms at the FS interface, as explained in [238].

Shortly, we will refer to this weak formulation as

AFSI
(
u, p, d̂

m
,dr ; v, q, ŵm,wr

)
= 0,
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Figure 3.3: Reduction of pump axi-symmetric geometry to a 120-degree section. Left: View
from above. Right: Cross-sectional view and definition of artificial cut boundaries Γ fcut , Γmcut
and Γrcut .

whereA includes all the terms from Eq. (3.7), including the right-hand side with the
opposite sign.

3.1.4 FSI simulations in reduced geometry

Numerical solution of the FSI problem (3.2) can be very challenging and time-
consuming. In view of the optimization of the computational cost, we can exploit the
axi-symmetry of the pump domain and consider a reduced geometry to decrease the
degrees of freedom of the system. In particular, we restricted the domain to a 120-
degree section (see Figure 3.3, left), thereby carrying out the simulation in one third
of the overall pump domain [193]. Notice that this is a simplifying assumption since
anti-symmetric behaviors may arise during the pump functioning at certain operating
conditons. Accordingly, in this work we consider both this simplified configuration
and the complete one.

The construction of the reduced geometry introduces the artificial cut surfaces Γ f
cut ,

Γm
cut and Γr

cut on the fluid, membrane, and ring domains (see Figure 3.3, left). Here,
we prescribed typical symmetry conditions on the fluid and membrane unknowns
and the same Diriclet condition (3.3d) on the displacement of the magnet ring, as the
latter is a rigid structure. Such conditions translate to the following set of additional
boundary conditions:

u · n f = 0 on Γ f
cut , T f (u, p)n f × n f = 0 on Γ f

cut ; (3.8)
dm · ns = 0 on Γm

cut , Ts(dm)ns × ns = 0 on Γm
cut ; (3.9)

dr = ϕ on Γr
cut . (3.10)

with ϕ defined as in (3.4).
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In case of reduced geometry approximation, the results computed from the integration
over the boundary Γin or Γout , such as the volume flow rate at the outlet, are multiplied
by 3 to recover the full-angle representation of the quantity.

3.2 Fluid-Structure Interaction model with contact

3.2.1 Motivation for a contact model in WMBPs

In WMBPs, the oscillatory motion of the wave membrane may, in principle, lead to
a contact with the pump head flanges (see Figure 2.2-2.5). In fact, as mentioned in
Section 2.2.3, the contact-derived dynamics are essential for an optimal functioning of
the valveless wave membrane technology, because they allow for better propagation
and isolation of the fluid pockets. Furthermore, as the membrane approaches to
the pump walls, it compresses the interstitial fluid, causing an increase in the local
pressure field and thereby contributing to blood propulsion into the outlet channel
[193].

Nevertheless, it is still unclear if a physical membrane-wall collision actually occurs
and no experimental evidences have been produced to demonstrate such phenomenon.
In addition, repeated dry contacts (i.e., with no fluid in-between) should be avoided
in clinical practice to secure membrane integrity and increase device durability. For
such reasons, we speak of contact configuration to refer to the general situation of the
membrane approaching very closely to the pump flanges, which triggers repulsion
forces typical of contact dynamics.

From a theoretical perspective, the conditions considered in the system (3.2) should
prohibit dry contact. Indeed, according to previous studies [148, 60], the combination
of the incompressibility of the fluid in Eq. (3.2b) with the no-slip kinematic condition
(3.2e) should make physical contact impossible when an immersed moving body
approaches to a wall because the interstitial fluid cannot slip away and allow for
actual collision. Therefore, unless the fluid is compressible or slip is permitted either
at the interface or at the pump wall, there is no need of contact model from a strictly
mathematical point of view.

However, this theoretical result holds true also in numerical applications only provided
that the discretization is infinitesimal in both time and space, that is unpracticable
for computational reasons. As a consequence, in most cases, a contact model should
be added to reproduce the repulsion that the blood opposes to the membrane, when
the latter approaches to the wall [193]. Otherwise, as shown in Figure 3.4a, the
wave membrane may exit from the fluid computational domain and lead to obviously
non-physical configurations. Nonetheless, the contact model can still be omitted for
a certain range of "low" operating conditions, such as for low stroke and/or frequency
parameters, that result in a wave propagation that is too damped by the fluid to risk
for a contact with the pump head flanges (see Figure 3.4b) [194].



3.2. Fluid-Structure Interaction model with contact 55

Figure 3.4: Cross-sectional view of FSI simulations with no contact model a) when the wave
membrane exits from the fluid domain (large stroke parameter) and (b) when the deformation
is too small to penetrate out from the fluid boundary (small stroke parameter).

3.2.2 Modeling the contact

We first consider a general contact problem featuring an immersed elastic body Ωs,
with FS interface Σ, moving against a fixed fluid boundary Γw with external wall
normal nw. In this scenario, represented at the moment of contact in Figure 3.5A, the
mechanics are represented by the classical inequality conditions from Karush-Kuhn-
Tucker [4, 307, 68], that are

∆ ≥ 0 on Σ, (3.11a)
χ ≥ 0 on Σ, (3.11b)

χ ∆ = 0 on Σ, (3.11c)

where∆ denotes the gap distance of themoving body from the wall and χ corresponds
to the normal component of the contact traction at the interface. In particular,
Eq. (3.11a) represents the non-penetration condition, ensuring that the structure
cannot cross the wall boundary; Eq. (3.11b) introduces the contact force condition,
that corresponds to the non-negativeness constraint for the normal component of
the contact traction (with wall normal oriented externally); finally, Eq. (3.11c) is
the complementarity condition that guarantees that at least one of the former two
constraints is null. In summary, either there is contact with boundary Γc = Σ ∩ Γw

(∆ = 0) and a repulsive contact force is activated (χ > 0), or there is no contact
(∆ > 0, χ = 0), i.e. Γc = ∅. In order to integrate such contact constraints in the FSI
model, the system of inequalities (3.11) can be reduced in a consistent way to a single
non-linear equality [68, 69], as

χ = γc

[
−∆ +

1
γc
χ

]
+

, (3.12)

with γc > 0 being an arbitrary positive parameter. Notice that, since we consider
frictionless contact, the tangential component of the contact force is assumed to be
null [52, 317].

In this work, we applied a relaxation on the non-penetration contact conditions, as
suggested by Burman et al. [52], by assuming that contact can occur within a distance
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Figure 3.5: Schematic representation of contact in FSI problems. A) Dry contact of structure
Ωs with fluid boundary Γw . B) Contact layer Ωc of relaxed contact approach, with width εc.
C) Application of contact force χ on contact boundary Γc = Σ ∩Ωc.

εc from the wall boundary. Hence, the contact equation (3.12) is modified into

χ = γc

[
(εc − ∆) +

1
γc
χ

]
+

. (3.13)

In other words, we assumed that there is an infinitesimal layer of fluid Ωc  Ω f with
thickness εc → 0, said contact layer, that always separates the FS interface from the
wall boundary, ensuring the non-penetration of the moving body (see Figure 3.5B).
In this framework, the contact boundary Γc, where the contact force χ is applied in
the direction of the wall normal nw, corresponds to the portion of the FS interface
that penetrates into the contact layer, i.e. Γc = Σ ∩Ωc (see Figure 3.5C).

As done by Formaggia et al. [103], the definition of the contact force χ in Eq. (3.13)
is simplified into the non-consistent form

χ(x) =

{
γc (εc − ∆(x)) if ∆(x) < εc,
0 if ∆(x) ≥ εc,

(3.14)

for x ∈ Σ. Hence, the repulsive contact force is assumed to act as a spring force
whose intensity is directly proportional to the degree of penetration of the structure
in the contact layer.

Notice that, since this is a non-consistent approach, the penalty parameter γc has to
be high enough to ensure numerical stability, possibly leading to an ill-conditioned
matrix [103]. Alternatively, the consistent definition of the contact force (Eq. (3.13))
can be introduced in the formulation using the Nitsche’s method as in [52], thereby
achieving numerical stability even at lower penalty coefficient.

3.2.3 Strong andweak formulations of the FSImodel with contact

In this section, we integrate the FSI problem in WMBPs defined in Eq. (3.2) with
the penalization contact model discussed in Section 3.2.2 to include the potential
membrane-wall contact dynamics in the pump head. As a result to the relaxation
of the contact model, the membrane is assumed to be in contact when it penetrates
into the contact layer. Therefefore, the portion Γc of the FS interface Σ receives a
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repulsive contact force in the direction to the pump wall normal nw. For this reason,
the contribution of the contact dynamics has to be taken into account for the balance
of stresses at the interface.

Since thewavemembrane oscillates between two pumpwalls, the inferior and superior
pump head flanges (see Figure 2.3), we need to take into account potential collisions
with both the surfaces. Thus, the contact force χ is a combination of the contact
terms χsup and χin f from the superior and inferior pump head flanges, i.e.

χ(x) = χsup(x)nsup
w (x) + χin f (x)nin f

w (x), (3.15)

each applied along the direction of the corresponding wall normals nsup
w and nin f

w .
Contact terms χsup and χin f are both defined as in Eq. (3.14) with respect to
corresponding gap functions ∆sup and ∆in f . We denote by Γc

sup and Γc
in f the portions

of the FS interface Σ that are in contact with the superior and inferior pump head
flanges, respectively.

As a result, for a given T > 0, the strong formulation of the Fluid-Structure-Contact
Interaction problem (FSCI) reads as follows:

Fluid-Structure-Contact Interaction Model in WMBP

For each time t ∈ (0,T], find the fluid velocity u(t) : Ω f (t) → R3, the fluid
pressure p(t) : Ω f (t) → R, the membrane deformation d̂

m
: Ω̂m → R3, and

the magnet ring displacement dr(t) : Ωr(t) → R3, such that:

ρ f (∂tu + u · ∇u) − ∇ · T f (u, p) = 0 in Ω f (d), (3.16a)
∇ · u = 0 in Ω f (d), (3.16b)

ρm∂tt d̂
m
− ∇ · T̂

s
(̂d

m
) = 0 in Ω̂m, (3.16c)

∆dr = 0 in Ωr , (3.16d)
u = ∂tdm on Σ(dm), (3.16e)

T f (u, p)n −Ts(dm)n = −χ on Σ(dm), (3.16f)

where χ is the contact force defined as in Eq. (3.14)-(3.15).

We can observe that the previous formulation naturally reduces to the non-contact
variant in case of no contact, i.e. χ = 0 ∀ x ∈ Σ or, alternatively, Γc

sup ∪ Γ
c
in f = ∅,

and the classical dynamic condition (3.2f) holds true again. We remark that the
numerical solution of the FSCI problem is more stiff because of the additional non-
linearity coming from the definition of the contact force, that needs to be addressed
numerically.

The proposed relaxed model is in agreement with the non-collision theoretical re-
sults for no-slip conditions from [148, 60] and with the target membrane dynamics,
i.e. without dry contacts, that are potentially harmful for the membrane integrity.
Furthermore, observe that, by projecting Eq. (3.16f) along the direction of the wall
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normal, we obtain

χi = −ni
w

(
T f (u, p) −Ts(dm)

)
n on Γc

i ⊂ Σ(d
m), (3.17)

for i ∈ W = {sup, in f }. Hence, for instance, χsup is either equal to the difference
of normal tractions acting on Γc

sup, in case of contact with the superior wall, or to
0, otherwise. Notice that the impossibility of dry contact allows to always define
the normal fluid traction ni

wT f n and consequently the definition in Eq. (3.17) is
well-defined [52].

By using the definition of the contact force χ in Eq. (3.14)-(3.15), the weak formu-
lation of the FSCI problem (3.16) reads as:

Weak Formulation of the FSCI Problem

Find, for any t ∈ (0,T], the fluid velocity u(t) ∈ V Ûϕ(t), the fluid pressure p(t) ∈
Q(t), the membrane displacement d̂

m
∈Wm

ϕ and the magnet ring displacement
dr(t) ∈Wr

ϕ, such that u = ∂tdm on Σ(t), and

AFSI
(
u, p, d̂

m
,dr ; v, q, ŵm,wr

)
+

∑
i∈W

γc

(
εc − ∆

i,wm · ni
w

)
Γci (t)
= 0, (3.18)

withW = {sup, in f }, for all test functions
(
v, q, ŵm,wr ) ∈ V0×Q×Wm

0 ×W
r
0

such that v| = wm | on Σ(t).

Notice that the non-linearity of the contact problem is here hidden in the integration
over the unknown boundaries Γc

in f and Γ
c
sup.

3.3 Extended Finite Element Method

3.3.1 Unfitted mesh methods

The FSI problem in WMBPs belongs to the class of numerical problems featuring
a membrane immersed in a fluid. Similar problems arise in a wide variety of engi-
neering applications, from the aircrafts to hydro-turbines, from sailing boats to valve
leaflets. For this type of problems, the numerical methods are divided in two main
categories: fitted mesh methods and unfitted mesh methods.

In fitted mesh methods, the fluid and the structure meshes are fitted and conforming at
their interface (see Figure 3.6, left) and move together in time to automatically satisfy
the geometric coupling condition. One of the most well-known fitted mesh method
is the Arbitrary Lagrangian-Eulerian (ALE) method, introduced for the first time in
[150] to model the fluid dynamics in a moving domain and subsequently extended for
FSI applications in [88, 155]. Specifically, in the ALE approach, the displacement
induced by the structure at the FS interface is applied to the interface points of the
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fluid mesh, so that the latter deforms following the motion of the structure, and
then extended to the inner fluid domain. Thus, the ALE formulation introduces an
additional unknown, the fluid mesh displacement field d̂

f
, that has to be computed

in the fluid domain Ω̂ f (Lagrangian coordinates), typically by means of an harmonic
extension, and integrated in the Eulerian frame of the fluid equations. Thanks to
the simplicity of its implementation, the ALE approach has been widely employed
in many numerical FSI applications, especially in hemodynamics. For instance, it
has been used to study the FSI in blood vessels, both in combination with the Finite
Element Method (FEM) as in [85, 102, 144], and with the High-Order Spectral
Methods, as in [224, 43, 61]. However, the ALE strategy is not recommended in case
of large structure displacements or in contact problems. Indeed, in such cases, the
deformation of the fluid mesh might lead to ill-shaped elements, thereby undermining
the accuracy of the solution. In some cases, local remeshing can be applied to recover
accuracy, but this procedure can be very computationally expensive and introduce
artificial errors in the interpolation to the new fluid mesh [299, 233].

Unfitted mesh methods are specifically designed to avoid remeshing issues by using
fixed background mesh for the fluid and an overlapping mesh for the structure moving
on the foreground. In the unfitted mesh framework, the main issues consist in the
detection of the FS interface and in the prescription of the interface conditions.
Therefore, the different unfitted techniques differ on the way pursued to tackle these
problems. In particular, the most important unfitted methods are: the Immersed
Boundary (IB), the Fictitious Domain (FD) and the Cut Finite Element Method
(CutFEM).

In the IB approach [226, 32, 314], the structure is represented in Lagrangian coordi-
nates as a forcing term for the fluid problem and the FS interface is spatially defined
by means of a discrete Dirac function, that is non-zero on the fluid nodes next to the
structure boundary. For this reason, the IB method is known as a ”diffused” interface
method. In FD technique [124, 125, 27], the physical fluid domain is extended in the
region occupied by the solid domain and the kinematic interface condition is weakly
imposed via Lagrange multipliers defined at the FS interface. Both these methods
solve the fluid problem in Eulerian coordinates in the whole domain Ω, and not only
in the physical domain Ω f .

Instead, in the CutFEM [54, 9], the fluid solution is represented only in the portion
of the background mesh that is not overlapped by the foreground structure mesh, as
depicted in the 2D example in Figure 3.7. Indeed, in this framework, as the structure

Figure 3.6: Bidimensional example of fitted (left) and unfitted (right) fluid and solid meshes.
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Figure 3.7: Bidimensional example of CutFEM mesh setting. Left: Background mesh Th
which covers the whole domain Ωh (gray). The element in red is a split element. Right:
Foreground solid mesh T s

h
on solid domain Ωs

h
(yellow). The fluid mesh T f

h
corresponds to

the polyhedral cut-mesh, i.e. the non-overlapped portion of Th, that covers the physical fluid
domain Ω f

h
(light blue).

mesh T s
h moves on the foreground, it cuts the underlying background mesh Th in

different positions, thereby covering (or uncovering) sub-portions of the background
mesh. Thus, the fluid mesh T f

h contains elements of arbitrary shape (i.e. polygons,
in 2D, or polyheadra, in 3D) that correspond to the visible physical portions of the
background elements. In such context, the FS interface is sharply captured during
its motion, because it corresponds to the union of the faces of the fluid mesh that are
generated by the cut of the structure.

However, the formulation of the problem using the CutFEM can be challenging.
Indeed, in case of thin structures, the background elements may be cut in such a
way that multiple disjoint fluid sub-portions, said sub-elements, are visible. As a
consequence, these background elements, called split elements, require a specific
treatment of the discontinuity created across the structure. For this reason, the
Extended Finite Element Method (XFEM) [22, 141, 51], which belongs to the class
of CutFEM, was proposed to specifically address the formulation of the solution on
the split elements. Indeed, the XFEM is based on an enrichment of the numerical
approximation that allows to represent discontinuities within the same element, by
means of the same shape functions and degrees of freedom (dofs) defined on the
original mesh. Specifically, in XFEM the dofs of the split elements are enriched so
that the fluid solution can be integrated independently in the different physical sub-
elements using separate sets of dofs, thereby allowing to have a discontinuity within
the fluid element itself. Therefore, the enrichment of the dofs corresponds to their
doubling in case of two fluid sub-elements, triplication in case of three sub-elements,
and so on. Notice that, from the fluid point of view, such discontinuity can either
be represented as a level-set function defining a curve (surface) embedded in a 2D
(3D) domain, as in the original formulations of XFEM in [23, 141, 109], or by the
structure mesh itself, as done in [315]. In both cases, a numerical approximation
uh(x) on a split element with two fluid sub-elements can be thought as the sum of
two contributions: the standard Finite Element part, with standard (i.e. built on the
un-cut background element) basis functions ϕi(x) and dof ui, and the enrichment
term, consisting in the enriched (i.e., doubled) dof ei and in the same standard basis
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functions ϕi(x) multiplied by the enrichment function Υi(x), namely

uh(x) =
∑

i∈Istd
uiϕi(x) +

∑
i∈Ienr

eiϕi(x)Υi(x),

where I std and Ienr are the sets of standard and enriched dof, respectively, and
Υi(x) is the sign function restricted on the two fluid sub-elements. Notice that, this
approximation can be generalized to the case of split elements with three or more
fluid sub-elements. We noticed that in the literature, other, more general, definitions
of XFEM have been provided [109]. Here we will refer to XFEM only when the
duplication of the dofs is considered.

An alternative is provided by the Polygonal Discontinuous Galerkin (polyDG) ap-
proach where basis functions (usually of DG-spectral type) are built directly on the
sub-elements thus not requiring the dofs enrichment [10].

In our computational study, we employed the XFEM strategy to solve the FSCI
problem in WMBPs. The XFEM-based numerical discretization of the problem will
be discussed in detail in Section 3.4, while the advantages and disadvantages of the
XFEM with respect to other fitted or unfitted techniques are discussed in Sect. 3.5.
Before that, in the next paragraph we report the state of the art of the XFEM-based
applications in literature.

3.3.2 State of the art in XFEM

The main feature of XFEM consists in enabling modeling of discontinuities in the
standard finite element framework, without need of remeshing procedures. Such
discontinuities are normally encountered in problems with moving interfaces, that
may lead to jumps, kinks or singularities within the finite elements [109]. According
to [315], the nature of the discontinuity can either be geometric or physical: indeed, in
the former case, the source of discontinuity is a change in the material properties, such
as in case of cracks [291, 158] or holes [276]; in the second case, the discontinuity
comes from a specific physical interaction, such as in a multi-phase [110, 59] or
multi-fluid flows [159], in case of contact [87, 103], or in fluid-structure interaction
applications [298, 51, 5].

As example of set of problems with geometric discontinuities, XFEM is frequently
applied in fracture problems, where the propagation and the growth of a crack are
studied to predict potential fracture failures in several applications [158]. Examples
of these problems can be found in several fields, such as geotechnical, hydraulic
and biomedical engineering. Particularly, we mention the following examples of
fracture problems in cardiovascular applications, solved with XFEM: in [222], the
atherosclerotic plaque disruption, caused by the shear stress on the artery walls,
was numerically investigated combining the XFEM technique with patient-specific
tomography data and with the Paris’ Law to describe the fatigue crack growth; in
[48], an XFEM-based cohesive segment method was used to model the initiation and
the early propagation of the intimal tear along the aorta and study the influence of
different geometric parameters on aortic dissection; finally, in [161], a virtual crack
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Figure 3.8: Different scenarios of FSI applications depending on thickness of the structure
foreground domain Ωs, that can be either larger (a) or smaller (b) than the size of the
background fluid element K . In case of a very thin structure, it can be represented with a
zero-thickness membrane Σs

h
(c).

method, based on XFEM, was employed to investigate the relation between crack
propagation in the atherosclerotic artery and spontaneous coronary artery dissection.
The capabilities of the XFEM-based approach to simulate fatigue tear growth in
complex crack fronts were validated against experimental data in [100], showing very
good correlation regarding crack shape and number of cycles to failure.

When unfitted mesh methods are considered, FSI applications are typical examples
of problems with physical discontinuities, because the immersed structure cuts the
fluid domain and generates a jump in the solution at the interface. In some cases,
the thickness of the structure is larger than the characteristic size of the fluid mesh,
as shown in Figure 3.8a. Hence, a CutFEM method is sufficient because no dof
enrichment is required. This is the case of [51] in two dimensions, or [196, 198]
in three-dimensions. In the opposite case, see Figure 3.8c, the structure is subtle
enough to approximate it with a zero-thickness immersed surface. In this case, dof
enrichment of XFEM is needed on the fluid elements crossed by the FS interface,
as done in [206, 143]. In the intermediate case, the thickness of the structure is
comparable or smaller than the characteristic size of the background mesh elements
(see Figure 3.8b). This represents the most challenging scenario, as the structure
mesh intersects the fluid grid, potentially leading to the formation of split elements.
As a consequence, there are fewer examples in literature that address this type of
problem, that are e.g. [116, 115] in 2D and [315, 293] for 3D problems.

A particular issue in FSI applications consists in the way of prescribing the coupling
conditions at the interface. One possible approach is to employ Lagrange multipliers,
as done in [115, 114]. However, this approach adds an unknown to the problem,
resulting in a higher computational cost. Alternatively, the solution at the FS interface
can be coupled via Discontinuous Galerkin (DG) mortaring (or Nitsche’s method)
[11], a penalization method that ensures the consistency of the problem [146]. In such
case, we refer to this approach as to the XFEM-DG technique. Nitsche’s mortaring
was applied in [142, 70] for zero-thickness problems and in [315, 293] for thin and
thick structures.

In particular, Zonca et al. [315] applied the XFEM-DG approach to solve the time-
dependent FSI problem in ideal aortic valves, to simulate the large deformations of
the three leaflets during the opening and the closure of the valve. The numerical
model was further developed in [103] with the integration of the penalization relaxed
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contact model described in Section 3.2.2, used to reproduce the contact with a fluid
boundary or between two deformable solids. The main limitations of these works
are the simple computational geometries and the moderate Reynolds numbers of the
numerical tests (∼ 10).

In this thesis, we could overcome such limitations by testing the XFEM-DG approch
in the complex 3D geometry of WMBPs, for flows with higher Reynolds number
(200-2000), even though still not in the turbulent regime.

3.4 XFEM-based numerical discretization

3.4.1 Domain discretization

In the framework of unfitted mesh methods, the different components of the WMBP
system are discretized independently, with no conformity constraints at the interface.
In Figure 3.9 we show a possible domain discretization for the three-dimensional
domain of a WMBP, in the particular case of the 120-degree reduced geometry
introduced in Section 3.1.4. We denote by Th the background mesh that extends
over the whole pump domain Ωh, see Figure 3.9a, where pedex h refers to the space
discretization step h > 0. Notice that the spatial elements are tetrahedra and that the
size of the discretization step may be varied depending on the pump region or on
the local curvature of the domain. In Figure 3.9b, the structure meshes Tm

h and T r
h

are represented on the foreground for the membrane domain Ωm
h and the magnet ring

domain Ωr
h, respectively. In order to simplify the notation in some formulations, we

denote by Ωs
h the ensemble of both structure domains, i.e. Ωs

h(t) = Ω
m
h (t) ∪Ω

r
h(t).

In analogy with the definition of the fluid domain in the continuum problem from Eq.
(3.1), the fluid mesh T f

h is defined as follows:

T
f

h (t) = Th \
(
Tm

h (t) ∪ T
r

h (t)
)
, (3.19)

where the operator \ has to be interpreted as the geometric cut difference between the
meshes. Hence, the resulting fluid mesh T f

h , called also cut-mesh, corresponds to the
non-overlapped portion of the background mesh and covers only the physical fluid
domain Ω f

h , as shown in Figure 3.9c. Notice that in Eq. 3.19 the time dependancy
is not present for the background mesh Th that is fixed in time, while the foreground
meshes are free to move and cut Th in different positions during their motion.

As a result, the fluid cut-mesh has to be updated at each time instant, computing
the new intersections generated by the motion of the structure mesh. In order to
reduce the complexity of the computation of the mesh intersections, we first need
to detect which fluid elements are more likely to intersect the overlapping structure
elements, so that the intersection points can be calculated over a reduced set of entities,
using a similar approach as in [195]. In this regards, we specifically employed the
Alternating Digital Tree (ADT) algorithm [33], that is a spatial tree-based search
algorithm, which is built upon a hierarchical organization of the mesh elements
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Figure 3.9: Unfitted domain discretization in a 120-degree section of WMBPs. a) Back-
ground mesh Th. b) Foreground meshes of membrane Tm

h
(yellow) and magnet ring T r

h

(gray). c) Fluid cut-mesh T f
h

(light blue) and zoom on the non-fitted interfaces with magnet
and memebrane meshes.

according to their spatial location. Therefore, this approach is particularly suitable
for our problem, where the search can be confined to specific sub-regions of the fluid
mesh. In case of more complex interface detection problems, it is possible to consider
alternative approaches to ADT for 3D geometric mesh search, such as the no binary
search [213] or the dynamic cell-based search algorithm [305].

The fluid cut-mesh T f
h is, in general, made of polyhedra, because the background el-

ements may be overlapped, partially or totally, by the structures meshes. Specifically,
referring to the 2D example in Figure 3.10a, we can identify three different types of
background elements in the neighborood to the FS interface Σh:

• hidden elements, which correspond to the background elements that are com-
pletely overlapped by the structure, such as the green element in Figure 3.10a;
they are not visible and thereby not included in the fluid cut-mesh;
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• cut elements, that are the background elements partially overlapped but with
only one connected portion which is visible, as in the blue element in Figure
3.10a; in this case, only the visible portion is considered to be part of the fluid
cut-mesh;

• split elements, that present multiple non-connected visible portions after the
cut between meshes, as in the red element in Figure 3.10a; similarly to the cut
elements, all the visible portions of the split elements, called sub-elements (PK

1
and PK

2 in the example), are included in the fluid mesh. We denote by NK the
number of fluid sub-elements for the split element K .

Figure 3.10: Left: Different fluid elements inXFEM: completely overlapped element (green),
partially overlapped cut element (blue) and split element (red). Right: Dof enrichment in a
split element with NK = 2 sub-elements: the same basis functions are applied on PK

1 and
PK

2 , but different sets of dof I = {i, j, k} and I ′ = {i′, j ′, k ′} are used for each sub-element.

Among these types, the split elements (NK > 1) require a particular treatment because
they are characterized by an internal discontinuity caused by the presence of the
intermediate structure between the sub-elements. Hence, the representation of the
solution in the split elements needs to be addressed in the XFEM enrichment strategy.
Specifically, the degrees of freedom (dofs) of the split elements are enriched (i.e.
doubled for NK = 2, tripled for NK = 3, and so on) so that the fluid solution can be
computed independently over all the fluid sub-portions using separate sets of dofs for
the integration. Therefore, taking as a reference the case illustrated in Figure 3.10
with NK = 2, the dofs are doubled so that the set of dofs I = {i, j, k} is used to
represent the solution on sub-element PK

1 , while the the set of dofs I
′ = {i′, j′, k′} is

used to represent the solution on sub-element PK
2 . The same approach can be easily

extended to the case of any number NK of split non-connected fluid sub-elements,
provided that the number of dofs is multiplied NK times.

Notice that the cut elements (NK = 1) do not require dof enrichment, because the
solution can be normally computed with a single set of dofs by restricting the solution
on the visible sub-element. Instead, the dofs of the hidden elements are excluded
from the integration needed to build the Finite Elements matrices, because they do
not belong to the physical fluid domain.

According to the previous discussion, we can define the subsetGh of the split elements
in Th as follows:

Gh(t) =
{
K : K ∈ Th, K ∩Ωs

h(t) , 0, K ∩Ω f
h (t) is not connected

}
, (3.20)
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Figure 3.11: Left: Standard fluid domain Ω f ,0
h

and extended sub-domains Ω f ,1
h

and Ω f ,2
h

.
Right: Standard background fluidmeshT f ,0

h
andmeshesT f ,1

h
andT f ,2

h
, where dof enrichment

is applied.

where dof enrichment is applied, and the complementary fluid sub-domain Ω f ,0 and
mesh T 0

h as

Ω
f ,0
h = Ω

f
h \

⋃
K∈Gh

K , T
f ,0

h = {K ∈ Th : K < Gh} , (3.21)

where dof enrichment is not required.

Moreover, we can denote by GP
h the set of fluid sub-elements, such that

GP
h (t) =

{
PK

i , for i = 1, . . . , NK , K ∈ Gh(t)
}
⊂ Gh(t) (3.22)

and identify a set of connected sub-domains
{
Ω

f ,i
h

}N f

i=1
, with N f = maxK NK , such

that

GP
h =

N f⋃
i=1
Ω

f ,i
h , Ω

f ,i
h ∩Ω

f , j
h = ∅ if i , j. (3.23)

Hence, we can define the corresponding grids
{
T

f ,i
h

}N f

i=1
as

T
f ,i

h =
{
K ∈ Gh : K ∪Ω f ,i

h , ∅
}

. (3.24)

We remark that, by this definition, each split element K ∈ Gh belongs to NK different
meshes T f ,i

h , thereby indicating that the solution of the weak formulation can be
discontinuous in it. Figure 3.11 displays the standard and enriched domains (left) and
meshes (right) in a 2D example.

Finally, in order to address the possible discontinuities and instabilities in the prox-
imity to the FS interface, we can identify four different sets of element faces in the
fluid cut-mesh:

• the faces F Σh of the cut elements at the FS interface Σh, such that ∪FF
Σ

h = Σh,
where coupling conditions are applied to glue the fluid and solid solution via
Nitsche’s method;
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• the faces F p,i
h of the physical fluid sub-elements in T f ,i

h , for i = 1, . . . , N f (see
Figure 3.12, left), where the continuity is weakly imposed at the fluid-fluid
interfaces via DG method;

• the facesF s
h of the interior background elements, where the Continuous Interior

Penalty (CIP) stabilization will be applied to handle spurious pressure and
velocity instabilities due to equal order Finite Elements and to convection
dominating regimes, see [53];

• the faces F g

h of the cut elements that cross the FS interface (see Figure 3.12,
right), where ghost-penalty stabilization will be enforced to add stability with
respect to the mesh cuts, see [50].

We remark that the weak continuity at the fluid faces in F p,i
h is strictly needed only

on the faces between fluid elements that have different dof multiplicity, where strong
continuity may be impossible to enforce [316]. Here, for simplicity, we extend this
treatment to all physical faces F p,i

h , where dof enrichment is applied. Notice also that
the stabilization set faces F s

h and F g

h include also the F s,i
h and F g,i

h duplicated faces
of the split elements in T f ,i

h , for i = 1, . . . , N f .

Figure 3.12: Sets of faces of the cut elements used for formulation of the fluid problem. Left:
Physical cut faces F p,1

h
and F p,2

h
where fluid-fluid DG mortaring is applied. Right: Faces

F Σ
h

of background elements crossing the FS interface, where ghost-penalty stabilization is
applied.

3.4.2 Full discretization of the FSI problem

We introduce the following Finite Element spaces for the standard and extended
elements in the fluid domain as

X f ,std
h =

{
vh ∈ C0(Ω

f ,0
h ) : vh |K ∈ P1(K) ∀K ∈ T f ,0

h

}
,

X f ,X ,i
h =

{
vh ∈ L2(Ω

f ,i
h ) : vh |K ∈ P1(K) ∀K ∈ T f ,i

h

}
,

(3.25)

for i = 1, . . . , N f , where N f is the maximum number NK of fluid sub-elements per
split element in Gh. Hence, we can define the finite element space for the fluid as the
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direct sum of the standard and enriched spaces:

X f
h = X f ,std

h

N f⊕
i=1

X f ,X ,i
h . (3.26)

We highlight that the functional space of the fluid domain X f
h does not require the

continuity of the solution over the whole fluid domain Ω f . In fact, we impose the
continuity just inΩ f ,0

h , i.e. over the fluid elements that do not require dof enrichment,
while we apply the DG approach on the split elements in Ω f ,i

h . Therefore, in order
to address the discontinuities at the cut element faces, we need to introduce the α-
weighted mean operator {·}F and the jump operator J·KF , defined over an element
face F as:

{q}F = αq+ + (1 − α)q−, JqKF = q+ − q−,

{v}F = αv+ + (1 − α)v−, JvKF = v+ − v−,
(3.27)

where q is a scalar function that assumes values q+ and q− on the two sides of face F
and v is a vector function with values v+ and v− at the sides of face F.

Since we consider equal order finite element spaces for velocity and pressure, we
apply a stabilization term to satisfy the inf-sup condition for the solution of the
Navier-Stokes equations. Specifically, we employ the Continuous Interior Penalty
stabilization [53], that additionally handles possible instabilities due to convection
dominating regimes. Furthermore, we apply the ghost-term penalty stabilization [50]
to add robustness to the method with respect to the mesh cuts, see below.

For the structural problem, standard linear finite element spaces are used:

Xm
h =

{
v̂h ∈ C0(Ω̂m

h ) : v̂h |K̂ ∈ P1(K̂) ∀K̂ ∈ T̂m
h

}
,

Xr
h =

{
vh ∈ C0(Ωr

h) : vh |K ∈ P1(K) ∀K ∈ T r
h

}
,

(3.28)

for the membrane and the magnet ring, respectively.

Thus, analogously to what done in Eq. (3.6), the discrete spaces for the approximation
of the velocity, the pressure and the displacements of the two structures can be defined
as follows:

Vh,ψ =
{
vh ∈ [X

f
h ]

3 : vh = ψ on Γm ∪ Γr , vh = 0 on Γw
}

,

Qh =
{
qh ∈ X f

h

}
,

Wm
h,ψ =

{
ŵh ∈ [Xm

h ]
3 : ŵh = ψ̂ on Γ̂m

}
,

Wr
h,ψ =

{
wh ∈ [Xr

h]
3 : wh = ψ on Γr} ,

(3.29)

where index ψ indicates the function that is prescribed in a strong way on the Dirichlet
boundary of each domain.

We then consider a temporal discretization of the time interval (0,T) based on the
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timestep parameter ∆t > 0 such that tn = n∆t for n = 1, 2, . . . Nt with Nt =
T
∆t . We

consider the Backward Differentiation Formula of order 1 for the time discretization
of both the fluid and solid problems, with a semi-implicit treatment of the fluid non-
linear term. Therefore, the space-time approximation of the fluid velocity u(tn) is
denoted as un

h, but to simplify the notation we will omit the current temporal index
n + 1 (which is then understood) for the variables and the domains (i.e., uh = un+1

h ,
Ω

f
h = Ω

f ,n+1
h )

In view of the full discretization of the FSI problem, we introduce the following
discrete forms:

• the fluid form A f
h (u
∗
h,uh, ph; vh, qh), defined as

A
f
h

(
u∗h,uh, ph; vh, qh

)
=
ρ f

∆t
(uh, vh)Ω f

h

+ ρ f
(
u∗h · ∇uh, vh

)
Ω

f
h

+ 2µ f (D(uh),D(vh))Ω f
h

− (ph,∇ · vh)Ω f
h

+ (qh,∇ · uh)Ω f
h

+ ch(u∗h,uh; vh)

+ sh(uh, ph; vh, qh) + gh(uh; vh),

(3.30)

which collects the terms of the weak formulation of the stabilized Navier-Stokes
equations with convective velocity u∗h. In our simulations, we used a semi-
implicit approach for the convective term by taking a first order extrapolation
of the velocity, i.e. u∗h = un

h.

The term ch(u∗h,uh; vh) is the correction of the convective term, defined over
the cut faces in F p,i

h (see Figure 3.12, left)) as

ch(u∗h,uh; vh) =
ρ f

2
(
(∇ · u∗h)uh, vh

)
Ω

f
h

−

N f∑
i=1

∑
F∈F p,i

h

ρ f

({
u∗h

}
F · nJuhKF , {vh}F

)
F

−

N f∑
i=1

∑
F∈F p,i

h

ρ f

2
(
Ju∗hKF · n, {uh · vh}F

)
F .

(3.31)

Such correction is used to recover the null condition of the convective term
(z · ∇v, v)Ω f = 0 ∀v ∈ V, z ∈ {v ∈ V : ∇ · v = 0} in the discrete space [281,
315].

The stabilization term sh(uh, ph; vh, qh) corresponds to the Continuous Interior
Penalty (CIP) stabilization [53, 258], introduced to handle spurious instabilities
due to equal order of Finite Elements for velocity and pressure, and have better
control on the convective term and on the incompressibility condition. It was
defined over the computational faces in the set F s

h , as done in [315]:
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sh(uh, ph; vh, qh) = γv
∑

F∈F s
h

ξ (ReF) h2
F | |u

∗
h · n| |∞,F

(
J∇uh · nKF , J∇vh · nKF

)
F

+ γdiv

∑
F∈F s

h

ξF (ReF) h2
F | |u

∗
h | |∞,F

(
J∇ · uhKF , J∇ · vhKF

)
F

+ γp

∑
F∈F s

h

ξ (ReF)
h2

F

| |u∗h | |∞,F

(
J∇phKF , J∇qhKF

)
F ,

(3.32)

where γv, γdiv and γp are positive penalty parameters for stabilization of veloc-
ity, divergence and pressure, respectively; ReF is the local Reynolds number
over face F defined as ReF =

ρ f hF | |u∗h | |∞,F
µ f

, and ξ(x) is the minimum function
such that ξ(x) = min(1, x).

The ghost-penalty stabilization gh(uh; vh) [50] is added to guarantee robustness
of the method with respect to the cut elements, by preventing possible instabil-
ities caused by the arbitrarily small dimension of the generated cut elements,
as done in [315, 103]. Thus, the ghost-penalty term is defined over the set of
faces crossed by the interface F g

h (see Figure 3.12, right) as:

gh(uh; vh) = γg
∑

F∈F g
h

µ f hF

(
J∇uhKFnF , J∇vhKFnF

)
F

, (3.33)

with γg > 0.

• the membrane structure form Am
h (̂d

m
h ; ŵm

h ), defined as

Am
h (̂d

m
h ; ŵm

h ) =
ρm

∆t2

(
d̂

m
h , ŵm

h

)
Ω̂m
h

+ λm
(
∇ · d̂

m
h ,∇ · ŵm

h

)
Ω̂m
h

+ 2µm

(
D(̂d

m
h ),D(ŵ

m
h )

)
Ω̂m
h

.
(3.34)

• the magnet ring structure form Ar
h(d

r
h;wr

h), defined as

Ar
h(d

r
h;wr

h) =
(
D(dr

h),D(w
r
h)

)
Ωr
h

. (3.35)

• the form Ih(uh, ph,dm
h ; vh, qh,wm

h ) of the coupling terms, where the weak con-
tinuity is applied over the fluid-structure interface Σh to glue the fluid-solid
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solution via DG mortaring:

Ih(uh, ph,dm
h ; vh, qh,wm

h ) =
(
αT f (uh, ph)n f + (1 − α)Ts(dm

h )n
s, vh −wm

h

)
Σh

+

(
uh −

dm
h

∆t
,αT f (vh, qh)n f + (1 − α)Ts(wm

h )n
s
)
Σh

−
γΣµ f

h

(
uh −

dm
h

∆t
, vh −wm

h

)
Σh

,

(3.36)

where γΣ > 0 is the penalty parameter associated with the interface Σ. For
the α-weighted mean terms in Ih, we have taken α = 1 for the fluid-structure
mortaring, as done in [51, 5].

• the form Dh(uh, ph; vh, qh), to handle the weak continuity (in a DG sense) for
the fluid problem among the interfaces defined over the set F p,i

h of the physical
cut faces (see Figure 3.12, left), as done in the DG approach [11, 315]:

Dh(uh, ph; vh, qh) =

N f∑
i=1

∑
F∈F p,i

h

({
T f (uh, ph)

}
F nF , JvhKF

)
F

+

N f∑
i=1

∑
F∈F p,i

h

(
JuhKF ,

{
T f (vh,−qh)

}
F nF

)
F

−

N f∑
i=1

∑
F∈F p,i

h

γdgµ f

hF

(
JuhKF , JvhKF

)
F ,

(3.37)

with interior penalty parameter γdg > 0. For the mean operator inD f
h we have

used α = 1
2 , as indicative of homogeneous coupling, in agreement with [71].

Notice that whereas strong continuity for the fluid problem is prescribed in a
standard way for the interfaces far from the structure by using continuous Finite
Elements, a DG approach has been preferred for the faces of the split elements.
Indeed, in some scenarios, it is not posible to enforce strong continuity at
interfaces between adjacent fluid elements that have different dof multiplicity,
see [316].
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• the form Fh(un
h,dm,n

h ,dm,n−1
h ; vh, qh,wm

h ) of the terms resulting from the integra-
tion over the boundaries Γout and Γin and discretization of the time derivatives:

Fh(un
h,dm,n

h ,dm,n−1
h ; vh, qh,wm

h ) =
ρ f

∆t
(
un

h, vh
)
Ω

f
h

+
ρm

∆t2

(
2d̂

m,n
h − d̂

m,n−1
h , ŵm

h

)
Ω̂m
h

+
(
Pout n f , vh

)
Γout
−

(
(Pout − H)n f , vh

)
Γin

+

(
dm,n

h

∆t
,αT f (vh, qh)n f + (1 − α)Ts(wm

h )n
s

)
Σh

−
γΣµ f

h

(
dm,n

h

∆t
, vh −wm

h

)
Σh

.

(3.38)

To address the integration over the unknown domainsΩ f
h and Σh in Eq. (3.30)-(3.36)-

(3.38), we considered an explicit treatment of the geometric coupling by taking the
first order extrapolation from the previous timestep, i.e. Ω f

h ' Ω
f ,n
h = Ω

f
h (d

m,n
h ,dr ,n

h )

and Σh ' Σ
n
h = Σh(dm,n

h ).

As a consequence, the velocity approximation at previous time step un
h, appearing in

Eq. (3.31) and (3.38), is defined in Ω f ,n−1, but evaluated in Ω f ,n as the test function
vh. Notice that, passing from time n − 1 to time n, the moving structures may (i)
cover new portions or new entire elements of the fluid mesh, where the old solution
un

h was defined, and (ii) uncover areas that were previously overlapped, where the old
solution un

h did not exist. Thus, in order to define un
h in Ω f ,n, we introduce the new

quantity Πnun
h, such that

Π
nun

h(x) =


un

h(x) if x ∈ Ω f ,n, x ∈ Ω f ,n−1,
En(un

h(x)) if x ∈ Ω f ,n, x < Ω f ,n−1,
not defined if x < Ω f ,n,

(3.39)

where En(un
h(x)) represents the "natural extension" of the piecewise linear solution u

n
h

into Ω f ,n. For instance, if we consider a 1D background element K i =
[
xi, xi+1) , the

extension En(un
h) into the new uncovered portion of sub-element Pn

K ⊂ K i is obtained
via linear extrapolation of the solution un

h defined in Pn−1
K ⊂ K i (see Figure 3.13).

The same approach can be applied on the entire elements K that were hidden at time
n− 1 and become visible at time n, by extending the solution from adjacent elements
K̃ that were visible at time n − 1.

Finally, the full discretization of problem (3.2) reads as follows:

Full discretization of the FSI problem

For n = 0, 1, . . . , Nt − 1, find
(
uh, ph,dm

h ,dr
h
)
∈ Vh, Ûϕ ×Qh ×Wm

h,ϕ ×W
r
h,ϕ such

that u0
h = 0, dm,0

h = 0, dm,−1
h = 0 :
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Figure 3.13: One-dimensional example of natural extension En(un
h
) (red) of the solution un

h
(blue), defined in sub-element Pn−1

K ⊂
[
xi, xi+1) , into the new uncovered portion (gray) of

sub-element Pn
K ⊂

[
xi, xi+1) . Image re-edited from [316].

A
f
h (Π

nun
h,uh, ph; vh, qh) + A

m
h (d

m
h ;wm

h ) + A
r
h(d

r
h;wr

h)− D
f
h (uh, ph; vh, qh)

− Ih(uh, ph,dm
h ; vh, qh,wm

h ) = Fh(Π
nun

h,dm,n
h ,dm,n−1

h ; vh, qh,wm
h ) (3.40)

∀
(
vh, qh,wm

h ,wr
h

)
∈ Vh,0 ×Qh ×Wm

h,0 ×W
r
h,0.

We remark that the integration over the cut elements in the fluid mesh is carried
over by means of an intermediate sub-tetrahedralization procedure, that allows to
write each sub-element as a sum of tetrahedra. Hence, the integration over the sub-
elements is obtained as the sum of the contributions from each sub-tetrahedron, where
the standard Gaussian quadrature rule can be normally applied. For more details on
the computational implementation of this integration strategy, we refer the reader to
[315, 316].

3.4.3 Discretization of the contact term

The solution of the FSCI problem given by Eq. (3.18) requires the discretization of
the additional terms modeling the contact with the superior and inferior pump head
flanges.

The discretized version of the contact term active on the pump head boundary Γc
i,h is∫

Γc
i,h

γc,h

(
εc(h) − ∆i

h(x)
)

for i = {sup, in f } , (3.41)

with εc(h) = O(h) and γc,h = γ
0
c h−1, where γ0

c is a positive penalty constant and h
represents the local mesh size of the fluid mesh. Notice that at the current time step,
the discrete current gap ∆i

h is unknown. Therefore, in order to compute it, we need to
write it as an explicit function of the membrane displacement dm

h . Hence, according
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Figure 3.14: Left: Approximation of pump head flanges with conic surfaces. Right:
Schematic 3D representation of cone-structure distance computation.

with [103], we took
∆

i
h = gi

h − d
m
h · n

i
w (3.42)

where gi
h is the discrete initial gap from the pump head wall i and ni

w is the corre-
sponding wall external normal.

As mentioned in Section 2.2.2, the pump head flanges are slightly inclined, so that the
gap of the pump head region decreases, almost linearly, while moving radially towards
the central axis. In order to compute the initial gaps gin f

h and g
sup
h in a practical way,

we approximated the pump head flanges with two conic surfaces, co-axial with the
pump, with two virtual cone vertices denoted by vsup and vin f , respectively (see
Figure 3.14, left). Therefore, we can define the discrete initial gap with respect to the
pump head flange i as

gi
h(x) =

(
x − vi

)
· ni

w(x) for x ∈ Σ. (3.43)

Notice that the conic approximation allows to (i) compute the normal distance from
all points x using the unique reference point vi and (ii) easily find out the direction of
minimal distance, that coincides with the wall normal direction corresponding to the
angular coordinate θ of x (see Figure 3.14, right).

As a consequence, we can now define the contact bilinear form Ch(dm
h ;wm

h ) as

Ch(dm
h ;wm

h ) =
γ0

c

h
(
dm

h · n
sup
w ,wm

h · n
sup
w

)
Γc
sup,h

+
γ0

c

h

(
dm

h · n
in f
w ,wm

h · n
in f
w

)
Γc
inf ,h

,
(3.44)

and the form of the corresponding terms at the right-hand side F c
h (w

m
h ) as

F c
h (w

m
h ) =

γ0
c

h

(
g

sup
h − εc,wm

h · n
sup
w

)
Γc
sup,h

,

+
γ0

c

h

(
g

in f
h − εc,wm

h · n
in f
w

)
Γc
inf ,h

,
(3.45)

Analogously towhat done for the geometric coupling of the FSI problem, the unknown
active contact boundaries Γc

sup,h and Γ
c
in f ,h in Eq. (3.44)-(3.45) are extrapolated from
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the previous timestep, i.e., Γc
i,h ' Γ

c,n
i,h = Γ

c
i,h(d

m,n
h ) for i = {sup, in f }.

In conclusion, the discrete formulation of the FSCI problem (3.18) reads as follows:

Full discretization of the FSCI problem

For n = 0, 1, . . . , Nt − 1, find
(
uh, ph,dm

h ,dr
h
)
∈ Vh, Ûϕ ×Qh ×Wm

h,ϕ ×W
r
h,ϕ such

that u0
h = 0, dm,0

h = 0, dm,−1
h = 0 :

A
f
h (Π

nun
h,uh, ph; vh, qh) + A

m
h (d

m
h ;wm

h ) + A
r
h(d

r
h;wr

h)

− D
f
h (uh, ph; vh, qh) − Ih(uh, ph,dm

h ; vh, qh,wm
h ) + Ch(dm

h ;wm
h )

= Fh(Π
nun

h,dm,n
h ,dm,n−1

h ; vh, qh,wm
h ) + F

c
h (w

m
h ) (3.46)

∀
(
vh, qh,wm

h ,wr
h

)
∈ Vh,0 ×Qh ×Wm

h,0 ×W
r
h,0.

We remind the reader that, unlike in the model from [52], the contact term considered
in this work is not fully consistent, with the advantage that the contact method does not
depend on the material properties of the deformable structure [112]. Nevertheless,
the parameter γ0

c should be taken large enough to recover the numerical stability of
the formulation, as done in [103].

3.4.4 Numerical solver

The algebraic linear system associated to the FSCI problem described in Section 3.4.3
has the form of

Ax = F, (3.47)

where the vector of unknowns x ∈ RNT collects all the NT degrees of freedom (dof)
of the fluid variables (both standard and enriched) and structure variables, and matrix
A ∈ RNT×NT and vector F ∈ RNT are obtained via XFEM approximation of the terms
in the weak formulation (3.46).

Specifically, vector x is shaped as a 4 × 1 block vector such that

x =


U
P
Dm

Dr

 , (3.48)

where U ∈ R3Nh, f contains the dof associated to fluid velocity uh, P ∈ RNh, f includes
the dof associated to fluid pressure ph, Dm ∈ R3Nh,m collects the dof associated
to membrane displacement dm

h , and Dr ∈ R3Nh,r contains the dof associated to
membrane displacement dr

h. Hence, we have that NT = 4Nh, f + 3Nh,m + 3Nh,r .
Notice that Nh, f is the sum of the number of standard dof N std

h, f from classical Finite
Element approximation and the total number N X

h, f of additional enriched dof coming
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from XFEM duplication. In particular, we assume that the indices of the fluid dof
vectors are sorted in such a way that the ones associated to the standard nodes, called
standard indices, precede the ones associated to the enriched dofs, called enriched
indices, i.e. i = 1, 2, . . . N std

h, f , N std
h, f + 1, . . . , N std

h, f + N X
h, f .

We introduce the scalar basis functions {ϕi}
Nstd
h, f

i=1 ∈ X f
h ,

{
ψ j

}Nstd
h, f

j=1 ∈ X f
h , {ηk}

Nh,m
k=1 ∈

Xm
h , and {ωt}

Nh,t
t=1 ∈ Xr

h . Moreover, we can consider the corresponding vectorial basis

functions {ϕi}
3Nstd

h, f
i=1 for the velocity, defined such that

ϕi =



[
ϕi, 0, 0

]T
if i = 1, 2, . . . , N std

h, f ,[
0, ϕi−Nstd

h, f
, 0

]T
if i = N std

h, f + 1, N std
h, f + 2, . . . , 2N std

h, f ,[
0, 0, ϕi−2Nstd

h, f

]T
if i = 2N std

h, f + 1, 2N std
h, f + 2, . . . , 3N std

h, f .

(3.49)

Analogous definitions hold true for vectorial basis functions
{
ηk

}3Nh,m
k=1 and {ωt}

3Nh,r
t=1 .

Notice that the fluid basis functions are defined only for the standard indices, cor-
responding to all actual vertices of the fluid domain, including the ones of the split
elements (but counted only once per geometric node). Indeed, the basis functions
of the nodes of the split elements are common to all associated dof, regardless they
are standard or enriched dof. However, when the enriched dof are considered for
the integration, the basis functions active on the split elements are multiplied by an
enrichment function Υ, that discriminates between the different sub-elements of the
split element. For instance, in case of a split element with two fluid sub-elements (i.e.,
NK = 2) a suitable enrichment function is the sign function, which assumes 1 in PK

1
and −1 in PK

2 , that is able to represent the jump of the solution across the structure.

Hence, the approximated solutions for problem (3.46) can be written as

uh(x) =
3Nstd

h, f∑
i=1

Ui ϕi(x) +
3(Nstd

h, f +NX
h, f )∑

i=3Nstd
h, f +1

Ui ϕξ(i)(x)Υi(x), (3.50a)

ph(x) =
Nstd
h, f∑

j=1
Pj ψ j(x) +

Nstd
h, f +NX

h, f∑
j=Nstd

h, f +1

Pj ψξ( j)(x)Υj(x), (3.50b)

dm
h (x) =

3Nh,m∑
k=1

Dm
k ηk(x), (3.50c)

dr
h(x) =

3Nh,t∑
t=1

Dr
t ωt(x), (3.50d)

where ξ(·) is a function that associates an enriched index (for which no basis function
is defined) to the standard index of the corresponding node in the split element.
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We remark that the formulation of the XFEM approximation of the fluid variables
in Eq. (3.50a)-(3.50b) is inspired on the classical definition from the literature, e.g
see [109]. From an operative point of view, in our implementation, the enrichment
function is applied to both the standard and the enriched dof of the split elements and
it is a boolean function that is activated or not depending on the region of integration.

Now, we can define the matrix A and the vector F appearing in the linear system in
Eq. (3.47). Indeed, by substituting the XFEM approximations from Eq. (3.50) into
the weak formulation (3.46) and taking the basis functions as test functions, we obtain
4 × 4 block matrix A and 4 × 1 block right-hand side vector F, shaped as

A =


F B E 0
BT P H 0
ET HT S 0
0 0 0 R

 , F =


Fu

Fp

Fd + Fc
0

 . (3.51)

In particular, the blocks in the definition of matrix A correspond to the following
group of matrices coming from standard XFEM discretization:

F = ∆t−1M f + A f +C + Suu +G + Euu + Duu, (3.52)
B = BT + Eup + Dup, (3.53)
E = Eud, (3.54)
P = Spp, (3.55)
H = Epd, (3.56)
S = ∆t−2Mm + µm Am + λmL + Edd + N , (3.57)
R = Ar , (3.58)

where:

• M f
i, j =

∫
Ω

f
h

ϕ j · ϕidΩ, is the fluid mass matrix (analogously for Mm
i, j);

• A f
i, j =

∫
Ω

f
h

(
∇ϕ j + ∇ϕ

T
j

)
:
(
∇ϕi +∇ϕ

T
i

)
dΩ, is the fluid stiffness matrix (anal-

ogously for Am
i, j and Ar

i, j);

• Ci, j =
∫
Ω

f
h

(
Πnun

h · ∇

)
ϕ j · ϕidΩ, is the linearized convective matrix;

• Bi, j = −
∫
Ω

f
h

ψ j∇ · ϕidΩ;

• Li, j =
∫
Ωm
h

(
∇ · η j

) (
∇ · ηi

)
dΩ;

• Suu
i, j = su

h(ϕ j ; ϕi), Spp
i, j = sp

h(ψ j ;ψi), are the stabilization matrices associated
to the Continuous Interior Penalty term sh = su

h + sp
h defined in Eq. (3.32);

• Gi, j = gh(ϕ j ; ϕi), is the stabilization matrix associated to the ghost-penalty
term gh defined in Eq. (3.33);

• Euu
i, j = I

uu
h (ϕ j ; ϕi), Eup

i, j = I
up

h (ψ j ; ϕi), Eud
i, j = I

ud
h (η j ; ϕi),
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E pd
i, j = I

pd
h (η j ;ψi), Edd

i, j = I
dd

h (η j ; ηi), are the matrices coming from the
interface term Ih = I

uu
h + I

up
h + I

ud
h + I

pd
h + I

dd
h for the DG mortaring at the

fluid-strucure interface (see Eq. (3.36));

• Duu
i, j = D

uu
h (ϕ j ; ϕi), Dup

i, j = D
up
h (ψ j ; ϕi), are the matrices obtained from

the approximation of the DG termDh = D
uu
h +D

up
h for the weak continuity at

the fluid-fluid interface of split elements (see Eq. (3.37));

• Ni, j = Ch(η j , ηi), is the contact matrix from Eq. (3.44).

Analogously, we can define the blocks for the vector F as:

• Fu = F u
h (ϕi), Fp = F

p
h (ψi), Fd = F d

h (ηi) including all the terms from
Eq. (3.38), such that Fh = F

u
h + F

p
h + F

d
h ;

• Fc = Fc(ηi) coming from the right-hand side term of the contact model in
Eq. (3.45).

Notice that the structure of matrix A in Eq. (3.51) highlights that the mechanics
of the magnet ring are not coupled with the rest of the pump system in this model.
Indeed, the mechanic coupling of the magnet ring with the membrane as well as the
coupling with the fluid are surrogated with the Dirichlet condition Eq. (3.3d)-(3.3e).
Nonetheless, the geometric coupling between the fluid domain and the magnet ring
displacement, that is not directly visible in matrix A, still holds true.

At each time iteration, the linear system given by Eq. (3.47) is solved in a mono-
lithic approach using the GeneralizedMinimum Residual Method (GMRES) iterative
solver. Since GMRES is a Krylov sub-space method, the solution corresponds to the
minimizer of the residual r of the linear system projected on the Krylov sub-spaces

K l(A, r) = span
{
r, Ar, . . . , Al−1r

}
with r = F − Ax0,

with X0 being an initial guess. Thus, we have that

x = min
xl∈K l
| |F − Axl | |. (3.59)

As the convergence rate of the minimization problem (3.59) highly depends on the
condition number of the matrix A, a preconditioner matrix P is applied to the linear
system, i.e.

P Ax = P F. (3.60)

Specifically, we used the block Gauss-Seidel preconditioner, proposed in [113] that
is

PGS =


F B E 0
BT P H 0
0 0 S 0
0 0 0 R

 , (3.61)

which neglects the coupling term blocks in the third row ET andHT .
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3.5 Why XFEM?

Numerical solution of the fluid-structure interaction dynamics in Wave Membrane
Blood Pumps (WMBPs) is particularly demanding for three main reasons: i) the
pump system presents a large and complex geometry, including multiple moving
structures; ii) the wave membrane, located in the narrow pump head area, undergoes
to displacements that are the same order of magnitude of the dimension of the local
fluid region; iii) during such wave motion, potential contact of the elastic membrane
may occur with pump walls, depending on the operating conditions of the device and
the elasticity properties of the membrane. In addition, being an industrial problem,
the computational times should be minimized as much as possible to be compliant
with typical industrial timeframes and produce relevant insight for pump design and
development. For such reasons, the numerical approach used to handle such a problem
should be robust with respect to the issues above.

In most FSI problems, the Arbitrary Lagrangian-Eulerian (ALE) fitted mesh method
represents the golden standard numerical technique, thanks to its accuracy, efficiency,
ease of implementation, and validation in many real-life engineering fields [154,
167, 234]. Indeed, it allows to simply handle the geometric coupling at the FS
interface as well as the imposition of the physical coupling conditions. However, in
case of WMBPs, the deformation of the fluid mesh induced by the wave membrane
motion would cause high distortion of the fluid elements in the pump head and
consequently it would require frequent application of remeshing procedures. Notice
that remeshing is not only computationally expensive, but it may introduce also
interpolation errors during the data-mapping of the fluid solution from old mesh to
the new mesh. Moreover, the ALE formulation may fail in case of dry contact (i.e.,
with no interstitial fluid) because of the zero-volume elements locally generated when
the membrane is in contact with the fluid boundary.

Being an unfitted mesh method, XFEM avoids the issues linked to element distortion
or contact by using a fixed background mesh. Moreover, the generation of unfitted
meshes is also more practical, especially in case of complex geometries, because
internal boundaries do not have to be considered. Compared with other unfitted
techniques, such as Immersed Boundary (IB) or Ficticious Domain (FD), XFEM
is more capable to sharply capture the fluid-structure interface boundary by means
of geometric cuts between meshes and to represent the consequent discontinuities
without loss of accuracy. Indeed, thanks to the enrichment of specific features of
the standard Finite Element Method (FEM), the XFEM approach can handle a wider
variety of physical problems than FEM, possibly characterized by discontinuities,
local deformations and complex geometries [182].

However, XFEM technique is generallymore difficult to implement than other unfitted
approaches, due to the geometric complications underneath the cut mesh operations,
especially in three dimensions. Indeed, at each time step, this technique requires the
computation of the intersections between the solid and the background meshes, that
can be particularly challenging in parallel environments where each processor stores a
local sub-portion of the different meshes. Moreover, the implementation should also
handle the integration of the solution in the generated sub-elements, either by means
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of an interface-fitted sub-tethahedralization, as in [315], or, in case of particularly
irregular geometries, using higher order Gaussian quadrature, as in [254]. Notice that,
as the cut of the structure is purely arbitrary, the sub-elements may have infinitesimal
volume or a very complex shape, thereby challenging the online meshers used for the
sub-tetrahedralization. Finally, the data structure for the background mesh should be
organized very efficiently to easily enable dof dropping on the hidden elements and
dof enrichment on the split elements.

Given the novelty of the XFEM numerical technique, there are fewer examples of
its applications than for other established methods such as ALE. For instance, to
our knowledge, the XFEM strategy is employed in this study for the first time on a
real industrial 3D problem. In addition, it is still unclear how to extend the XFEM
formulation to higher order degree Finite Elements [316].

In this work, we specifically refered to the implementation of the XFEM-DG envi-
ronment proposed in [315, 316], that was developed within the C++ Library of Finite
Elements (LIFEV) [26]. The code was previously tested in several 3D scenarios
with simple physical geometries and the accuracy of the results were successfully
compared with ALE method in [315]. However, the bottleneck of this computational
XFEM framework is represented by the mesh intersection step: indeed, although
the FSI problem is solved in a multi-thread environment, the mesh intersections
are computed serially. On the one hand, this approach ensures that all processors
store the same fluid cut-mesh; on the other hand, it increases computational time
and memory usage. In our experience, computational times ranged between 1 to 4
weeks, depending on operating conditions, discretization parameters and computa-
tional resources. Nonetheless, we believe that a fully parallel implementation of the
XFEM approach may result in an accurate, verstatile and relatively efficient tool for
numerical simulations in WMBPs.

Another topic that could be addressed in future works in order to improve efficiency
is the development of a suitable, ad hoc preconditioner for the problem



81

Chapter 4

Results

In this chapter, we present three numerical tests performed in the Wave Membrane
Blood Pump (WMBP):

• Test I: FSI in flat WMBP (Section 4.2). A Fluid-Structure Interaction (FSI)
problem solved in the flat membrane pump design of WMBP, see Design A in
Figure 2.6. Validation results against experimental data are provided.

• Test II: FSCI in J-shape WMBP (Section 4.3). A Fluid-Structure-Contact
Interaction (FSCI) problem solved in the J-shape membrane pump design, see
Design B in Figure 2.6. More realistic operating conditions are considered and
the relaxed contact model from Section 3.2.2 is added to handle the potential
contact between thewavemembrane and the pumpwalls. This test addresses the
comparison of the performance between the two pump designs and a parametric
analysis over the operating conditions of the device with respect to hydraulic
output and hemocompatibility.

• Test III: Membrane anti-symmetries (Section 4.4). A preliminary investi-
gation on the development of secondary non axi-symmetric deformations, said
anti-symmetries, in the wave membrane for a specific operating point of the
WMBP.

Before reporting the results for each test, we present in Section 4.1 the pipeline for
the generation of the unfitted computational meshes and the convergence study.

4.1 Meshing in WMBPs

4.1.1 Pre-processing meshing pipeline

The generation of the computational meshes can be particularly challenging in
WMBPs due to the complex geometry of the domain and the presence of multi-
ple immersed thin structures. In the unfitted framework of Extended Finite Element
Method (XFEM), the meshing step is simplified with respect to fitted mesh methods,
because the meshes can be generated independently for each component of the pump
system, without any constraint of fitting with internal surfaces.
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In this work, we pursued the following pipeline to create the computational meshes
for the numerical simulations in WMBPs:

1. The developing company provided surface geometries for the main components
of the WMBP system, derived from computer-assisted-design (CAD) models.
Specifically, Standard Triangle Language (STL) files were generated for the
pump chamber (background) and for the two main structures (foreground),
the wave membrane and the magnet ring. In this process, some boundaries
of the pump housing were smoothen and, as discussed in Sect. 3.1.1, the
fixation system that mechanically connects the membrane to the magnet ring
was omitted from the computational domain.

2. The STL files were remeshed using GMSH software [118] to construct a more
refined triangulation of the boundaries of the domains, using the MeshAdapt
method [118]. In this step, the mesh boundaries were reclassified to assign
proper tags with respect to the different boundary conditions to prescribe on
the pump system (e.g., 1 for the inlet, 2 for the outlet, 3 for the walls, etc.). The
output of this step is a MSH file for each component of the system.

3. Volume meshes of tetrahedral elements were constructed starting from the
surface reparametrization of Point 2 using the Delaunay algorithm [243] of
GMSH. The characteristic length h of the elements may be varied in space
using designed geometric filters, said fields, based on element location or local
curvature, to further improve mesh quality. Output files are again in MSH
format.

4. Finally, the format of the 3D meshes was converted from MSH to MESH
format using Python, in order to be compliant with the requirements of the
finite element library LIFEV [26].

4.1.2 Meshes for flat and J-shape pump designs

The unfitted 3D meshes for the numerical simulations were derived using the pro-
cedure described in paragraph 4.1 for both the flat membrane pump design and the
J-shape membrane pump design, introduced in Section 2.3.

The 3D meshes for the flat pump design are shown in a perspective and a cross-
sectional view in Figure 4.1a. In this case, we can observe a uniform discretization,
i.e. with fixed mesh size h̃1, for the background mesh Th, that counts 1.2M elements.
Instead, the characteristic length of the membrane mesh Tm

h , counting 280k elements,
was varied in space using a distance-based field based on the radial distance of the
elements (see Figure 4.1b). In particular, as the thickness of the membrane disc
decreases in radial direction towards the center, the mesh discretization was set in
such a way to obtain at least 3 elements spanning its thickness, in order to guarantee
a correct propagation of the progressive waves along the elastic medium. Finally, in
Figure 4.1c, we report the magnet ring mesh T r

h , which has 250k elements. Notice

1The value of mesh step h̃ is not specified for confidentiality reasons, as it could be used to
reconstruct the dimensions of the pump geometry.
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Figure 4.1: Volume meshes for flat membrane pump design. a) Perspective and cross-
sectional view of the unfitted meshes, with focus on the magnet and pump head regions. b)
Flat membrane mesh. c) Magnet ring mesh.

that the quality of the mesh inside the magnet domain is not relevant, as the latter is
modeled as a rigid structure and we are not interested in its internal stresses.

In the J-shape pump design (Figure 4.2), all the meshes were locally refined using
geometric fields in regions with high curvature or of interest for the pump dynamics.
Specifically, in the backgroundmeshTh (1.65M elements), themesh size in themagnet
regionwas set to be similar to the one used for the flatmesh (h ' h̃), while it was halfed
in the pump head region (h ' h̃/2), where the wavemembrane propagation occurs, and
doubled at the inlet region (h ' 2h̃), where the dynamics are less disturbed. In the
membrane mesh Tm

h (935k elements), the mesh size is decreased in radial directon,
as for the flat design, and at the high-curvature membrane edge, while it is higher in
the remaining part of the membrane periphery, corresponding to the rigid membrane
holder region. Finally, the magnet mesh T r

h (380k elements) presents a higher
refinement on the boundary with respect to the flat pump design because of the more
curved and larger geometry of the ring. Notice that the meshes in the J-shape design
have a higher number of elements than the corresponding ones in the flat design,
mainly due to the larger geometries of each component (wider flow channels, vertical
elongations of the membrane holder, larger magnet ring). Moreover, the membrane
mesh was further refined, reaching a minimum of 4 elements through its thickness,
to ensure a correct wave propagation also at the high oscillating conditions and avoid
element inversions. Indeed, as will be specified in Section 4.3, the J-shape membrane
will be simulated for higher oscillating conditions (i.e. higher stroke parameter, lower
frequency) and different elasticity parameters, resulting in larger deformations of the
flexible wave membrane than the ones observed in the flat membrane.
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Figure 4.2: Volume meshes for J-shape membrane pump design. a) Perspective and cross-
sectional view of the unfitted meshes, with focus on the magnet and pump head regions. b)
J-shape membrane mesh. c) Magnet ring mesh.

As the meshes for the J-shape design have a high number of elements, we decided
to adopt a reduced geometry approximation by taking the 120-degree section of the
pump domain, as explained in Section 3.1.4. Thus, the meshes for the J-shape pump
design, shown in Figure 4.3 were generated in the reduced geometry, with similar
characteristic lenghts. Indeed, the resulting meshes present roughly one third of the
elements compared with the full meshes (Th : 520k, Tm

h : 390k, T r
h : 140k). Notice

that, in Figure 3.1.4a, the pump domain presents an additional geometric detail at
the inlet, consisting of a curved deviation, that we refer to as inlet cuspid. The
introduction of the inlet cuspid in the pump design will be studied in Section 4.3.1.
Such variationmotivates the smaller mesh size in the inlet region in themesh in Figure
3.1.4a than the one in Figure 4.2. The detail of the structure meshes is reported in
Figure 3.1.4b. The application to the reduced geometry approximation allowed to
significantly reduce the memory usage and the computational time, with a speed-up
of 5, allowing to carry over three-dimensional simulations in less than a week.

We can observe that in both pump designs there is a very small gap between the
magnet mesh and the side wall of the actuator, said magnet clearance gap. In such
region, the use of the unfitted meshes allowed us to avoid high distortion of the
interstitial fluid elements during vertical oscillations of the magnet ring. Similar
discussion can be addressed to the narrow gap in the pump head region dividing the
flexible wave membrane from the pump walls, said pump head flanges.
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Figure 4.3: Volume meshes in the 120-degree J-shape pump geometry. a) Perspective
visualization of the unfitted meshes. Point x̃ = [0, 0, 1.4] used for convergence analysis. b)
Focus on the structure meshes.

Figure 4.4: Cut mesh operations on a split element (blue). Left: Identification of intersection
points (yellow dots). Right: Inteface-fitted sub-tetrahedralization on both sub-elements.
Figures are taken from [315].

4.1.3 Issues in fluid cut-mesh generation

We remind the reader that in the XFEM framework the fluid mesh is obtained at
each time step by cutting the background mesh at the intersections with the structure
meshes. Such arbitrary cut operations can lead to a variety of undesired geometric
configurations in case of complex geometries, such as in WMBPs. For instance, the
generated sub-elements, that are in general polyhedra, can be convex or concave,
with a stretched shape or with very small volume. In our work, we found that, in
order to reduce the instances of similar degenerated configurations, the quality of the
input meshes (both the background and the structure meshes) should be optimized.
Specifically, we employed Netgen optimizer tools in GMSH aimed at correcting the
improve the aspect ratio of elements with quality index lower than 0.3-0.5.

A secondmajor issue in the generation of the fluid cut-meshwas the sub-tetrahedralization
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Figure 4.5: Examples of sub-tetrahedralization error for small volume partition (green
circle) at the interface with the membrane holder (a) or with the magnet ring (b). Volumes
are magnified for sake of visualization.

step, that in our implementation of XFEM is required in order to carry over the inte-
gration over the visible (i.e. not overlapped) sub-portions of the background element.
In this step, each sub-element is divided in a sum of sub-tetrahedra where the fluid
solution can be easily integrated using the standard Gaussian quadrature rule. Notice
that the sub-tetrahedralization is constrained by requiring that the intersection points
between the background elements and the structure mesh are vertices of the sub-grid
(see Figure 4.4), to ensure the conformity between facing elements, as explained in
[315]. However, the sub-tetrahedralization procedure, that was initially delegated to
external libraries Triangle [263], for 2D meshing, and TetGen [264], for 3D mesh-
ing, may fail in case of particularly complex volumes or configurations, generating
sub-tetrahedra with zero or negative volume. For instance, in Figure 4.5 we report
two scenarios where the sub-tetrahedralization was not successful due to the small
volume of the input partition generated by the cut, because the cut occurs either very
close to a vertex (as at the interface with the membrane holder in Figure 4.5a) or in
correspondance to a sharp angle of the structure (as at the interface with a magnet
edge in Figure 4.5b). In our experience, the likelihood of success of TetGen meshing
increased by iteratively changing the input seed for the internal randomized operations
or the approximations of the input coordinates. Nonetheless, it was still not robust
enough to handle the iterative automatic meshing in our working scenario. There-
fore, we employed a second in-house sub-meshing algorithm, that is the advancing
front algorithm [197, 240] (ADF), in combination with TetGen: indeed, for each
sub-element, ADF was used first, while TetGen was called only in case of failure of
ADF. Such combined approach has allowed to significantly increase the robustness
of the sub-tetrahedralization and overcome issues such as the ones depicted in Figure
4.5.

Finally, an automatic perturbation procedure was implemented to handle the few
remaining instances of sub-tetrahedralization failure. Indeed, when both ADF and
TetGen algorithms fail the sub-meshing of a specific sub-element, the displacement
of the structure that generates the cut is perturbed, locally or globally, so that the
shape of that sub-element can be potentially solved during the sub-tetrahedralization
step. Notice that magnitude of the solution perturbation is of 1 nm, corresponding
to ∼ 10−6 of membrane displacement. In our experience, the perturbation approach
always solved the issues in the cut-mesh operations, that were not handled by the
traditional tools described above.
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4.1.4 Convergence study

The meshes presented in Section 4.1.2 for the different pump designs were selected
because they showed positive convergence results with respect to the solutions com-
puted on further refined meshes. Specifically, we report the details of the mesh
convergence study in the reduced pump meshes, shown in Figure 4.3. The simulation
parameters for this convergence study were: H = 60mmHg, f = 50Hz,Φ = 1.5 mm,
Pout = 120 mmHg, γΣ = 105, γdg = 103, γv = 0.05, γdiv = 0.5, γp = 0.01, γg = 1,
γ0

c = 1 · 105, and εc = 0.01 cm. The results were studied across four different grids
with decreasing mesh size h, with a fixed timestep ∆t = 0.0004 s. The refinement
ratio ri = hi−1/hi, with hi being a representative fluid mesh discretization parameter for
the i − th mesh, was computed for each grid i. The indices used for the convergence
analysis were typical quantities to evaluate the performance in blood pumps, that are
(i) the time-averaged flow rate Q at the outlet Γout , (ii) the mean pressure px̃ and (iii) a
scalar representation σx̃ of the mean stress at a point x̃ ∈ Ω f (t). Specifically, we took
x̃ = [0.0, 0.0, 1.4], which is located along the pump longitudinal axis, at the center of
the pump head (see Figure 4.3a).

Table 4.1 reports the values of such quantities and the corresponding approximated
relative differences. The fluid mesh with 520k elements (mesh index i = 3) showed
good convergence properties, since the relative errors are lower than 2% on hydraulic
quantities (eQ

4 , ep
4) and less than 5% for the hemocompatibility index (eσ4 ) [193].

Mesh i Ni ri Qi [l/min] eQ
i px̃i [mmHg] ep

i σx̃
i [Pa] eσi

1 323k · 1.24 · 121.50 · 0.41 ·

2 440k 1.17 3.33 0.627 122.76 0.021 1.145 0.64
3 520k 1.05 3.09 0.077 123.09 0.005 1.025 0.12
4 700k 1.11 3.15 0.019 122.95 0.002 1.079 0.05

Table 4.1: Mesh sensitivity analysis. Ni and ri are the number of fluid mesh tetrahedra and
the refinement ratio, respectively. The values of convergence indices ψ =

{
Qi, pxi ,σ

x̃
i

}
are

presented for each mesh i, together with the corresponding approximated relative difference
eψi = |ψi−ψi−1 |/|ψi |.

Similarly, the effect of time discretization was studied by varying the timestep param-
eter ∆t. As the choice for the timestep depends on the frequency of oscillation f , we
set the frequency for this analysis to the typical value for the J-shape pump design,
i.e. f = 60 Hz, and we tested the variation on the results when ∆t is halfed from
0.0004 s (42 time points per cycle) to 0.0002 s (84 time points per cycle). The other
parameters for these simulations were: H = 80 mmHg, Φ = 1.8 mm, Pout = 120
mmHg, γΣ = 105, γdg = 103, γv = 0.1, γdiv = 0.5, γp = 0.01, γg = 1, γ0

c = 5 · 105,
and εc = 0.2 mm. Analogously to what done for the grid sensitivity, Table 4.2 reports
the convergence indices and the corresponding relative errors for flow rate, pressure
and scalar stress. The results, featuring a maximum relative difference of 6.6%,
indicate that it is sufficient to select the timestep so that 42 time points are taken for
each period of oscillation [193]. Hence, for the operating points tested in this work,
the timestep ∆t was fixed to 0.0004 s when f ≤ 60 Hz, and halfed to 0.0002 s for the
simulations when f = 120 Hz.
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Time i ∆t [s] Nτ Qi [l/min] eQ
i px̃i [mmHg] ep

i σx̃
i [Pa] eσi

1 0.0004 42 4.83 · 131.7 · 2.25 ·

2 0.0002 84 5.03 0.04 135.8 0.03 2.11 0.066

Table 4.2: Time sensitivity analysis. The timestep ∆t is halfed from 0.0004 s to 0.0002 s.
Nτ indicates the number of timesteps per period of oscillation, for f = 60 Hz. The values of
convergence indices ψ =

{
Qi, pxi ,σ

x̃
i

}
are presented for each time index i, together with the

corresponding approximated relative difference eψi .

Analogous conclusions were reached for the space and time discretizations in the
case of the flat pump design, but, for sake of simplicity, the convergence study was
carried out in a smaller geometry, limited to the lower pump head region [194].
For the operating condition studied in the flat design, i.e. f = 120 Hz, Φ = 1.06
mm, no significant changes have been observed in the flow rate or in the membrane
displacement by further refining the mesh. In fact, the simulation results on such
meshes showed very good agreement with experimental data, as will be described in
Section 4.2.

4.2 Test I: FSI in flat WMBP

In this section, we report the three-dimensional numerical results obtained by solving
the Fluid-Structure Interaction (FSI) problem given by (3.40) in the flat membrane
pump design (see Design A in Figure 2.6).

We remind to the reader that in WMBPs the operating conditions of the device are
defined by the following parameters:

a) the head pressure H between the outlet and the inlet ports;

b) the frequency f of membrane oscillation;

c) the oscillation strokeΦ, corresponding to twice the amplitude of the membrane
vibration.

In this scenario, we fixed the oscillating parameters of the magnet ring and the
membrane holder to frequency f = 120 Hz and stroke Φ = 1.06 mm and we studied
the pump performance at different pressure conditions. Specifically, we considered
different values of head pressure H = Pout − Pin = {50, 55, 60}, indicating the
hydraulic resistance inside the pump, and we fixed the pressure at the outlet Pout to
120 mmHg, corresponding to the systolic aortic pressure. The physical parameters
used for the FSI simulations are detailed in Table 4.3.

The background and structure meshes for these simulations are shown in Figure 4.1
and the timestep ∆t is fixed to 0.0002 s, as discussed in Section 4.1.4. The numerical
parameters that are common to all the simulations in this section are: γΣ = 106,
γdg = 103, and γg = 1. We remind the reader that the contact model is not employed
in this section, since the oscillating parameters do not lead to collisions with the pump
head flanges, see Section 3.2.1.
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Physical parameter Value Unit
ρ f : Blood mass density 1050 [Kg/m3]

µ f : Blood dynamic viscosity 0.0035 [Pa · s]
ρm : Membrane mass density 1125 [Kg/m3]

λm : Membrane first Lamé’s parameter 2772 [MPa]
µm : Membrane second Lamé’s parameter 56.6 [MPa]

Table 4.3: Values of the physical parameters of the main components of the pump system
used in the numerical experiments. Test I: FSI in flat WMBP.

The main objective of these simulations is twofold: first, we want to better understand
the pumping principle in membrane-based blood pumps via numerical investigation
and provide quantitative information on the hydraulic performance and the potential
for blood trauma in the flat membrane pump design; second, we aim at validating
the numerical approach based on XFEM-DG strategy, by comparing the simulation
results against experimental data [194].

4.2.1 Flow field analysis and volume conservation

In this section, we study the simulation results in the flat WMBP when the head
pressure is set to H = 50 mmHg. We simulated the pump system for T = 0.025
s, which is equivalent to three periods of oscillation for the magnet ring and the
membrane holder, which corresponds to the rigid external part of the membrane disc.
The Continuous Interior Penalty (CIP) parameters used for this simulation were:
γv = 0.05, γdiv = 0.5, γp = 0.05.

A view of the simulation results is reported in Figure 4.6, where the fluid velocity
(a) and pressure (b) fields are shown in a cross-section of the pump domain at time
t = 0.0188 s, together with the vertical displacement of the immersed structures.
Zooms of the fluid dynamics around the magnet ring and the membrane are reported
in the right panel of Figure 4.6. The time instant corresponds to the moment when the
membrane holder reaches its top dead center (i.e. the point of maximum amplitude
of oscillation) during the third cycle of oscillation. Such results confirm that the
propelling action derived from the progressive wave propagation along the membrane
succeeds in generating positive outflow (see Figure 4.6, left), despite the adverse
pressure difference existing between the endings of the pump domain. In particular,
referring to Figure 4.6b, we can identify three sub-regions in the pressure field: i) a
low-pressure area (region A), extending from the inlet down to the membrane holder;
ii) a high-pressure area (region B), in proximity to the outlet channel; and the so-
called fluid pocket (region C), consisting of the fluid portion enclosed between the
wave membrane and the pump head flange. The propagation of the fluid pockets in
the pump head is at the core of wave pumping mechanism: indeed, by means of the
progressive wave, the membrane actively transports the fluid pocket from region A
to region B, going against the direction of the pressure gradient (see Figure 4.6b,
right). In addition, by looking at the pressure field in the remaining part of the pump
domain, outside the pump head region, we can see that the pressure gradient favors
blood propulsion through the pump: specifically, in region A, blood flows from the
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a)

b)

Figure 4.6: Cross-sectional view of the fluid-structure interaction results in the three-
dimensional flat pump domain at time t = 0.0188 s. a) Fluid velocity field and vertical
displacement of the flexible membrane, with focus on the magnet ring region. b) Fluid pres-
sure field divided in regions A, B, and C, with zoom on the pump head. Test I: FSI in flat
WMBP.

inlet (green) down to the membrane holder (blue); while, in region B, it is propelled
from the membrane tip (red) into the outlet channel (orange).

The success of the wavemembrane pumping technology is also confirmed by the anal-
ysis of the volume balance reported in Figure 4.7, left, where we showed the evolution
in time of the incoming and outcoming blood volumes Vin and Vout , representing the
volumes of blood entering in and exiting from the pump domain, respectively. These
volume quantities were computed integrating the corresponding volumetric flow rate
using the trapezoidal rule. Hence, we haveVn

β =
∆t
2 (Q

n
β +Qn−1

β ), β = {in, out}, where
Qin and Qout are the computed pump inflow and outflow rates, respectively. Notice
that, after a short interval of adaptation, the two curves Vin and Vout start oscillating
with the same period of the membrane vibrations, i.e. with period τ = f −1 = 0.0083
s. Since the contribution of the divergence of the velocity is very small (< 3 · 10−4

cm3), the small discrepancy between Vin and Vout is due to the slight incremental
variation of the structure volume ∆Vn

s = |Ω
m,n
h | − |Ω

m,n−1
h |, with Ωm,n

h being the dis-
cretized membrane domain at time tn = n∆t. (Notice that since the magnet ring
is a rigid structure, it was not considered in the volume balance). Indeed, we have
Vn

out −Vn
in ' ∆Vn

s for all n. We remark that, as we impose the Discontinuous Galerkin
(DG) approach on the faces of the fluid split elements at the interface (see Eq. 3.37),
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Figure 4.7: Left: Volume conservation through time. Right: Time evolution of structure
volume Vs (above) and of the incremental deformation ∆Vs relative to the initial volume V0

s .
Test I: FSI in flat WMBP.

there are potential losses of volume due to the weak continuity of the solution that
formally need to be considered for the balance, but that we found to be negligible
(< 5 · 10−5 cm3).

By looking at the trend in time of the structure volume Vs (Figure 4.7, right), we can
observe the variation of the membrane volume corresponds to a relative incremental
change of less than 2‰ of the initial volume of themembraneV0

s . This small variation
is explained by the not complete incompressibility of the membrane (νm = 0.49) and
by the numerical approximation. Nevertheless, we verified that such volume variation
decreases when the mesh size h is reduced.

We conclude our analysis of the flow field in Figure 4.6 by noticing recirculation
regions around the magnet ring (in region A) and nearby the outlet channel (in region
B). In view of a clinical analysis of the pump, the effect of recirculation regions needs
to be closely investigated, because it may lead to local thrombus formation, especially
if it comes with flow stagnation [66, 104]. However, in this case, the flow in the
recirculation areas is continuously disturbed, making the risk of thrombogenesis very
low. Nonetheless, as we will see in Section 4.3, the design of theWMBPwas updated
to the J-shape design with the aim to reduce the risk of recirculations and improve
hemocompatibility.

4.2.2 Study of wave membrane deformation

Since the propulsion effect in WMBPs is caused by the wave propagation in the
flexible membrane, we studied the displacement in time of three key points of the
membrane section (Figure 4.8, center): the leading edge (blue), extracted from the
membrane holder, the trailing edge (red), in correspondence to the membrane tip, and
a third point in-between in the membrane section (green), see Figure 4.8, left. Since
the motion of the membrane holder is governed by (3.4), the leading edge oscillates
between −0.53 mm and 0.53 mm with an excitation frequency equal to 120 Hz.
The displacement curves of the midpoint and the trailing edge also become periodic,
with the same frequency of the leading edge. In particular, we can notice that the
midpoint shows an oscillation amplitude that is smaller than the one of the leading
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Figure 4.8: Left: The three points of the membrane section: the leading edge (blue), the
trailing edge (red) and a midpoint in between (green). Center: Vertical displacement of the
three points of the membrane through time. Right: Time trend of trailing edge displacement
(red) and pump volume outflow (purple, dashed). Test I: FSI in flat WMBP.

edge, that is likely due to the damping effect of the surrounding viscous fluid on the
membrane motion. However, the trailing edge actually is the point that undergoes
to the highest displacement, because the most internal portion of the membrane is
thinner and therefore it offers less inertial resistance to the wave elastic motion. In
fact, the cross-section of the membrane is designed to make the membrane tip to
approach as much as possible to the pump head flanges, allowing for the isolation of
the fluid pockets and for the blockage of possible backflows. Accordingly, in Figure
4.8, right, we highlight the link between the displacement of the trailing edge and
the flow rate signal at the pump outlet: the latter follows the dynamics of the trailing
edge with a small delay due to the time needed for the propagation of the blood from
the pump head throughout the outlet channel.

Furthermore, membrane deformation was analyzed by constructing the membrane
envelope, which is obtained by reducing the membrane cross-section to its centerline
(see Figure 4.9, left) and plotting its displacement during one cycle of oscillation. The
black lines in Figure 4.9, right, indicate the relative distance of the centerline from
the pump head flanges, taking into account the increasing thickness of the membrane
disc in radial direction. The visualization of the membrane envelope confirms that
the tip of the membrane is the point of the cross-section that approaches the most to
the pump wall, particularly to the superior flange. More importantly, such analysis
shows that, for the tested operating conditions, no point of the membrane section
reaches the collision point with the pump head flanges during the whole period of
oscillation, thereby validating the choice of not adding the contact model for these
simulations. Finally, we can notice that, for this simulation, the envelope is not fully
symmetric, suggesting that the fluid forces exerted on the membrane are different on
the two sides of the membrane disc during the oscillation cycle.

4.2.3 Fluid pocket propagation

The main effect of the wave membrane deformation in the flow dynamics is repre-
sented by the propagation of the fluid pockets, which are masses of fluid that are
enclosed in the space delimited by the membrane and the pump head flanges. Indeed,
referring to Figure 4.6, the progressive wave along the membrane transports the fluid
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Figure 4.9: Left: Introduction of the radial coordinate ξ along the membrane centerline (red).
Right: Membrane envelope. Black lines indicate the relative distance from the pump head
flanges. The membrane radius R, the pump head height H and the membrane displacement
for ψ = R are not shown for confidentiality reasons. Test I: FSI in flat WMBP.

pockets from the low-pressure region at the periphery of the membrane disc to the
high-pressure region at the center of the pump head, in proximity to the outlet channel.

In order to better understand the processes of formation, transportation and delivery
of the fluid pockets during the work cycle of the membrane, we analyzed in Figure
4.10 the dynamics in the pump head region at four different time instants in the third
period of oscillation of the membrane holder, showing for each time point the radial
velocity of the flexible membrane, the blood velocity (left) and pressure (right) fields.
Some comments follow.

i) In Figure 4.10a, the membrane holder has returned back to its initial position
coming from below. During this upwards vertical displacement, part of the
blood coming from the inlet flows above the membrane wave, leading to the
formation of an upper fluid pocket (Pocket A), while the remaining part is
gathered in the low pressure area below the membrane holder. Meanwhile, in
the most internal part of the pump head, another fluid pocket (Pocket B) below
themembrane is transported towards the outlet channel thanks to the progressive
propagation of the membrane wave. Notice that the simultaneous propagation
of two fluid pockets is made possible by the high frequency of oscillation that
introduces a second mode of deformation in the elastic membrane. We can also
notice some recirculation areas nearby the membrane holder and in proximity
to the membrane tip, caused by the flapping motion of the membrane [288].

ii) When the membrane holder reaches the top dead center (time t = 0.0188 s), the
formation of the upper fluid pocket (Pocket A) is completed and the blood below
the membrane holder reaches its point of maximum accumulation (see Figure
4.10b). While the membrane tip is raising to reduce potential backflows, we
can observe a local increase of the pressure in that area that contributes to the
blood propulsion towards the outlet. Nonetheless, the ongoing vortex dynamics
below the trailing edge of the membrane seems to hamper the full release of
the lower fluid pocket (Pocket B) in the outlet channel, penalizing the overall
outflow.

iii) As the membrane holder moves downwards (Figure 4.10c), it compresses the
fluid accumulated in the area below during the ascending phase. This causes a
drastic increase of the pressure below the membrane, that strongly propels the
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Figure 4.10: Visualization of the velocity field (left) and of the pressure field (right) in a
vertical section of the pump head region for four different time instants: a) t = 0.0166 s, b)
t = 0.0188 s, c) t = 0.0208 s, and d) t = 0.0228 s. Capital letters A, B and C indicate the
fluid pockets, getting formed and transported by wave propagation. Test I: FSI in flat WMBP.
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blood in the outlet direction, contributing to the formation of a new lower fluid
pocket (Pocket C). Above the flexible membrane, the upper fluid pocket (Pocket
A) proceeds in its radial propagation and the tip of themembrane has reached its
point of minimum distance from the superior pump flange. Although we cannot
consider this as a contact configuration, we can observe that the velocity values
around the membrane tip are very low, indicating that potential backflows are
minimized. Moreover, this configuration of the membrane tip allows to achieve
the point of maximum delivery of the fluid pocket below (Pocket B). The
combination of these phenomena results in successful pumping dynamics and
in rapid increase of the blood outflow.

iv) Then, the membrane holder reaches the bottom dead center, completing the
formation of the new fluid pocket (Pocket C) below the flexible membrane,
see Figure 4.10d. Furthermore, blood from the upper pocket (Pocket A) is
delivered into the outlet channel, and the cycle can restart.

4.2.4 Blood shear rate and wall shear stress analyses

As discussed in Section 1.3.3.2, high hydrodynamic stress conditions in LVADs are
strictly linked to blood adverse events, because they may cause blood cells dam-
age and consequent leak of hemoglobin (hemolysis) [12, 20, 106], or trigger von
Willebrand factor (VWF) adhesion, leading to platelet aggregation and, ultimately,
thrombogenesis [257, 311, 261].

As preliminary investigation of the potential for blood trauma in the flat design, we
report in Figure 4.11 the values of the shear rate γ in the fluid domain and of Wall
Shear Stress (WSS) at the fluid boundaries. Specifically, we chose to analyze the
solution at time t = 0.0208 s, when the pump outflow rate is maximum and the
magnet ring and the membrane holder return to their initial position with maximum
velocity (see Figure 4.10c).

In Figure 4.11a, we can observe that the areas with higher shear rate (γ > 1500 s−1)
are located in the pump head region (Point 1), where the fluid pockets are transported
by the membrane progressive wave with high velocity, and in the upper part of the
pump domain (Point 2), where blood flows in a narrow channel. In particular, peak
values of shear rate around 3500− 4500 s−1 are reached under the flexible membrane,
where the blood velocity is higher than 1 m/s, and, in particular, at the periphery of
the membrane disc (Point 3). The same observation applies to the WSS quantity, that
presents peaks of ∼ 10 Pa in small regions of the pump head region, corresponding
overall to 0.28% of total surface area of the pump. However, the observed shear
rate values are still inferior than 5000 s−1, that is the threshold value for the start
of VWF-mediated platelet adhesion process [257]. Moreover, since the flow is very
disturbed in that area, the exposure time is very short, furtherly reducing the risk of
hemolysis or thrombosis. In particular, in the right-bottom panel of Figure 4.11a, we
checked the evolution in time of the shear rate at the side of the membrane holder,
by looking at the maximum and the mean values achieved in this area (see red box
in Point 3) during the third period of membrane oscillation. The plot highlights that
the trend of the shear rate is periodic and that the maximum value in this region, i.e.
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Figure 4.11: Study of the blood shear rate and Wall Shear Stress (WSS) at time t = 0.0208
s. a) Visualization of the shear rate at the cross section (left panel) and on the superior and
inferior external pump surfaces (right superior panel). The points of interest are: 1) pump
head region, 2) superior pump housing surface, 3) side of membrane holder, and 4) magnet
clearance gap. In particular for Point 3, we show the trend in time of the maximum and the
mean values of shear rate in the control volume highlighted by the red box (right inferior
panel). b) Cross-sectional view of WSS (left), with focus on the magnet ring region (right).
Test I: FSI in flat WMBP.

γmax = 5640 s−1, is reached during the upward displacement of the membrane holder
at time t = 0.0166 s (see Figure 4.10a). Nevertheless, this value is still one order of
magnitude smaller than the reference critical value of 42000 s−1, that corresponds to
the areal strain limit for red blood cells [20].

Another region of interest for shear analysis is the gap between the magnet ring and
the pump walls (Point 4). In this area, shear rate is actually smaller than 1000 s−1, in
accordance with the lower magnitude of fluid velocity, and the local average of WSS
amounts to 3.32 Pa (see Figure 4.11b, right). Moreover, we observed that the shear
rate decreases to less than 300 s−1 when the magnet reaches the top or the bottom
dead center (zero velocity). Nevertheless, the size of the magnet clearance gap has
been enlarged in the J-shape design, considered for the analysis in Section 4.3, with
the aim to further minimize any risk of hemolitic impact.
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4.2.5 Validation against experimental measures

In this section, we report results about the validation of the proposed numerical model
applied to the flat pump configuration. To this aim, we compared our FSI simulation
results with experimental measurements obtained when testings the wave membrane
blood pump working at the same operating conditions.

In particular, the hydraulic performance of the blood pump was assessed by means of
in-vitro testings perfomed in a pump characterization bench, consisting of a reservoir
and tubing in which the hydraulic resistance can be set by adding centrifugal pumps
in a series circuit with the WMBP. A glycerin-water solution at 39% concentration
in volume (37 ℃) was used to mimic blood. The system for pump characterization
is equipped with a polycarbonate hose-barb pressure sensor (PendoTECH, France),
to measure the pressure difference arisen between the outlet and the inlet ports of
the pump, and with an ultrasonic flowmeter (Sonotec, Germany) clamped adjacent
to the LVAD outlet, to measure the pump outflow volume rate. Therefore, for any
given operating point of the wave membrane, we can combine such measurements
in pressure-flow data curves, called HQ curves, which describe the hydraulic perfor-
mance of the pump when exposed to different pressure conditions. Specifically, we
have at our disposal the HQ curve of the flat WMBP when the operating point of
the membrane is fixed to f = 120 Hz and Φ = 1.06 mm, which are the oscillating
parameters considered in this section.

In view of the comparisonwith the experimental HQ curve, we extended the numerical
analysis to different pressure conditions, varying the value of the head pressure H in
{50, 55, 60} mmHg. Such values are taken from the pressure data in the available
HQ curve and are compliant with the range of standard head pressure conditions
used for in-vitro and in-vivo tests in other blood pumps, as in [304, 205]. For this
set of simulations, we used T = 0.02 s. Table 4.4 reports the values of the penalty
parameters used for this set of simulations to ensure stability for each flow regime.

H = 50 mmHg H = 55 mmHg H = 60 mmHg
γv 0.05 0.05 0.5
γdiv 0.5 0.5 5
γp 0.05 0.1 0.1

Table 4.4: Penalty stability parameters for different pressure conditions. Test I: FSI in flat
WMBP.

In Figure 4.12, left, we report the trends in time of the volume flow rate at the outlet
for each tested head pressure value. Notice that the main physical principle in pump
functioning is respected in the numerical simulations: for a fixed operating point of
the device, as the pressure difference H acting over the pump between outlet and inlet
increases, the hydraulic resistance in the pump gets stronger and, consequently, LVAD
output gets smaller. Indeed, in our results, the amplitude of the outflow volume rate
curves is lower for larger values of head pressure H. Notice that, although in all the
cases there are time intervals with negative outflow rate, the average in time of the
flow rate at the outlet is always positive, as required by the correct functioning of the
pump.
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Figure 4.12: Left: Time profile of the outflow volume rate for three different head pressure
conditions H. Right: Validation of the model results (red crosses) against the in-vitro
experimental data (black dots). Test I: FSI in flat WMBP.

The comparison of the numerical results with the experimental data is reported in the
plot in Figure 4.12, right. Each black dot corresponds to a data point

(
Qdata, Hdata)

of the HQ curve, where Hdata is obtained as the average in time of the head pressure
in the pump and Qdata is the corresponding measured ouflow rate. The slope of
the curve is similar to the one of other reference HQ curves of centrifugal LVADs
found in literature (see Figure 1.11, right), indicating that, for this operating point,
the sensitivity of the pump is in line with the standards in the LVAD community.
The red crosses in the plot are the numerical outflow flow rate Qsim corresponding
to the pressure differences H ∈ {50, 55, 60} mmHg. Specifically, the flow rate was
computed as the average in time of the flow rate at the outlet during the last simulated
period of oscillation, i.e.

Qsim =
1
τ

∫ T

T−τ

∫
Γout

u(x, t) · n dxdt, (4.1)

where the integrals are computed using the trapezoidal rule. Thus, in Figure 4.12,
right, we can observe a very good agreement between numerical results and experi-
mental findings.

In addition, in Table 4.5 we reported the comparison between the estimated flow
rate Qsim with the experimental data Q̃data, where the latter corresponds to the
measurement associated to the data point that minimizes the gauge |H̃data − H |.

H = 50 mmHg H = 55 mmHg H = 60 mmHg

Q̃data 1.834 l/min 1.091 l/min 0.352 l/min

Qsim 1.792 l/min 1.039 l/min 0.400 l/min

|Q̃data −Qsim | 0.042 l/min 0.052 l/min 0.048 l/min

Table 4.5: Experimental and simulation data for the model validation against experimental
mesures. Q̃data values correspond to the outflow measurements of the data points with the
closest pressure to H. Test I: FSI in flat WMBP.
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These results highlight a very good quantitative agreement with the experimental find-
ings, meaning that the numerical model is able to quantitatively reproduce the pump
dynamics with good confidentiality for the analyzed pressure conditions. Indeed,
the prediction errors are small for all considered head pressure values; in particular,
the relative error is lower than 5% for H = {50, 55} mmHg, that are the working
conditions corresponding to higher pump flow support.

We can conclude that the proposed computational model is able to predict with
excellent accuracy the behavior of the WMBP for the tested operating parameters,
despite the simplifications underneath its modeling. Nevertheless, we note that
the operating conditions of the pump considered for the model validation do not
correspond neccesarily with those required for the final application of the pump.
Indeed, in the next section, we will employ operating parameters that are closer to the
clinical application of WMBPs.

4.3 Test II: FSCI in J-shape WMBP

In this section, the numerical simulations are performed in the J-shape design of
WMBP, which differs from the older flat design considered in Section 4.2 especially
in the geometry of the membrane holder, see Figure 2.6. The pump system is here
tested on a wider range of operating conditions, that may potentially lead to contact
between the wave membrane and the pump walls. For this reason, we solve the
Fluid-Structure-Contact Interaction (FSCI) problem given by (3.46), which includes
the penalization contact model proposed in [103]. Unless differently specified, the
contact parameters employed for the simulations were εc = 0.01 cm and γ0

c = 105.
The results of these simulations were presented in [193].

Thus, the goals of the numerical study in the J-shape WMBPs are summarized in the
following list:

1. compare the pump performance of WMBPs in the new J-shape design with the
one in the flat design (Sect. 4.3.1);

2. illustrate the effect of the added relaxed contact model (see Sect. 3.2.2) in the
numerical results (Sect. 4.3.2)

3. perform a parametric analysis to study the sensitivity of the solution on each
operating parameter, both addressing hydraulic performance and potential for
hemocompatibility (Sect. 4.3.3);

4. study of a new operating point at diastolic head pressure (nominal operating
condition), in view of potential WMBP application in human patients (Sect.
4.3.4).

Notice that the numerical simulationswere carried out in the 120-degree pumpmeshes
shown in Figure 4.3. We observed that using the reduced geometry approximation
we get a mean prediction error of 4.9% in flow and of 8.5% in membrane centerline
displacement with respect to the corresponding results in the full geometry, but with
a speed-up in computational times of 5 times.
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Figure 4.13: Visualization of membrane displacement, blood velocity (a), pressure (b), shear
rate (c) and wall shear stress (d) fields at time t = 0.0188 s (instant of maximum oscillation)
in the J-shape pump for H = 50 mmHg. Test II: FSCI in J-shape WMBP.

4.3.1 Design comparison

The performance of WMBP with J-shape and flat pump designs was compared when
the two devices operate at the same working conditions. Hence, similarly to what
done for the flat design in Section 4.2.5, we simulate the pump system with the
J-shape design for oscillating parameters f = 120 Hz and Φ = 1.06 mm and head
pressure H = {50, 60} mmHg. We will refer to this set of operating points as High-
Frequency (HF) points. For sake of comparison, we also employed the same set of
physical parameters (Table 4.3) and of numerical parameters used in Section 4.2. In
particular, the total simulation time is set to T = 0.025 s, corresponding to three
periods of oscillation, with a fixed timestep equal to ∆t = 0.0002 s.

In Figure 4.13 we report the results of membrane displacement and blood velocity
(a), pressure (b), shear rate (c) and wall shear stress (d) fields for H = 50 mmHg, at
the time instant t = 0.0188 s of maximum membrane oscillation (top dead center).
As observed for the flat pump design, the membrane undulations generate a favorable
pressure gradient from the pump flanges and the outlet, that overcomes the adverse
pressure gradient between inlet and outlet. In addition,WMBPswork as displacement
pumps that transport the fluid pockets from low-pressure region to the high-pressure
outlet channel. However, we can notice two important differences with the results
in the flat design: i) the magnitude of the blood velocity in the J-shape design
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(Figure 4.13a) exceeds the values that were found in the flat design (see Figure 4.6,
left), and, ii) unlike the results in the flat membrane case, no recirculation areas
were found nearby the edges of the membrane holder and the magnet ring in the
J-shape design. Indeed, referring to Figure 4.13b the flow coming from the inner
vein of the membrane (region A) is drawn into the outer vein (region B) following the
direction of the pressure gradient. The vortex located in the outlet channel (region
C) is continuously disturbed at high velocities, thus prohibiting the local formation
of thrombus.

As a consequence of the larger velocity scales achieved in the J-shape design, the
shear stress and the Wall Shear Stress (WSS) reached higher values than in the flat
pump design (see Figure 4.11). The peak values of 4000 s−1 for the shear rate and of
15 Pa for the WSS were found on the pump head flanges, around the membrane tip
region, whereas in the flat design the maxima were achieved nearby the membrane
holder. In particular, the maximum shear rate γmax in time and space amounted to
17156.2 s−1 (vs. γmax = 5640 s−1 in the flat design). Thus, even though, at identical
operating conditions, the shear rate conditions are higher in the new design due to
the increase in the flow conditions, they are still significantly lower than the critical
threshold of 42000 s−1 [12]. Furthermore, the WSS was specifically analyzed on
the boundary close to the magnet ring and shown in Figure 4.14 for both the pump
designs at the time instant of maximum magnet velocity (t = 0.0208 s). The results
highlighted that the extension of the clearance gap between the magnet and the wall
in the new pump design allowed to reduce the average of the local WSS from 3.32 Pa
in the flat design, to 2.67 Pa in the J-shape design.

Figure 4.14: Comparison of wall shear stress at the wall boundary in proximity to the magnet
in the flat pump design (left) and in the J-shape pump design (right) at time t = 0.0208 s
(maximum magnet velocity). Test I and Test II.

Head pressure Flat design J-shape design
H = 50 mmHg Q = 1.792 l/min Q = 3.62 l/min

W = 0.19 W W = 0.40 W
H = 60 mmHg Q = 0.400 l/min Q = 2.62 l/min

W = 0.05 W W = 0.35 W

Table 4.6: Estimated time-averaged flow rate at the pump outlet (Q) and hydraulic power
(W) for flat pump design and J-shape design for different pressure conditions. Comparison
Test I and Test II.

In Table 4.6 we quantitatively compared the hydraulic performance in the two designs
reporting the flow rate Q and the hydraulic powerW = Q H, for H = {50, 60}mmHg.
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From these results we can observe the improved hydraulic outputs featured in the J-
shape design, in terms of both outflow rate and generated power, in accordance
with the experimental evidences showed in Figure 2.7. Such drastic improvement
in hydraulic power could be ascribed mainly to the curved and elongated membrane
geometry that allowed to separate the flow across the two sides of the membrane
holder, reducing flow recirculations around the magnet (see recirculation areas in
Figure 4.14) and thereby decreasing the dissipation of hydraulic energy. We also
noticed that the addition of the inlet cuspid in the design of the flow path in the new
pump domain has not shown evident signs of improvement in pump performance.
Indeed, the comparison of the fluid dynamics in the inlet area in Figure 4.15 when the
cuspid is excluded (left) or included (right) highlights only light reductions in flow
recirculation, that are local in both time and space and do not affect significantly the
global pump operation.

Figure 4.15: Comparison of fluid dynamics in J-shape pump domain without (left) and with
(right) inlet cuspid at time instants of zero velocity (a) and maximum velocity (b). Black
circles identify the local recirculation regions. Test II: FSCI in J-shape WMBP.

As the magnitude of the membrane deformation is limited for the HF operating
conditions and very similar to what seen in the membrane envelope analysis for
the flat design in Figure 4.9, the contact model was not strictly needed for these
simulations. Indeed, we noticed that the relaxed contact model was never activated,
because the membrane oscillations were not wide enough to enter inside the contact
layer.

4.3.2 Effect of the contact model

The contact model described in Section 3.2.2 was introduced to handle at the nu-
merical level the potential recurring impingement between the wave membrane and
the pump head flanges at high oscillations. Indeed, if the membrane deformation
is particularly high, as a result of high stroke or different elasticity parameters, the



4.3. Test II: FSCI in J-shape WMBP 103

Figure 4.16: Snapshot of numerical simulation without (A) and with contact model (B) at
time t = 0.044 s. The orange box identifies the region of highest membrane deformation,
that causes the exit of the membrane from the pump fluid domain when no contact model is
considered. Contact parameters for case B are: εc = 0.02 cm, γ0

c = 105. Test II: FSCI in
J-shape WMBP.

wave membrane may exit from the pump domain if no contact model is considered.
For instance, in Figure 4.16A, we show the membrane tip exiting from the superior
pump head flange, when the stroke parameter is Φ = 1.5 mm, that is 41.5% larger
than the corresponding value in the HF operating points considered for Section 4.3.1.
This results in a non-physical configuration that causes a sudden drop in the flow rate
at the outlet. Instead, in presence of the contact model, the repulsive contact force
χ, defined in (3.15), is activated, prohibiting the membrane from exiting the fluid
domain and penetrating into the wall (see Figure 4.16B).

The effectiveness of the contact model depends on two parameters: the thickness of
the contact layer εc and the penalty constant γ0

c , see (3.14). If εc is too narrow or if γ0
c

is too low, the contact force enabled in the contact layer cannot push the membrane
away, obtaining a result very similar to that reported in Figure 4.16A. Moreover, as
discussed in Section 3.2.2, γ0

c should be taken sufficiently large to ensure numerical
consistency. However, at the same time, too high values of εc and γ0

c should be avoided
as well, because the contact model may interfere with the natural wave propagation
of the membrane deformation. Indeed, in Figure 4.17, we can see that for γ0

c = 106

the wave propagation between subsequent time instants may be significantly affected,
causing artificial tilting and vibration effects, thereby violating the validity of the
results. As a result, in our work, the contact parameters were selected for each set of
oscillating parameters following a conservative approach, taking the smallest ones in
these ranges that guaranteed non-penetration of the moving structure.

In our simulations, we used εc ∈ [0.005, 0.02] cm and γ0
c ∈

[
5 · 104, 5 · 105] , de-

pending on the magnitude of the oscillation parameters. Parameter values in the cited
ranges allowed proper representation of the contact dynamics, with a variability in
the mean flow at the pump outlet below 5%. Notice that values of contact parameters
outside the given ranges may still be admissible, but have not been investigated in
this work. Nevertheless, different choices of contact parameters are not expected to
significantly affect the flow results, as long as non-physical phenomena, such as mesh
penetration or abrupt deviations from regular wave propagation, are avoided.
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Figure 4.17: Undesired effect of contactmodelwith γ0
c = 106 onmembranewave propagation

through four subsequent time instants t = 0.0318 s (a), t = 0.0321 s (b), t = 0.0324 s (c), and
t = 0.0327 s (d). As the membrane tip approaches to the inferior pump head flange (a), it
enters in the contact layer (b), and then receives a very strong repulsive contact force which
causes an artificial tilting (c). At the next time step (d), the membrane tip descends again,
starting local vibrations around the contact layer. The shadows in panels (c) and (d) indicate
the position of the membrane tip at previous time step. Test II: FSCI in J-shape WMBP.

4.3.3 Parametric analysis

In this section, we report the results obtained for different operating points (OPs) of
WMBPs, set by changing the head pressure (P-analysis), the frequency (F-analysis),
and the stroke (S-analysis), see Table 4.7. Notice that the oscillation parameters
shifted to lower frequencies and higher strokes than what was observed in Section
4.3.1, because an increased hydraulic performance was found in this range for the
J-shape design.

OP Head pressure (H) Frequency ( f ) Stroke (Φ)
P1 50 mmHg 44 Hz 1.5 mm
P2 60 mmHg 44 Hz 1.5 mm
F1 60 mmHg 44 Hz 1.5 mm
F2 60 mmHg 50 Hz 1.5 mm
F3 60 mmHg 60 Hz 1.5 mm
S1 60 mmHg 50 Hz 1.5 mm
S2 60 mmHg 50 Hz 1.6 mm
S3 60 mmHg 50 Hz 1.7 mm

Table 4.7: List of Operating Points (OPs) for the parametric analysis. We grouped them
(possibly with overlaps) in three distinct sets: P where H is changed; F where f is changed;
S where Φ is changed. Test II: FSCI in J-shape WMBP.

We fixed the timestep ∆t to 0.0004 s, so that we obtain 40 to 60 time points per cycle
of oscillation for each tested frequency. The fluid parameters are ρ f = 1050 Kg/m3

and µ f = 0.0035 Pa s. The values of the membrane parameters ρm, λm and µm are
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based on the actual material properties of the wave membrane2. For all simulations,
the penalty parameters are γΣ = 105, γdg = 103, γv = 0.05, γdiv = 0.5, γp = 0.01,
and γg = 1.

Figure 4.18: Outlet flow rate in time for different values of pressure (P-analysis, a), frequency
(F-analysis, b) and stroke (S-analysis, c). P-analysis includes the comparison between exper-
imental HQ curves (line) and numerical results (crosses, right). The dashed lines indicate the
time-averaged values. Test II: FSCI in J-shape WMBP.

In Figure 4.18 we reported the time evolution of the flow rate Q at the outlet for the
operating parameters in Table 4.7. The analysis of the flow results in the P-analysis,
reported in Figure 4.18a, shows that, as expected, Q decreases when H increases,
in accordance with the pump functioning. Specifically, the time-averaged ouflow
amounts to 3.45 l/min at H = 50 mmHg (P1) and to 2.66 l/min at H = 60 mmHg
(P2). These results are validated against the HQ data curve acquired in-vitro3, see
Figure 4.18a, right. For the operating points P1 and P2, the numerical model slightly
underestimates the experimental output, showing a relative error of 11.6% and 6.6%,
respectively. Notice that, unlike for the validation analysis in the flat pump design
(see Section 4.2.5), here the penalty parameters are fixed for both OPs.

The flow results from the F-analysis (Figure 4.18b) and the S-analysis (Figure 4.18c)
show that the output increases when either one of the two parameters increases.
Specifically, we have that the averaged-in-time flow rate increases from 2.66 l/min

for f = 44 Hz (F1), to 3.09 l/min for f = 50 Hz (F2) and further to 4.03 l/min for

2The specific values of the membrane parameters are not detailed because they are protected by
confidentiality.

3The experimental setup for such data employs the position control system on the membrane
proposed in [256], that makes the oscillation amplitude closer to a sine function, as assumed in Eq.
(3.4).
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Figure 4.19: Membrane envelopes for different operating points of the device, at fixed
head pressure H = 60 mmHg. The black lines represent the relative position of the pump
head superior and inferior flanges, with respect to the superior and inferior edges of the
membrane, respectively. The membrane radius R, the pump head height H and the membrane
displacement for ψ = R are not shown for confidentiality reasons. Test II: FSCI in J-shape
WMBP.

f = 60 Hz (F3). Similarly, the averaged-in-time flow rate amounts to 3.09 l/min for
Φ = 1.5 mm (S1), to 3.76 l/min for Φ = 1.6 mm (S2) and to 4.39 l/min for Φ = 1.7 mm
(S3). Hence, we observed that the pump output increased of 0.36-0.5 l/min, for every
increment of 5 Hz of oscillation frequency, while it increased by 0.6-0.7 l/min, when
the stroke is increased by 0.1 mm.

The membrane deformation was studied for different oscillation parameters by look-
ing at the membrane envelopes, as done for Figure 4.9 for the planar membrane.
Membrane envelopes can provide important insight in terms of wave propagation
and formation of fluid pockets, by analyzing its distance from the pump flange. In
Figure 4.19, we reported the membrane envelopes for operating points F1, F3, S1, S3
(see Table 4.7). (F3 and S3), especially with respect to the lower flange, indicating
that the fluid pockets are better isolated during their propagation towards the outlet,
thus limiting backflows. In addition, in all cases the amplitude of the membrane
undulations increases while moving towards the center of the pump (decreasing ξ
values), probably as a result of the decreasing thickness of the membrane in the radial
direction. In particular, the maximum diplacement is observed at the membrane tip,
where contact occurs with the pump flange, without exiting from the pump domain
(as discussed in Sect. 4.3.2). Moreover, we can observe that the membrane envelopes
are wider and more symmetric than the one found in the analysis for the flat pump
design (see Figure 4.9, right), as a consequence of the smaller stroke and the different
elasticity parameters.



4.3. Test II: FSCI in J-shape WMBP 107

OP σ scalar [Pa] Area [%] with WSS Volume [%] with σscalar

Max Mean < 0.1 Pa < 0.3 Pa < 1 Pa > 9 Pa > 50 Pa
P1 39.0 3.26 2.52 9.12 74.2 0.09 0

P2/F1 22.8 2.98 2.25 14.2 73.5 0.03 0
F2/S1 24.2 3.40 1.28 8.83 71.3 0.09 0
F3 27.0 4.06 1.76 8.95 66.3 0.25 0
S2 25.1 3.66 1.57 6.81 69.2 0.16 0
S3 29.1 3.90 1.96 6.82 67.2 0.22 0

Table 4.8: Stress statistics for each operating point. Test II: FSCI in J-shape WMBP.

In order to evaluate the risk of hemocompatibility-related adverse events in the J-
shape design for the different operating conditions, we observed two hemodynamic
quantities: the stress index σscalar and the Wall Shear Stress (WSS). The former is a
scalar representation of the internal fluid stresses, computed starting from the shear

stress tensor σ = µ f
(∇u + ∇uT )

2
, and defined as

σscalar =

√√√
k
2

3∑
i=1

3∑
j=i+1

(
σii − σj j

)2
+

3∑
i=1

3∑
j=i+1
(σi j)

2, (4.2)

with k = 1/3, in analogy with the Von Mises criterion for blood cells, as proposed in
[30] and used in many numerical works [20, 160, 98, 63]. The WSS was considered
to evaluate the risk of thrombosis at the pump contacting surfaces, as done in [242,
120].

In Table 4.8, we report the statistics of σscalar and WSS for all the operating points
from Table 4.7. In particular: the ’Max’ column corresponds to the highest value
of σscalar during the last period of oscillation; the ’Mean’ column refers to the
maximum-in-time of the volumetric mean of σscalar in the pump head region; the
area percentages represent the amount of wall surfaces exposed to WSS lower than
0.1 Pa and 0.3 Pa, that are reference values for potential thrombus deposition taken
from [242] and [120], respectively; the volume percentages indicate the portions of
pump volume with σscalar lowering 1 Pa, representative of low stress regions, or
exceeding typical thresholds for hemocompatibility, i.e. 9 Pa for the degradation of
the Von Willebrand factor [106], and 50 Pa for the activation of platelets [147]. We
remark that the area and volume percentages are computed at two different instants of
the oscillation cycle: the WSS statistics refer to the time point tmin that minimizes the
volumetric mean of σscalar , when the oscillating structures have almost null velocity;
while the volume percentages are calculated at the istant tmax of maximum stress
conditions, i.e. at maximum oscillation velocity.

Notice that all operating points show low stress conditions, with most of the pump
volume (65-75%) with fluid stress smaller than 1 Pa and no occurrence of values
exceeding 50 Pa. Large peak values of stress are frequently markers for hemolysis
potential, especially in case of long exposure time. As the reference thresholds for
hemolysis risk typically found in literature vary from 100 to 650 Pa, depending on
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Figure 4.20: Left: Representation of the fluid scalar stress σscalar at time t = 0.0568 s for
F3 in the pump head. Right: Time evolution of the volumetric mean of σscalar in the pump
head for different operating points during the last period of oscillation, properly rescaled in
the interval [0, 2π]. Test II: FSCI in J-shape WMBP.

the exposure time [160, 106, 245], WMBPs showed very low potential for hemolysis
in our simulations.

Concerning the risk of thrombus deposition, the portions of the pump walls with low
WSS (1.5-2.5% of the total surface for WSS < 0.1 Pa) are restricted to small regions
below and above the magnet ring. Nonetheless, such regions are largely affected by
the oscillation dynamics of the structures; indeed, in the same points, theWSS reaches
physiologic values of 1-1.5 Pa [242] at time tmax . Additionally, certain phenomena
that are connected with thrombogenesis, such as the unfolding of Von Willebrand
factor protein or the activation of platelets, are triggered at high stress conditions that
are very rarely achieved in the pump, i.e. at 9 Pa [106] and 50 Pa [147], respectively.
Thus, being furterly in absence of flow stagnation due to the oscillating nature of the
fluid dynamics in WMBP, the potential for thrombogenicity is also expected to be
low in WMBPs for the tested operating conditions.

Moreover, in Figure 4.20, we specifically analyzed the scalar stress σscalar in the
pump head, where the highest values of stresses were observed for all operating
points. In particular, in the left panel, we show the case with highest frequency of
oscillation (F3), that showed the largest mean value ofσscalar in Table 4.8. The results
highlight that the peak values are found on the pump head flanges, nearby the tip of
the membrane, where the structure velocity is maximum and where the membrane
approaches closely to the wall. Notice that in this area the flow is continuously
disturbed and thereby the local residence time is expected to be low. Furthermore, in
the right panel of Figure 4.20, we show the time evolution of the volumetric mean of
σscalar in the pump head during the last period of oscillation, for all operating points.
Notice that, in agreement with the statistics in Table 4.8, the fluid stresses increase for
larger values of f and Φ, whereas they decrease for increasing H. The trend in time
of σscalar is similar for all operating points, showing a peak at π, when membrane
holder velocity is maximum.

Finally, we considered also the stress conditions in the wave membrane during its
oscillatory motion. Thus, we computed the solid Von Mises stress σV M in the wave
membrane to study the material resistance at different frequencies of oscillation. In
particular, in Figure 4.21 we showed this quantity for operating point F3 at time
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t = 0.052 s and its maximum and volumetric mean values for each tested frequency.
We can observe that the solid stress increased with the frequency of oscillation and
that the maximum was achieved at the junction with the membrane holder (gray
region) during the ascending phase of the membrane oscillation.

Figure 4.21: Von Mises stress analysis in the wave membrane. a) Visualization of the Von
Mises stress on the top and the bottom surfaces of the wave membrane at time t = 0.052
(ascending phase). b) Plots of the maximum (above) and volumetric mean (bottom) Von
Mises stress for F1, F2 and F3. Test II: FSCI in J-shape WMBP.

We remark that the analyses here reported indicate that the shift of the operating points
to lower oscillation frequencies, adopted for the new J-shape design, has important
beneficial effects, both on hemocompatibility (lower fluid stress) and on the fatigue
life of the membrane structure (lower solid Von Mises stress).

4.3.4 Nominal operating conditions

The primary ambition of the WMBP system is to provide a physiological pulsatile
flow to patients suffering of advanced heart failure. Therefore, the pump hydraulic
and hemocompatibility performance should be studied over the entire heart cycle,
with the head pressure H varying in time. Here, we focus our analysis to a fixed
operating condition to initiate the process of prediction of pump performance using
numerical models. In particular, we chose to study a typical operating condition
(here refered to as nominal operating point, NOP) generating physiologic mean flow
at head pressure H = 80 mmHg, with oscillation parameters f = 60 Hz and Φ = 1.8
mm. This value of head pressure corresponds to the standard pressure difference
between systemic and left ventricular pressure at diastole in a failed heart with LVAD
support [205].

The pump system was simulated for T = 0.05 s, corresponding to three periods
of oscillation, using a fixed timestep ∆t = 0.0002 s. The physical and penalty
parameters are set as in Section 4.3.3, except for γv that was doubled due to the higher
flow conditions. Contact parameters εc = 0.02 cm and γ0

c = 5 · 105 were increased
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Figure 4.22: Nominal operating condition. a) Velocity and displacemnt field at t = 0.0416 s.
b) Time evolution of the flow rate at the outlet. c) Visualization of the membrane envelope.
Test II: FSCI in J-shape WMBP.

with respect to default values because of the larger membrane undulations observed
during the simulations, probably due to the higher stroke parameter.

Figure 4.22 shows the blood velocity and membrane displacement fields at t = 0.0416
s (a), the trend in time ofQ (b) and themembrane envelope (c) at NOP. Comparedwith
the membrane envelopes in Figures 4.9 and 4.19, the higher oscillation parameters
of NOP resulted in a more uniform membrane wave propagation that spans most of
the gap in the pump head region. This indicates a better isolation of the fluid pockets
during their transport towards the outlet channel, that results in a flow field with high
blood velocities and no recirculation areas or stagnation points. The time-averaged
LVAD output amounts to 6.25 l/min at H = 80 mmHg, that is compliant with regular
flow conditions. Nonetheless, the operating point should be tested also at different
head pressures to fully characterize the HQ trend and capture the global behavior of
the pulsatile pump.

In addition, maximum and volumetric mean of σscalar are plotted in time during
the last period of oscillation (Figure 4.23a). The maximum value in time and space
is 56.4 Pa (that is significantly lower than critical thresholds of 100-650 Pa [160,
106, 245]), achieved at t1 = 0.035 s, while the volumetric mean in the pump head
reaches a maximum of 5.3 Pa at time t2 = 0.0432 s, i.e. during the descending phase
of the membrane holder. The histograms in Figure 4.23b represent the volumetric
distribution of the elemental scalar stress, i.e. the average value of σscalar in each
element, for both time points. In particular, the highest elemental scalar stress (42.8
Pa at t = t1) is restricted to a volume of 0.003 mm3, close to the membrane tip. Since
the mean local velocity in the element amounts to 114 cm/s, the residence time in the
element is expected to be very low (∼ 0.1 ms). Furthermore, for t = t2, the stress
values above 20 Pa are overall limited to less than 1 mm3 in the pump volume.

Such results are particularly promising when compared with the hemocompatibility
studies on modern LVADs working in similar flow-pressure conditions. For instance,
in HeartMate II, a clinically-approved axial blood pump, 11 mm3 of pump volume
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Figure 4.23: a) Time plot of maximum value (above) and volumetric mean in the pump
head (below) of Von Mises stress analysis at nominal operating conditions. Red dots indicate
the time points t1 and t2 of maximum value. b) Volumetric stress distributions for NOP at
time istants of maximum peak stress t1 = 0.0350 s (above) and of maximum mean stress
t2 = 0.0432 s (below). Test II: FSCI in J-shape WMBP.

was exposed to stress levels higher than 150 Pa at 5.4 l/min [42], but showed acceptable
levels of plasma-free hemoglobin in experimental studies at similar operating condi-
tions [24]. In the same experimental work [24], the centrifugal blood pump HVAD
showed lower hemolysis indices than HeartMate II, even though in [63] 0.7% of its
volume presented stresses values higher than 100 Pa at 5 l/min. Finally, the preclinical
tests for HeartMate III [42], one of the most recently developed LVADs, showed very
good performance in both in-vitro hemolysis testings and in in-vivo bovine trials, even
though in the numerical simulations the scalar stress was found to be higher than 50
Pa in 52.7 mm3 and than 150 Pa in 3.3 mm3 (up to 350-400 Pa). Nevertheless, in
future works, an hemolysis model will be developed in order to properly assess the
risk of hemolysis and estimate the mean residence time in WMBP.

In conclusion, we computed the relative contribution of normal and shear stresses
to the definition of σscalar , see Eq. (4.2). Figure 4.24 shows the ratio between
extensional and shear stresses in the flow field at times t1 and t2. The results highight
that the extensional stresses dominate in 45-55% of the pump volume, especially
close to contact regions and in curved regions of the flow channel (ratio > 1); on
the other hand, shear is higher on most part of the pump walls and at the sides of
the membrane holder and the magnet (ratio < 1). When we restrict the analysis to
regions with σscalar > 9 Pa, shear stress was found to be predominant in 99.2% of
the corresponding volume at t1 and 71.4% at t2. Indeed, in the computation of σscalar

the contribution of the normal stresses is penalized by a factor k = 1/3, as used in
most numerical studies [20, 160, 98, 63]. However, other studies [89, 97] proposed
that extensional stresses actually deform red blood cells more than shear stresses and,
hence, other values k > 1 in Eq. (4.2) could be tested in the future.
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Figure 4.24: Ratio between normal and shear stresses in the flow field at t1 = 0.035 s
(left) and t2 = 0.0432 s (right). Extensional stresses dominate in red regions, shear stresses
dominate in blue regions. Test II: FSCI in J-shape WMBP.

4.4 Test III: Membrane anti-symmetries

In the previous sections, the wave membrane deformation was assumed to be axi-
symmetric and consequently we adopted the reduced geometry approximation de-
scribed in Section 3.1.4 to decrease the computational time of the three-dimensional
FSCI simulations.

Figure 4.25: Experimental data for membrane anti-symmetries. a) Setup of pressure sensors
{S1, S2, S3} along radii R1 and R2. b) Symmetric pressure signals. c) Anti-symmetric pres-
sure signals. Experimental data for (b) and (c) were obtained during two distinct experimental
sessions, with different setups. Test III: Membrane anti-symmetries.

However, experimental evidences have recently suggested that, for certain operating
conditions of the WMBPs, secondary non axi-symmetric modes of vibration may
arise in the membrane deformation. We will refer to these modes as anti-symmetries.
Notice that the hypothesis of anti-symmetry in the membrane behavior is actually
derived from non-symmetric registrations of pressure signals in the pump head.
Specifically, a certain number of pressure sensors are placed in the pump head
(hence in close proximity to the wave membrane) at different radial distances from
the pump axis, along two orthogonal radii R1 and R2, as shown in Figure 4.25a.
In this way, the pressure signals can be measured along the two radii and their
comparison can highlight whether there are symmetries (similar pressure signals)
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Figure 4.26: Membrane envelopes along perpendicular radii R1 and R2. The vertical dashed
lines correspond to the position of the pressure sensors S1, S2, and S3. Test III: Membrane
anti-symmetries.

or anti-symmetries (different pressure signals) in the fluid field in proximity to the
wave membrane. Hence, the basic assumption is that different pressure signals
indicate different behavior of the membrane along the two directions, and hence anti-
symmetry. For instance, in Figure 4.25, we show an example of symmetric pressure
registration (b) and an example of anti-symmetric pressure registration (c). Notice
that in both cases, the pressure rises for increasing sensor indices, i.e. while moving
towards the outlet channel, in agreement with the pressure build-up functioning of
WMBP.

The cause of anti-symmetries in the membrane of WMBPs is currently unknown. It
may be either due (i) to the non axi-symmetric geometry of the rigid apparatus that
connects the wave membrane to the magnet ring, or (ii) to anti-symmetries in the
fluid dynamics that affect the membrane displacement via fluid-structure interaction
(or both).

In this section, we aim at examining, in a preliminary way, the validity of hypothesis
(ii) by reproducing the fluid-structure interaction dynamics in the pump system for
an operating point that demonstrated anti-symmetric pressure signals during the
experiments. Therefore, we solved the FSCI problem (3.46) in the full-angle J-shape
pump system (seemeshes in Figure 4.2), using the operating point used to generate the
experimental data in Figure 4.25c, that were pressure head H = 90 mmHg, frequency
f = 48 Hz and stroke Φ = 1.37 mm. In order to reduce the computational cost of the
simulation, we omitted from the computational domain the magnet ring, which has
a minor effect (< 10%) on the membrane displacement, according to experimental
data. The time settings for this simulation were: T = 0.035 s and ∆t = 0.0003 s.
Both the physical and the penalty parameters were set as in Section 4.3.3. The contact
parameters were εc = 0.009 cm and γ0

c = 2 · 105.

Thanks to the three-dimensional nature of the FSCI simulations, we can analyze the
fluid pressure and the membrane displacement along two perpendicular radii R1 and



114 Chapter 4. Results

R2 and, particularly, at the radial distances where the sensors S1, S2 and S3 were
located.

In Figure 4.26, we report the membrane envelopes along the two radii R1 and R2,
that represent the membrane deformation along each direction during the last period
of oscillation. The difference between the two plots, particularly evident on the
lower edge of the envelopes, indicates that, at the tested operating condition, the
anti-symmetric behavior of the membrane emerged also in our numerical results.
Additionally, the dashed lines in Figure 4.26 shows that sensors S1, S2 and S3 , which
are placed at equal distance from each other along the radial coordinate ξ and they
are sorted following the order of proximity to the outlet channel. Notice that the
choice of the radii R1 and R2 for the numerical test was arbitrary and not related to
the directions effectively used for the experimental measurements. Therefore, there
might be other radii that show higher anti-symmetric behavior than what shown in
the plots.

Figure 4.27: Differences of pressure (above) and membrane displacement (below) signals
from radii R1 and R2, in correspondence to sensor positions S1 (left), S2 (center) and S3
(right). Test III: Membrane anti-symmetries.

In order to link the fluid pressure and the membrane deformation, we show in Figure
4.27 the difference of the pressure signals (above) and membrane displacement (be-
low) from the two radii, in correspondence to sensor positions S1, S2 and S3. The
largest differences in pressure were found in the time range [0.024, 0.031] s, with the
peaks from sensor S1 anticipating the ones of sensors S2 and S3, hence following the
direction of the progressive propagation (from S1 to S3). In the same time slot, also
the plot of the membrane displacement difference exhibits the highest values, con-
firming the assumption that the anti-symmetries in the pressure is a good indicator for
anti-symmetries in the membrane behavior. Nonetheless, while the anti-symmetry
in the membrane displacement increases while moving towards the outlet channel,
with a maximum variation of 0.067 mm, 0.104 mm, and 0.114 mm, recorded at
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Figure 4.28: Visualization of the membrane anti-symmetries for operating point OPA at time
t = 0.0285 s (left), t = 0.0294 s (center) and t = 0.0306 s (right). Black lines indicate radii
R1 and R2 in the numerical test. Test III: Membrane anti-symmetries.

sensors S1, S2, and S3, respectively, the maxima of pressure difference have not the
same trend, with 71.3 mmHg at S1, 85.3 mmHg at S2, and 17.4 mmHg at S3. The
membrane anti-symmetries are visualized from above in Figure 4.28 at three time
instants t = 0.0285 s (left), t = 0.0294 s (center) and t = 0.0306 s (right), where the
membrane exhibits anti-symmetric behavior along the angular coordinate at different
radial distances. Notice that the magnitude of the membrane anti-symmetry, cor-
responding to the maximum displacement difference along the angular coordinates,
depends on the choice of the radii R1 and R2, that are identified by the black lines in
Figure 4.28. For instance, in Figure 4.27a, the anti-symmetry magnitude is actually
higher than what detected by the considered radii (∼ 0.1 mm) and reaches a value of
∼ 0.2 mm for other choices of R1 and R2.

Figure 4.29: Predicted time-averaged pressure values in correspondence to the location of
sensors S1, S2, and S3. Test III: Membrane anti-symmetries.

Nevertheless, when we compute the average of the pressure signals from each sensor
over the last period of oscillation, the pressure values from radii R1 and R2 differ by
a maximum of ∼ 4 mmHg (see Figure 4.29). These time-averaged values, which are
increasing towards the outlet channel in agreement with the experimental data, show
the highest difference at sensor S2, where the anti-symmetric membrane deformation
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was more remarkable (see Figure 4.28a). Indeed, in these preliminary results, the
membrane anti-symmetries emerged only during a restricted time range. It is possible
that for longer simulation times, the membrane anti-symmetries occur more often or
permanently during the oscillation cycle, ultimately resulting in a broader pressure
difference between the two radii R1 and R2. In any case, further study is required
to ascertain whether these simulations accurately represent the actual membrane
behavior.
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Chapter 5

Conclusions and next developments

Wave Membrane Blood Pumps (WMBPs) represent a new frontier in the field of Left
Ventricular Assist Devices (LVADs), which is based on an innovative technology
where the propulsion of blood is obtained by the progressive undulations of an
immersed elastic membrane. This novel membrane-based pumping principle has the
potential to overcome the limitations of standard rotor-based LVADs, in particular
by providing a physiological pulsatile flow rate to the body and reducing the risk of
hemocompatibility-related adverse events, such as hemolysis or thrombosis.

In this thesis, we numerically studied the Fluid-Structure-Contact Interaction (FSCI)
between the blood and the elastic membrane in WMBPs for different designs and
operating conditions of the device. In this regard, three-dimensional (3D) computa-
tional simuations were performed using the unfitted mesh Extended Finite Element
Method (XFEM), with a Discontinuous-Galerkin (DG) mortaring at the interface. A
penalization contact model was added to handle the potential collisions between the
wave membrane and the pump walls and avoid mesh penetrations in case of high
oscillations.

To our knowledge, the XFEM-DG numerical strategy was here employed for the first
time to address a real 3D industrial application and the corresponding numerical
results in WMBPs were validated against experimental pressure-flow (HQ) data.

Specifically, the numerical investigation in WMBPs allowed us to:

• understand the effects of the progressive wave propagation in the membrane on
the blood dynamics, which consist in a pressure buildup in the pump head and
in the transportation of the fluid pockets towards the outlet channel against an
adverse pressure gradient, ultimately resulting in blood flow generation;

• show the superior hydraulic performance of the J-shapemembrane pump design
to the previous flat membrane pump design at identical operating conditions;

• analyze the pump performance by varying separately the different operating
parameters of the device, both in terms of hydraulic power and hemocom-
patibility: for instance, we observed that the increase of both the oscillation
parameters (frequency and stroke) led to an higher outflow rate, but decreasing
particularly the frequency can reduce the stress conditions in the pump and
increase the life fatigue of the membrane;
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• propose a new operating point for the WMBP which achieved physiologic flow
output at diastolic pressure conditions;

• highlight for the first time the development of anti-symmetries in the wave
membrane deformation and their link with the pressure signal in the pump
head.

However, this work presents the following list of limitations.

1. Although in the real LVAD application the pump is exposed to variable pressure
conditions during the cardiac cycle, here we restricted for each simulation the
analysis of the pump performance to operating points that are fixed in time, i.e.
for steady head pressure H, frequency f and stroke Φ. Thus, the pulsatility
operating mode, where the frequency and the stroke parameters are modulated
during the heartbeat to reproduce the native heart pulsatility, was not tested.

2. The domain of WMBPs presents some geometric simplifications. First, the
membrane holder, that is actually a separate component embedded in the elastic
membrane, is here modeled as part of the membrane assembly. In principle,
this simplification may affect the membrane displacement close to the junction
of the membrane holder. Second, we omitted from the computational domain
other minor rigid structures, such as the membrane fixation apparatus or the
suspension springs, that may deform the flow patterns around the magnet
ring. In particular, the non axi-symmetric architecture of the rigid complex
of titanium posts connecting the membrane to the magnet ring may play an
important role in the development of anti-symmetries in the wave membrane
deformation.

3. The computational cost of the 3D FSCI simulations in WMBP is rather high,
resulting in long simulation times (in the order of weeks). This is mainly
due to the operations of intersection and cut-mesh generation involved in the
unfitted XFEM framework, which, on the other side, allows for high accuracy
and geometric flexibility.

4. The hemocompatibility analysis is here limited to the observation of hemo-
dynamic quantities (e.g. shear rate or wall shear stress) and of flow patterns
(e.g. recirculation or stagnation areas), that offer preliminary information on
the potential blood trauma in WMBPs. Thus, the exposure time to stress or the
damage history of blood cells are not considered in this work.

In order to overcome such limitations and improve the numerical model, we propose
the following developments of the present study.

1. The simplifications on the geometry of WMBP could be removed by re-
introducing the previously omitted rigid components in the computational do-
main, so that we could evaluate their effect on the membrane deformation (and
particularly on its anti-symmetries) and on the hemocompatibility of the device.

2. Alternative numerical approaches could be adopted to reduce the computational
time, at the expense of a highly reduced accuracy, such as lumped parameter
models, as in [300]. A potential strategy that could be considered for future
studies consists in the coupling between a 3D complete FSCI modeling in a
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region of interest (such as in the pump head) and a 0D model of the remaining
portion of the pump domain.

3. The simulation time may be reduced by parallelizing the mesh intersections
between the unfitted meshes and/or implementing an efficient preconditioner
for the linear system.

4. A finite elasticity model can be considered to better describe the membrane
dynamics and its interaction with blood.

5. The geometric and the contact non-linearities could be solved iteratively at
each time step, to further improve the accuracy and reduce the risk of mesh
penetrations.

6. An adaptive time step scheme could be implemented, e.g. to increase the
accuracy in case of contact, and decrease the computational cost otherwise.

7. An hemolysis model, either Eulerian or Lagrangian, could be developed to
properly assess the risk of hemolysis and estimate the mean residence time in
WMBPs.
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