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## Abstract

IN this dissertation we present extensions of the short time Fourier transform in the quaternionic and Clifford settings and we introduce and study the properties of new functional calculi based on the $S$-spectrum. In recent years there has been a growing interest to generalize integral transforms in the noncommutative setting. This gives the opportunity to deal with $n$-dimensional signals. The integral transforms have several applications in mathematical physics, precisely in signal processing, optics and time frequency analysis.
In the first part of the thesis we focus on the Bargmann and short time Fourier transforms in the slice hyperholomorphic and monogenic settings. Precisely, we study peculiar short time Fourier transforms with window functions the Gaussian and the weighted Hermite. The constructions are based on the slice hyperholomorphic Bargmann transform and the slice polyanalytic Bargmann transform, which main properties are investigated in this thesis. Moreover we focus on a short time Fourier transform, in the monogenic Clifford algebra, setting with a generic radial window function. In the second part of the thesis we introduce new functional calculi based on the $S$-spectrum and the Fueter-Sce theorem. By using its integral version we define the $F$-functional calculus for $n$-tuples of commuting operators. This generates a monogenic functional calculus in the spirit of McIntosh and collaborators. The other functional calculi that we get are based on the factorization of the Fueter map, namely the Laplace operator in four real variables, in terms of the Fueter operator. The functional calculi obtained are harmonic and polyanalytic of order 2. In this thesis we focus on study-
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ing the main properties of these functional calculi, such as the respective resolvent equations, the Riesz projectors and the basic algebraic rules.
In the third part, we introduce functional calculi on the $S$ spectrum based on the factorization of the Fueter-Sce map, a suitable power of the Laplace operator in $n+1$ variables. This suggests the introduction of new classes of functions that we plan to study more in forthcoming papers. Finally, in the last section we give an overview on possible open questions left open by this dissertation.


## Summary

This thesis is divided in three parts. In the first part we study the SegalBargmann transform and the short-Fourier transform in the quaternionic and Clifford algebra settings. This study is motivated by a recent and increasing interest in the generalization of integral transforms to the noncommutative settings. Such kind of transforms are widely studied, in general, since they help in the analysis of vector-valued signals and images. In the non commutative settings one can deal with $n$-dimensional signals. Indeed, in image processing it is needed a higher-dimensional counterpart of the 1dimensional signal. As a metter of fact, the study of hypercomplex signals can be useful in other practical fields such as optics and signal processing. The focus of the first part of the thesis is the study of the short time Fourier transform in the quaternionic and Clifford algebra settings. This integral transform can be used in several applications such as predictions of sound source position emanated by fault machine and the interpretation of ultrasonic waveforms. Furthermore, if we consider the normalized Hermite functions as window functions of the short time Fourier transform we have to deal with the theory of slice polyanalytic functions. This latter topic is a new research path that extends the theory of slice regular or slice monogenic functions to higher order.

In the second part of the thesis we focus on developing new functional calculi based on the $S$-spectrum and related to the Fueter-Sce construction. Firstly we study the so called $F$-functional calculus. The crucial object to define this functional calculus is the Fueter-Sce mapping theorem in integral form. The Fueter-Sce map can be seen as an integral transform that
maps slice hyperholomorphic functions into axially monogenic functions. Thus, the $F$-functional calculus is a monogenic functional calculus in the same spirit of McIntosh and collaborators. In this framework, we have been able to compute a resolvent equation, which is the appropriate tool to generate the Riesz projectors.
It is well-known that it is possible to factorize the Fueter map in terms of the Fueter operator. Therefore one can wonder the result of applying the Fueter operator or its conjugate to a slice hyperholomorphic function. In the first case we get an axially harmonic function. On the other hand, if we apply the conjugate Fueter operator to a slice hyperholomorphic function we do not get the same result, but instead an axially polyanalytic function of order 2 . We are able to write an integral representation of axially harmonic functions and axially polyanalytic functions of order 2. These are crucial tools to define the respective functional calculi, both based on the $S$-spectrum.

In the third part we investigate the behaviour of the factorization of the Laplace operator of $n+1$ variables elevated to an integer power depending on $n$, namely the Fueter-Sce map, and we apply a chosen factorization to a slice hyperholomorphic function. Due to the various factorizations of the Fueter-Sce map, the descriptions of intermediate functional calculi are much more involved. We point out that the case of dimension five, although it is a specific case, it already shows all the possible functional calculi and function spaces that can be considered in greater dimensions. It is also important to observe that all the function spaces appear also in different contexts in the literature, but, as far as we know, they are not related each other. A natural problem is to study all the function spaces that are suggested by the Fueter-Sce theorem in complex and hypercomplex setting. Moreover, it would be a challenging problem to figure out if a similar construction holds when we deal with fractional power of the Laplace operator, namely in the case of the Fueter-Sce-Qian map, in even dimension.

In this thesis we consider several problems related to the integral transforms in the hypercomplex setting and the study of the related functional calculi based on the $S$-spectrum. Precisely, we deal with the following topics: slice hyperholomorphic and monogenic function theories, $S$-functional calculus, polyanalytic function theory, Dirac operator in Clifford analysis, quaternionic Segal Bargmann-transform and Clifford Fourier transform, quaternionic short time Fourier transform with Gaussian and normalized Hermite functions as window functions, $F$-functional calculus and different functional calculi based on the $S$-spectrum. We give a brief account of the new results obtained in the three part of the thesis.

The first part of this dissertation is devoted to study hypercomplex integral transforms. All the new results obtained are summarized below.

- In [70], together with my PhD colleague K. Diki, we study a special one dimensional quaternion short-time Fourier transform (QSTFT). Its construction is based on the slice hyperholomorphic Segal-Bargmann transform. We discuss some basic properties and prove different results on the QSTFT such as Moyal formula, reconstruction formula and Lieb's uncertainty principle. We provide also a formula for the reproducing kernel associated to the Gabor space considered in this setting.
- In [71], together with K. Diki, we show that it is possible to extend the previous results by considering a QSTFT with normalized Hermite functions as windows. It turns out that such a transform is based on the recent theory of slice polyanalytic functions on quaternions. We will use the notions of true and full slice polyanalytic Fock spaces and Segal-Bargmann transforms. Moreover, we show a closed formula for the true polyanalytic Bargmann transform in terms of the Hermite polynomials.
- The Clifford-short time Fourier transform is studied in [68]. We investigate how the short-time Fourier transform can be extended in a Clifford algebra setting. We prove some of the main properties of the Clifford short-time Fourier transform such as the orthogonality relation, the reconstruction property and the reproducing kernel formula. Moreover, we show the effects of modulating and translating the signal and the window function, respectively. The results show different features with respect to the classic case.

In the second part of the thesis we focus on the study of the new functional calculi based on the $S$-spectrum and on the Fueter-Sce theorem. Moreover, we give a description of the Fueter-Sce theorem in terms of the generalized CK-extension. Below we give summary of the main new results obtained.

- In [72], jointly with the PostDoc A.Guzmán Adán and with K.Diki, we provide an alternative description of the Fueter-Sce-Qian theorem in terms of the generalized CK-extension. The latter characterizes axial null solutions of the Cauchy-Riemann operator in $\mathbb{R}^{n+1}$ in terms of their restrictions to the real line. This leads to a one-to-one correspondence between the space of axially monogenic functions in $\mathbb{R}^{n+1}$
and the space of analytic functions of one real variable. We provide explicit expressions for the Fueter-Sce-Qian map in terms of the generalized CK-extension for both cases, $n$ even and $n$ odd.
- Using the Cauchy formula of slice hyperholomorphic functions the Fueter-Sce-Qian theorem admits an integral representation for $n$ odd. In [38], jointly with Professors F. Colombo, T. Qian and I. Sabadini, we show that the important relation $\Delta_{n+1}^{(n-1) / 2} S_{L}^{-1}=F_{n}^{L}$ between the slice monogenic Cauchy kernel $S_{L}^{-1}$ and the F-kernel $F_{n}^{L}$, that appears in the integral form of the Fueter-Sce-Qian theorem for $n$ odd, holds also in the case we consider the fractional powers of the Laplace operator $\Delta_{n+1}$ in dimension $n+1$, i.e., for $n$ even. Moreover, this relation is proved by computing explicitly the Fourier transform of the kernels $S_{L}^{-1}$ and $F_{n}^{L}$ as functions of the Poisson kernel. Similar results hold for the right kernels $S_{R}^{-1}$ and $F_{n}^{R}$.
- By writing the Fueter-Sce-Qian extension theorem in integral form and it is possible to define the $F$-functional calculus for $n$-tuples of commuting operators. This functional calculus is defined on the $S$ spectrum and generates a monogenic functional calculus in the spirit of McIntosh and collaborators. The main goal of the papers [35, 36], joint works with Professors F. Colombo and I. Sabadini, is to show that the $F$-functional calculus generates the Riesz projectors. The existence of such projectors is obtained via the $F$-resolvent equation which was previously known only in the quaternionic setting and also its existence was under question. We prove the $F$-resolvent equation in the Clifford algebra setting. It is much more complicated than the one in the quaternionic case since it contains various pieces, however it still allows to nicely define the Riesz projectors.
- The results obtained in [34], jointly with Professors F. Colombo, S. Pinton and I. Sabadini, can be considered a seminal work on the introduction of an harmonic functional calculus based on the $S$-spectrum and on an integral representation of axially harmonic functions. This new calculus is a bridge between harmonic analysis and the spectral theory. The resolvent operator of the harmonic functional calculus is the commutative version of the pseudo $S$-resolvent operator. This calculus also appears, in a natural way, in the product rule for the $F$ functional calculus.
- In the second step of the Fueter construction an axially monogenic function is built by applying the Laplace operator $\Delta$ in four real vari-
ables to a slice hyperholomorphic function. In the papers [73, 74], jointly with Professor. S. Pinton, we use the factorization of the Laplace operator, i.e. $\Delta=\overline{\mathcal{D}} \mathcal{D}$ to split the previous procedure. From this splitting we get a class of functions that lies between the set of slice hyperholomorphic functions and the set of axially monogenic functions: the set of axially polyanalytic functions of order 2, i.e. null-solutions of $\mathcal{D}^{2}$. We show an integral representation formula for this kind of functions. The formula obtained is fundamental to define the associated functional calculus on the $S$-spectrum. Moreover we show the principal properties of this functional calculus. In particular we study a resolvent equation suitable for proving a product rule and generate the Riesz projectors.

The last part of this dissertation is devoted to present new functional calculi based on the $S$-spectrum and on the factorization of the Fueter-Sce map $\Delta^{\frac{n-1}{2}}$. This case is completely different from the quaternionic case presented in the second part and it will be the centre of our research for the next future.

- In [37], jointly with Professors F. Colombo, S. Pinton and I. Sabadini, we show that the extension operator from slice hyperholomorphic functions to monogenic functions admits various possible factorizations that induce different function spaces. The integral representations in such spaces allows to define the associated functional calculi based on the $S$-spectrum. The function spaces and the associated functional calculi define the so called fine structure of the spectral theories on the $S$-spectrum. Among the possible fine structures there are the harmonic and poly-harmonic functions and the associated harmonic and poly-harmonic functional calculi. The study of the fine structures depends on the dimension considered.

Based on the techniques developed in this thesis, we already started some new projects. We aim to tackle them in the near future. We plan to start new research investigations in the following directions

1) The $F$-resolvent equation for all dimensions. In this case we have to deal with fractional powers.
2) Figure out if it is possible to get a sort of commutation rule between the generalized modulation and translation operator.
3) The $H^{\infty}$ calculus and the Phillips functional calculus for the $F$-functional calculus and the for the all fine structures.
4) Establish a generalized Cauchy-Kovalevskaya extension for axially harmonic functions.
5) Study the function spaces that arise from the factorization of the FueterSce mapping theorem, both in the complex and hypercomplex setting.
$\qquad$
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## CHAPTER <br> 1

## Introduction

In the literature there are two possible ways to extend the notion of holomorphic function of one complex variable to higher dimensions. An approach is to consider the systems of Cauchy-Riemann equations for a function of several complex variables

$$
f: \Pi \subseteq \mathbb{C}^{n} \rightarrow \mathbb{C}
$$

where $\Pi$ is an open set. This gives rise to the theory of holomorphic functions in several complex variables. Another possibility is to consider quaternionic or Clifford algebra valued functions. The main advantage, in this case, is that it is still possible to work with one hypercomplex variable. This implies however that the commutativity of the product is missing. In this dissertation we are interested in the second possibility.

In the framework of quaternionic and Clifford analysis there are various notions of hyperholomorphic functions, among which two are prominent: the monogenic theory and the slice hyperholomorphic theory, both generalize the notion of holomorphic function of one complex variable. These different theories are related each other by the Fueter-Sce-Qian extension, which consists of two steps.

## Chapter 1. Introduction

Step (A) extends the set of holomorphic function to the class of slice hyperholomorphic functions, by means of the so-called slice operator. This consists of replacing the complex variable $z=u+i v$ with the paravector variable $x=x_{0}+\underline{x}$, where the complex unit $i$ is replaced by $I=\frac{x}{|\underline{x}|}$ in $\mathbb{R}^{n}$.

Step (B) extends slice hyperholomorphic functions to monogenic functions (or Fueter regular functions in the case of the quaternions). This extension is performed by the so called Fueter-Sce-Qian map, namely the Laplace operator in $n+1$ variables applied $\frac{n-1}{2}$ times. If the dimension $n$ is odd we are dealing with a pointwise differential operator, and we call this operator Fueter-Sce map. If we work in the quaternionic case, which coincides with the case $n=3$, the operator is called Fueter map. If the dimension $n$ is even one has to work in the setting of the fractional powers. We can summarize the Fueter-Sce construction with the following diagram

$$
\mathcal{O}(D) \xrightarrow{T_{F}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\Delta^{\frac{n-1}{2}}} \mathcal{A} \mathcal{M}\left(\Omega_{D}\right),
$$

where $\mathcal{O}(D)$ is the set of holomorphic functions defined in the symmetric open set $D \subseteq \mathbb{C}$, the set $\mathcal{S H}\left(\Omega_{D}\right)$ denotes the set of slice holomorphic functions defined in $\Omega_{D} \subset \mathbb{R}^{n+1}$, which is an open set induced by $D$, and $\mathcal{A} \mathcal{M}\left(\Omega_{D}\right)$ is the set of axially monogenic functions.

This dissertation is divided in three parts. In the first part we focus on some specific integral transforms in the slice hyperholomorphic and monogenic settings. In the second part of this work we introduce new functional calculi based on the $S$-spectrum and on the Fueter-Sce theorem.

By combining the Cauchy formula for slice hyperholomorphic functions and the Fueter-Sce mapping theorem, it is possible to get an integral transform that maps slice hyperholomorphic functions to axially monogenic functions. This integral transform is called the Fueter-Sce theorem in integral form. This, together with the notion of $S$-spectrum, is fundamental to define a new monogenic functional calculus: the $F$-functional calculus. Moreover by factorizing the Fueter map we obtain a harmonic and polyanalytic functional calculus on the $S$-spectrum.

Finally in the last part of the dissertation, we split the Fueter-Sce map in the Clifford algebra setting. This suggests the introduction of new functional calculi, two of them are in the well known settings of polyharmonic and polyanalytic functions. This last part can be considered a seminal work on the factorization of the Fueter-Sce map and it will be the centre of our next researches.

Now, we introduce the state of the art of the first part of the thesis. We
begin by introducing the definitions of the Bargmann and short time Fourier transforms in complex analysis.

In [22] the author introduced for the first time a Hilbert space of entire functions, where the creation and annihilation operators, given by

$$
\begin{equation*}
M_{z} f(z):=z f(z) \quad \text { and } \quad D f(z):=\frac{d}{d z} f(z) \tag{1.1}
\end{equation*}
$$

are closed, densely defined operators that are adjoints each others. Moreover, these operators satisfy the classical commutation rule

$$
\left[D, M_{z}\right]=\mathcal{I}
$$

where [.,.] and $\mathcal{I}$ are the commutator and the identity operators, respectively. Nowadays, this space is known as Fock or Segal-Bargmann space and it is given by:

$$
\mathcal{F}^{2}\left(\mathbb{C}^{n}\right):=\left\{\left.f \in \mathcal{O}\left(\mathbb{C}^{n}\right)\left|\int_{\mathbb{C}^{n}}\right| f(z)\right|^{2} e^{-2 \pi|z|^{2}} d \lambda(z)<\infty\right\}
$$

where $d \lambda(z)$ is the Lebesgue measure. This space is a reproducing kernel Hilbert space. It turns out that the operators defined in (1.1) are unitary equivalent to the position and momentum operators in quantum mechanics through the so-called Segal Bargmann transform. This is an unitary integral transform that maps functions in the space $L^{2}\left(\mathbb{C}^{n}\right)$ onto the Fock space and it is defined by

$$
\begin{equation*}
\mathcal{B} f(z)=\int_{\mathbb{R}^{n}} e^{2 \pi \sqrt{2} \pi x \cdot z-\pi x \cdot x-\pi z \cdot z} f(x) d x . \tag{1.2}
\end{equation*}
$$

The Segal-Bargmann transform plays also a very important role in time frequency analysis. Indeed there is a relation with the short time Fourier transform with Gaussian window, which is denoted by $\mathcal{V}_{\varphi} f(x, \omega)$. The relation is given by the formula

$$
\mathcal{B}(f)\left(\frac{\bar{z}}{\sqrt{2}}\right)=e^{i \pi x \omega} e^{\frac{|x|^{2} \pi}{2}} \mathcal{V}_{\varphi} f(x, \omega), \quad \omega \in \mathbb{R}^{n}, \quad z=x+i \omega .
$$

The idea of the short-time Fourier transform, for general window functions, is to obtain information about local properties of the signal $f$. To this end, the signal $f$ is restricted to an interval and after its Fourier transform is evaluated. However, since a sharp cut-off can introduce artificial discontinuities and can create problems, it is usually chosen a smooth cut-off function $\varphi$ called "window function".


Then for $f, g \in L^{2}\left(\mathbb{R}^{n}\right)$ the short-time Fourier transform is given by

$$
V_{g} f(x, \omega)=\int_{\mathbb{R}^{n}} f(t) \overline{g(t-x)} e^{-2 \pi i t \cdot \omega} d t
$$

For this kind of transform it is possible to show properties like the Parseval identity, the Plancherel formula, an uncertainty principle and a PaleyWiener theorem, see [92]. The short-time Fourier transform is used in several applications such as the predictions of sound source position emanated by fault machine and the interpretation of ultrasonic waveforms.

Now we move to illustrate the state of the art related to the second part of the thesis: the functional calculi based on the $S$-spectrum.

The first mathematicians who understood the importance of hypercomplex analysis to define functions of noncommuting operators on Banach spaces have been A. McIntosh and his collaborators, starting from preliminary results in [102]. Using the theory of monogenic functions they developed the monogenic functional calculus and several of its applications, see [99, 101, 108, 112].

The $S$-spectrum is based on the slice hyperholomorphic theory of functions and their Cauchy formula. The left slice hyperholomorphic Cauchy
kernel $S_{L}^{-1}(s, x)$ is given by

$$
\begin{equation*}
S_{L}^{-1}(s, x)=\sum_{m=0} x^{m} s^{-1-m}=\left(x^{2}-2 x_{0} s+|s|^{2}\right)^{-1}(s-\bar{x}) . \tag{1.3}
\end{equation*}
$$

The series expansions is convergent when $|x|<|s|$, and the closed expression is defined for any $x \notin[s]$. Thus, we can write any left slice hyperholomorphic function as

$$
f(x)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(s, x) d s_{J} f(s),
$$

where the set $U$ is a suitable open set contained in the domain of the function $f$. For $x, s \in \mathbb{R}^{n+1}$, with $x \notin[s]$, we have the following identity

$$
-\left(x^{2}-2 s_{0} x+|s|^{2}\right)^{-1}(x-\bar{s})=\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-1}(s-\bar{x}) .
$$

This implies that it is possible to write the slice hyperholomorphic Cauchy kernel in the following equivalent way

$$
\begin{equation*}
S_{L}^{-1}(s, x):=\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-1}(s-\bar{x}) . \tag{1.4}
\end{equation*}
$$

Even though $S_{L}^{-1}(s, x)$ written as in (1.3) is more suitable for several applications, for example for the definition of a functional calculus, it does not allow easy computations of the powers of the Laplacian in $n+1$ variables $\Delta:=\partial_{x_{0}}^{2}+\sum_{j=1}^{n} \partial_{x_{j}}^{2}$, with respect to the variable $x$ applied to it. The slice hyperholomorphic Cauchy kernel written as in (1.4) is the one that allows, by iteration, the computation of $\Delta^{\frac{n-1}{2}} S_{L}^{-1}(s, x)$. Indeed, for $x$, $s \in \mathbb{R}^{n+1}$ with $x \notin[s]$ we have

$$
\begin{equation*}
\Delta^{\frac{n-1}{2}} S_{L}^{-1}(s, x):=F_{L}(s, x)=\gamma_{n}(s-\bar{x})\left(s^{2}-2 x_{0} s+|s|^{2}\right)^{-2} \tag{1.5}
\end{equation*}
$$

where $\gamma_{n}$ is a suitable constant depending on the dimension of the Clifford algebras, see (7.47). The function $F_{L}(s, x)$ has different type of regularities in the two variables: it is right slice hyperholomorphic the variable $s$ while it is axially monogenic in $x$. By combining (1.5) and the Cauchy formula for slice hyperholomorphic functions a Fueter theorem in integral form has been proved in [54]. The left axially monogenic function $\breve{f}(x):=\Delta^{\frac{n-1}{2}} f(x)$, with $f$ a slice hyperholomorphic function, admits the integral representation

$$
\begin{equation*}
\breve{f}(x)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} F_{L}(s, x) d s_{J} f(s), \tag{1.6}
\end{equation*}
$$
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where $U$ is a suitable open set which contains the domain of the function $f$. The main advantage of (1.6) is that it gives the possibility to get axially monogenic functions by suitably integrating slice hyperholomorphic functions.

The Cauchy formula of slice hyperholomorphic functions generates the $S$-functional calculus for quaternionic linear operators or for $n$-tuples of not necessarily commuting operators. This calculus is based on the notion of $S$-spectrum. This was discovered in 2006 by F. Colombo and I. Sabadini as it is explained in the introduction of the book [59].

Let $V_{n}$ be a two sided Clifford Banach module and let $T: V_{n} \rightarrow V_{n}$ be a bounded right (or left) linear operator. The S-spectrum of $T$ is defined as
$\sigma_{S}(T)=\left\{s \in \mathbb{R}^{n+1} \quad: \quad T^{2}-2 s_{0} T+|s|^{2} \mathcal{I}\right.$ is not invertible in $\left.\mathcal{B}\left(V_{n}\right)\right\}$, and the $S$-resolvent set

$$
\rho_{S}(T):=\mathbb{R}^{n+1} \backslash \sigma_{S}(T) .
$$

The set $\mathcal{B}\left(V_{n}\right)$ denotes the set of bounded right linear operators acting on $V_{n}$.

The existence of an appropriate quaternionic spectrum was suggested by the formulation of quaternionic quantum mechanics given by G. Birkhoff and J . von Neumann [26]. A quaternionic formulation of quantum mechanics is systematically studied in the monograph [5]. However, such a formulation of quantum mechanics turned out to be more involved than expected due to a lack of an appropriate definition of spectrum in the quaternionic setting. Recently, there have been some progresses in the study of quaternionic quantum mechanics. For example, in [86] it was proved that the equivalence of real and complex quantum mechanics and the equivalence of complex and quaternionic quantum mechanics are dual problems that can be solved with the same techniques.

In accordance to (1.3), for $s \in \rho_{S}(T)$ we can define the left $S$-resolvent operator of $T$ at $s$ as

$$
S_{L}^{-1}(s, T):=-\left(T^{2}-2 s_{0} T+|s|^{2} \mathcal{I}\right)^{-1}(T-\bar{s} \mathcal{I})
$$

This is a $\mathcal{B}\left(V_{n}\right)$-valued slice hyperholomorphic function in the variables $s$ and so we can define for any left slice hyperholomorphic function $f$ defined in a suitable open set $U$, with $\sigma_{S}(U) \subset U$, the $S$-functional calculus:

$$
f(T)=\int_{\partial\left(U \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(s, T) d s_{J} f(s)
$$

The $S$-functional calculus for $n$-tuples of operators generalizes the Riesz-Dunford-functional calculus for holomorphic functions. It is also possible to define the $S$-functional calculus for right slice hyperholomorphic functions. The right $S$-resolvent operator of $T$ at $s$ is defined by

$$
S_{R}^{-1}(s, T):=-(T-\bar{s} \mathcal{I})\left(T^{2}-2 s_{0} T+|s|^{2} \mathcal{I}\right)^{-1} .
$$

Then, we can define the $S$ functional calculus for a right slice hyperholomorphic function $f$, by

$$
f(T)=\int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} S_{R}^{-1}(s, T)
$$

For the $S$ functional calculus it is possible to show a resolvent equation, that is called $S$-resolvent equation. One of the main differences with respect to the resolvent equation in Riesz-Dunford functional calculus is that both $S$ resolvent operators are involved. Precisely, we have

$$
S_{R}^{-1}(s, T) S_{L}^{-1}(p, T)=\quad\left[\left[S_{R}^{-1}(s, T)-S_{L}^{-1}(p, T)\right] p-\bar{s}\left[S_{R}^{-1}(s, T)-S_{L}^{-1}(p, T)\right]\right]
$$

$$
\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1}
$$

for $s, p \in \rho_{S}(T)$.
In the sequel, we will consider bounded paravector operators $T$, with commuting components $T_{\ell} \in \mathcal{B}(V)$ for $\ell=0,1, \ldots, n$, with $n$ odd. This set of operators is denoted by $\mathcal{B C}\left(V_{n}\right)$, and it is a subset of $\mathcal{B}\left(V_{n}\right)$.

The $S$-functional calculus admits a commutative version. For paravector operators $T=T_{0}+e_{1} T_{1}+\ldots+e_{n} T_{n}$ such that $T \in \mathcal{B C}\left(V_{n}\right)$ the $F$-spectrum of $T$ is defined as
$\sigma_{F}(T)=\left\{s \in \mathbb{R}^{n+1}: \quad s^{2} \mathcal{I}-s(T+\bar{T})+T \bar{T}\right.$ is not invertible in $\left.\mathcal{B}\left(V_{n}\right)\right\}$,
where we have set $\bar{T}:=T_{0}-e_{1} T_{1}-\ldots-e_{n} T_{n}$, and the $F$-resolvent set

$$
\rho_{F}(T):=\mathbb{R}^{n+1} \backslash \sigma_{F}(T) .
$$

It turns out that the $F$-spectrum is the commutative version of the $S$-spectrum, i.e., we have

$$
\sigma_{F}(T)=\sigma_{S}(T), \text { for } T_{0}+e_{1} T_{1}+\ldots+e_{n} T_{n} \in \mathcal{B C}\left(V_{n}\right) .
$$

In the sequel also for the commutative version of the $S$-functional calculus we will use the symbol $\sigma_{S}(T)$. The definition of the commutative $S$ spectrum comes from the Cauchy kernel written in the second form, see
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(1.4). In fact, for paravector operators $T \in \mathcal{B C}\left(V_{n}\right)$, the commutative version of left $S$-resolvent operator is given by

$$
\begin{equation*}
S_{L}^{-1}(s, T):=(s \mathcal{I}-\bar{T})\left(s^{2} \mathcal{I}-s(T+\bar{T})+T \bar{T}\right)^{-1}, \quad s \in \rho_{\mathcal{S}}(T) \tag{1.7}
\end{equation*}
$$

and the commutative version of the right $S$-resolvent operator is

$$
\begin{equation*}
S_{R}^{-1}(s, T):=\left(s^{2} \mathcal{I}-s(T+\bar{T})+T \bar{T}\right)^{-1}(s \mathcal{I}-\bar{T}), \quad s \in \rho_{\mathcal{S}}(T) . \tag{1.8}
\end{equation*}
$$

For the sake of simplicity we have still denoted the commutative version of the $S$-resolvent operators with the same symbols as for the noncommutative ones. The operator

$$
\mathcal{Q}_{c, s}(T)^{-1}:=\left(s^{2} \mathcal{I}-s(T+\bar{T})+T \bar{T}\right)^{-1}, \quad s \in \rho_{\mathcal{S}}(T)
$$

is called commutative pseudo $S$-resolvent operator, for short, pseudo resolvent operator. In the sequel, when we mention the $S$-resolvent operators we intend their commutative versions.

The Fueter-Sce mapping theorem in integral form is the crucial object for the definition of the $F$-functional calculus. It is a mongenic functional calculus, in the same spirit of McIntosh and collaborators, based on the commutative version of the $S$ spectrum.

We now define the $F$-resolvent operators. Let $n$ be an odd number, we define the left $F$-resolvent operator as

$$
\begin{equation*}
F_{n}^{L}(s, T):=\gamma_{n}(s \mathcal{I}-\bar{T})\left(s^{2} \mathcal{I}-s(T+\bar{T})+T \bar{T}\right)^{-\frac{n+1}{2}}, \quad s \in \rho_{S}(T) \tag{1.9}
\end{equation*}
$$

and the right $F$-resolvent operator as

$$
\begin{equation*}
F_{n}^{R}(s, T):=\gamma_{n}\left(s^{2} \mathcal{I}-s(T+\bar{T})+T \bar{T}\right)^{-\frac{n+1}{2}}(s \mathcal{I}-\bar{T}), \quad s \in \rho_{S}(T) . \tag{1.10}
\end{equation*}
$$

For a left slice hyperholomorphic function $f$ and $\breve{f}=\Delta^{\frac{n-1}{2}} f$ we define the $F$-functional calculus as

$$
\breve{f}(T):=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} F_{n}^{L}(s, T) d s_{J} f(s),
$$

and for right slice hyperholomorphic function the $F$-functional calculus is given by

$$
\breve{f}(T):=\frac{1}{2 \pi} \int_{\partial\left(U \cap C_{J}\right)} f(s) d s_{J} F_{n}^{R}(s, T) .
$$

As for the Riesz-Dunford functional calculus and the $S$-functional calculus, the resolvent equation for the $F$-functional calculus plays an important role. However, the $F$-resolvent equation has further differences with respect to the complex resolvent equation and with respect to the $S$-resolvent equation. This is a consequence of the fact that the $F$-functional calculus is based on an integral transform and not on a Cauchy formula.

The $F$-resolvent equation for $n=3$ is known since some years and it coincides with the quaternionic $F$-resolvent equation, precisely it is given by

$$
\begin{aligned}
& F_{3}^{R}(s, T) S_{L}^{-1}(x, T)+S_{R}^{-1}(s, T) F_{3}^{L}(x, T) \\
& -\frac{1}{4}\left(s F_{3}^{R}(s, T) F_{3}^{L}(x, T) x-s F_{3}^{R}(s, T) T F_{3}^{L}(x, T)\right. \\
& \left.-F_{3}^{R}(x, T) T F_{3}^{L}(x, T) x+F_{3}^{R}(s, T) T^{2} F_{3}^{L}(x, T)\right) \\
= & {\left[\left(F_{3}^{R}(s, T)-F_{3}^{L}(x, T)\right) x-\bar{s}\left(F_{3}^{R}(s, T)-F_{3}^{L}(x, T)\right)\right]\left(x^{2}-2 s_{0} x+|s|^{2}\right)^{-1} . }
\end{aligned}
$$

for $T \in \mathcal{B C}\left(V_{3}\right)$ and for any $p, s \in \rho_{S}(T)$, with $s \notin[p]$.
All the constructions presented so far can be summarized in the following diagram


Slice Cauchy Formula $\xrightarrow{T_{F S 2}}$ Fueter - Sce theorem in integral from


## Description of the contents

The thesis is divided in 13 chapters besides this introduction. In chapter 2 we give a brief overview of the Riesz-Dunford functional calculus for linear bounded operators. We recall the main properties like the resolvent equation, the so called Riesz projectors and the product rule. In chapter 3 we give in details the state of the art of the $S$-functional calculus and the $F$-functional calculus. Furthermore we revise the main notions for the theory of slice hyperholomorphic functions and we recall the definition and some relevant properties of the set of monogenic functions. The main contributions to the research are contained from the chapter 4 to chapter 13. In the last chapter there is an Appendix, containing computations related
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to the complex Hermite functions, which we did not find in literature, and refinements of the Fueter-Sce construction.

Now, we give a brief description of the contents of each chapter.

- This chapter is based on [70]. We first recall the definitions and the main properties of the Fock space and the Segal Bargmann transform in the quaternionic setting. These were originally introduced in [15, 76]. Then, we characterize the range of the Schwartz space under the Segal Bargmann transform. We also take into account relations related to the position and momentum operators in this framework. The main goal is to study a quaternionic analogue of the short time Fourier transform (QSTFT) in dimension one with Gaussian window function $\varphi(t)=2^{1 / 4} e^{-\pi t^{2}}$. To this end, we extend the formula

$$
\mathcal{B}(f)\left(\frac{\bar{z}}{\sqrt{2}}\right)=e^{i \pi x \omega} e^{\frac{|x|^{2} \pi}{2}} \mathcal{V}_{\varphi} f(x, \omega), \quad \omega \in \mathbb{R}^{n}, \quad z=x+i \omega
$$

where $B$ is the complex Bargmann transform, to quaternionic setting. Note that we need to use the counterpart of the Segal-Bargmann transform in the quaternionic setting and the slice representation of the quaternions. For $f, g \in L^{2}(\mathbb{R}, \mathbb{H})$ we have the following Moyal identity for the QSTFT with Gaussian window

$$
\left\langle\mathcal{V}_{\varphi} f, \mathcal{V}_{\varphi} g\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}=2\langle f, g\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} .
$$

Moreover, we prove that is possible to reconstruct the signal $f$ if we know its QSFT. This is the idea behind the reconstruction formula

$$
f(y)=2^{-\frac{1}{4}} \int_{\mathbb{R}^{2}} e^{2 \pi J \omega y} \mathcal{V}_{\varphi} f(x, \omega) e^{-\pi(y-x)^{2}} d x d \omega, \forall y \in \mathbb{R}
$$

Finally, we show that it is possible to write the quaternionic Fourier transform in terms of the reproducing kernel of the so-called Gabor space

$$
\mathcal{G}_{\mathbb{H}}^{\varphi}:=\left\{\mathcal{V}_{\varphi} f, f \in L^{2}(\mathbb{R}, \mathbb{H})\right\} .
$$

- This chapter is based on [71]. We generalize the previous construction of the short time Fourier transform for more general windows functions: the weighted Hermite functions, defined as

$$
\psi_{n}^{\nu}(x):=\frac{(-1)^{n} e^{\frac{\nu}{2} x^{2}} \frac{d^{n}}{d x^{n}}\left(e^{-\nu x^{2}}\right)}{2^{n / 2} \nu^{n / 2}(n!)^{1 / 2} \pi^{1 / 4} \nu^{-1 / 4}} .
$$

If we consider $\nu=2 \pi$ and $n=0$ in the previous formula we get the Gaussian function $\phi_{0}(t)=2^{1 / 4} e^{-\pi t^{2}}$. In order to study the QSTFT with the weighted Hermite functions as windows we need the theory of slice polyanalytic functions, developed in [16, 17]. In the first section of this chapter we recall the definition and the main properties of this function theory. Later, we recall the definition of the polyanalytic Fock space, defined for a given $J \in \mathbb{S}$ and $n \geq 1$ to be

$$
\widetilde{\mathcal{F}}_{\text {Slice }}^{n+1}(\mathbb{H}):=\left\{f \in \mathcal{S P}_{n+1}(\mathbb{H}): \int_{\mathbb{C}_{I}}\left|f_{I}(q)\right|^{2} e^{-2 \pi|q|^{2}} d \lambda_{I}(q)<\infty\right\},
$$

where $d \lambda_{I}(q)$ is the Lebesgue measure on the slice $\mathbb{C}_{I}$. In the polyanalytic theory it is possible to define also a different polyanalytic Fock space called true quaternionic polyanalytci Fock space, denoted by $\mathcal{F}_{T}^{n}(\mathbb{H})$. We show the following relation among the two different Fock spaces

$$
\widetilde{\mathcal{F}}_{\text {Slice }}^{n+1}(\mathbb{H})=\bigoplus_{j=0}^{n} \mathcal{F}_{T}^{j}(\mathbb{H})
$$

As in the previous chapter our aim is to study a polyanalytic Bargmann transform in order to get information about the a the QSTFT with weighed Hermite functions as windows. Moreover, we generalize the following identity

$$
\begin{equation*}
\mathcal{V}_{\psi_{n}} \varphi(x, \omega)=e^{-i \pi x \omega} G^{n+1}(\varphi)\left(\frac{\bar{z}}{\sqrt{2}}\right) e^{-\frac{|z|^{2} \pi}{2}} \tag{1.11}
\end{equation*}
$$

where $G^{n+1}$ is the complex true polyanalytic Bargmann transform. In this context it is possible to consider a QSTFT of a vector-valued function $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right)$ with respect to $\vec{\psi}=\left(\psi_{0}, \ldots, \psi_{n}\right)$. Also for this kind of signal it is possible to have a relation as (1.11). Let us consider the formula

$$
\begin{equation*}
\mathbf{V}_{\vec{\psi}} \vec{\varphi}(x, \omega)=e^{-\pi i x \omega} \mathbf{G} \vec{\varphi}\left(\frac{\bar{z}}{\sqrt{2}}\right) e^{-\frac{\left.\pi|z|\right|^{2}}{2}}, \tag{1.12}
\end{equation*}
$$

where G is the full polyanalytic Bargmann transform in the complex setting. In this chapter we show that it is possible to write the true quaternionic Bargmann transform in the following way

$$
B^{k+1} \varphi(q)=c_{k} \int_{\mathbb{R}} e^{-\pi\left(q^{2}+x^{2}\right)+2 \pi \sqrt{2} q x} H_{k}\left(\frac{q+\bar{q}}{\sqrt{2}}-x\right) \varphi(x) d x,
$$

where $c_{k}:=2^{\frac{3}{4}}\left(2^{k} k!(2 \pi)^{k}\right)^{-\frac{1}{2}}$ and $H_{k}$ are the Hermite polynomials. This expression is crucial to get a QSTFT with weighted Hermite functions as windows and to show all the main properties of this integral transform. In this chapter we show also that in the quaternionic polyanalytic theory it is possible to define a polyanalytic Bargmann transform for vector-valued signal $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right)$ and it is defined as a sum of $n+1$ quaternionic true polyanalytic Bargmann transform. By means of this and formula (1.12) we define a QSTFT with vectorvalued signal.

- This chapter is based on [68]. We provide a generalization of the short time Fourier transform in the Clifford algebra setting. The basic tool to get a good definition of this transform is to use the so-called Clifford-Fourier transform

$$
\mathcal{F}_{ \pm} f(y):=(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} K_{ \pm}(x, y) f(x) d x
$$

where the kernel $K_{ \pm}(x, y)$ is given by a combination of Bessel functions, see (6.7). In order to show the main properties of the Clifford short time Fourier transform we recall the definitions of the generalized translation and modulation operators, introduced in [66]. Then we define the Clifford short time Fourier transform as

$$
\mathcal{V}_{g} f(x, \omega)=\mathcal{F}_{-}\left(\tau_{x} \bar{g} \cdot f\right)(\omega),
$$

where $\tau_{x}$ is the generalized translation operator. If the function $g$, in the previous formula, is radial, then we get the following expression

$$
\mathcal{V}_{g} f(x, \omega)=(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} K_{-}(t, \omega) g(t-x) f(t) d t
$$

Moreover, we show that it is possible to write the Clifford short time Fourier transform as a combination of the generalized modulation and translation operators. Precisely, we show the following

$$
\mathcal{V}_{g} f(x, \omega)=(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{M_{\omega} \tau_{x} g(t)} f(t) d t .
$$

We prove that all the properties that usually holds for the short-time Fourier transform like the orthogonality relation, the Moyal formula and Lieb's uncertainty principle are also valid in this context. Furthermore, we show that the behaviour of the generalized modulation and generalized translation applied to Clifford-valued signal and a radial window function is different from the classic case.

- In this chapter we give an overview of the Fueter-Sce theorem. We start by giving, with all the details, the original proof of the Fueter-Sce theorem done by M.Sce in [126]. He performed the proof in a very general and pioneering way, because it is done for a generic quadratic algebra. As particular cases we can find the algebra of quaternions and the paravectors. In these cases the operator that transforms slice hyperholomorphic functions in axially monogenic functions is $\Delta^{\frac{n-1}{2}}$, where $\Delta$ is the Laplace operator in $n+1$ variables and $n$ is an odd number. The case $n=3$ coincides with the quaternionic case. In the case $n$ even we have to deal with fractional powers of the Laplacian and so we have to use the techniques of the Fourier multipliers, see [122]. In the case of $n$ odd F. Colombo, I. Sabadini and F. Sommen, see [54], proved an integral version of the Fueter-Sce theorem. Precisely, given a slice hyperholomorphic function $f$ they were able to get an axially monogenic function $\breve{f}$ by an integral transform whose kernel has an interesting form. In the last section we bring together the Fueter-Sce theorem and the generalized Cauchy-Kovalevskaya (CK) extension. This result asserts that axially monogenic functions are completely determined by their restriction to the real line. Conversely, any real analytic function has a unique generalized CK extension. This means that this operator is an isomorphism. Since the Fueter-Sce map is a surjective map but is not injective, it does not coincide with the generalized CK-extension. We provide a match among the Fueter-Sce map and the generalized CK-extension in the case of $n$ odd and even. This part of the chapter is based on [72].
- This chapter is based on [38]. We recall in the previous chapter the action of the operator $\Delta^{\frac{n-1}{2}}$, in the variable $x$ with $n$ being an odd number, to the slice hyperholomorphic Cauchy kernel written in second form see (1.4). The expression is very simple and it is given by

$$
\begin{equation*}
\Delta^{\frac{n-1}{2}} S_{L}^{-1}(s, x)=\gamma_{n}(s-\bar{x})\left(s^{2}-2 \operatorname{Re}(x) s+|x|^{2}\right)^{-\frac{n+1}{2}} \tag{1.13}
\end{equation*}
$$

In this chapter, we generalize the previous formula for any $n$. However, in the case of $n$ being an even number we have to deal with the Fourier multipliers

$$
\begin{equation*}
(-\Delta)^{\frac{n-1}{2}}=\mathrm{F}^{-1}(2 \pi|\cdot|)^{n-1} \mathrm{~F} \tag{1.14}
\end{equation*}
$$

in order to give meaning to the fractional powers of the Laplace operator. First of all, we show that the following function

$$
k_{L}(s, x):=(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\lambda}, \quad \lambda \in \mathbb{R},
$$
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for $s^{2}-2 x_{0} s+|x|^{2} \in \mathbb{R}^{n+1} \backslash(-\infty, 0]$, is left monogenic in the variable $x$ if and only if $h=\frac{n-1}{2}$. In order to generalize formula (1.13) for any dimension we compute the Fourier transform of the slice hyperholomorphic Cauchy kernel $S_{L}^{-1}(s, x)$ with respect to the variable $x$. Denoting by F the Fourier transform we get

$$
\begin{equation*}
\mathrm{F}\left[S_{L}^{-1}(s, \cdot)\right](\xi)=c_{n} \frac{\bar{\xi}}{\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)^{\frac{n+1}{2}}} e^{-i s \xi_{0}}, \quad \xi_{0}+\underline{\xi} \neq 0 \tag{1.15}
\end{equation*}
$$

As further step we compute the Fourier transform of the following function

$$
F_{n}^{L}(s, x):=\gamma_{n}(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n+1}{2}} .
$$

The result obtained is the following

$$
\begin{equation*}
\mathrm{F}\left[F_{n}^{L}(s, \cdot)\right](\xi)=k_{n} \frac{\bar{\xi}}{\xi_{0}^{2}+|\underline{\xi}|^{2}} e^{-i s \xi_{0}}, \quad \xi_{0}+\underline{\xi} \neq 0 \tag{1.16}
\end{equation*}
$$

By putting together (1.15), (1.16) and (1.14) we get the desired result.

- This chapter is based on [35,36]. The main topic is the study of the socalled $F$-functional calculus. This arises form the Fueter-Sce theorem in integral form when we formally replace the paravector variable $x$ with the operator $T$. The $F$-functional calculus is a monogenic functional calculus, in the same spirit of McIntosh and collaborators, based on the theory of the $S$-spectrum. This functional calculus was originally introduced in the paper [41]. In this chapter we solve some of the main problems left open in that paper. First of all by means of the Clifford-Appell polynomials, given by

$$
P_{k}^{n}(x):=\sum_{s=0}^{k} T_{s}^{k}(n) x^{k-s} \bar{x}^{s}, \quad x \in \mathbb{R}^{n+1},
$$

where the coefficients $T_{s}^{k}(n)$ are constants depending on the dimension of the algebra, we write a series expansion of the $F$-kernels. This is obtained for paravectors $x$ and $s$ such that $|x|<|s|$ and it is given by

$$
\begin{equation*}
F_{n}^{L}(s, x)=\sum_{m=n-1}^{+\infty} \sum_{\ell=0}^{m-n+1} K_{\ell}(m, n) x^{m+1-n-\ell} \bar{x}^{\ell} s^{-1-m} \tag{1.17}
\end{equation*}
$$

where $K_{\ell}(m, n)$ are constants depending on the dimension of the algebra. We find also a series expansion for the resolvent operators of the $F$-functional calculus. It was enough to replace formally the operator $T$ to the paravector $x$ in the formula (1.17). We give the following definition of $F$-resolvent operator for a paravector operator $T$ with commuting components

$$
F_{n}^{L}(s, T)=\gamma_{n}(s \mathcal{I}-\bar{T})\left(s^{2} \mathcal{I}-(T+\bar{T}) s+T \bar{T}\right)^{-\frac{n+1}{2}},
$$

for $n$ being an odd number. The central aim of this chapter is to get a resolvent equation for the $F$-functional calculus in the Cliffordsetting, we denote this object $F$-resolvent equation. The quaternionic case has been investigated in [41], but the case of general $n$ (odd number) has been an open problem for some years. In the case $n=3$ (which coincides with the quaternionic case) the $F$-resolvent equation is written just in terms of the $S$-resolvent operators and the $F$ resolvent operators. However, this is not always possible in the general case. In order to explain how to obtain the $F$-resolvent equation in the general case we treat separately the cases $n=5$ and $n=7$. In the case $n=5$ we show that the equation can be written in a quite reasonable way in terms of the $S$-resolvent operators and $F$-resolvent operators. The case $n=7$ shows that it is not possible to have a simple closed form for the $F$-resolvent equation just in terms of the $S$ resolvent operators and of the $F$-resolvent operators. Instead, the use of the pseudo $S$-resolvent operators allows a reasonable structure of the resolvent equation. From the case $n=7$ is not anymore possible to write the $F$-resolvent equation only in terms of $F$-resolvent operators, because it would lead to an equation that is too complicated. The interesting symmetries that appear in the $F$-resolvent equation are fundamental to study the Riesz projectors in this setting, which are defined by the following operators

$$
\begin{aligned}
\check{P} & =\frac{1}{\gamma_{n}(2 \pi)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{n-1} \\
& =\frac{1}{\gamma_{n}(2 \pi)} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{n-1} d s_{J} F_{n}^{R}(s, T),
\end{aligned}
$$

where $G_{1}$ and $G_{2}$ contain part of the $S$-spectrum. In the monogenic functional calculus developed by McIntosh and collaborators the resolvent equation is missing. They are able to study the Riesz projectors by using another functional calculus: the Weyl calculus. We start
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to study the Riesz projectors in the case $n=5$, since in this case we have a $F$-resolvent equation written in terms of the $F$-resolvent operators. For the cases with $n$ more than five we divide the study in the cases of the parity of $h=\frac{n-1}{2}$.

- This chapter is based on [34]. We establish a new functional calculus, that can be considered the harmonic version of the Riesz-Dunford functional calculus. The principle tools to obtain this new functional calculus are the Fueter mapping theorem and the theory of the $S$ spectrum. By factorizing the Laplace operator in terms of the Fueter operator, namely $\Delta=\overline{\mathcal{D}} \mathcal{D}$, we have a refinement of the Fueter construction given by

$$
\mathcal{O}(D) \xrightarrow{T_{F 1}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A H}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A} \mathcal{M}\left(\Omega_{D}\right) .
$$

So, in the quaternionic setting, there is the class of axially harmonic functions that lies between the set of slice hyperholomorphic functions and axially monogenic functions. All the sets of functions spaces and the associated functional calculi induced by the factorization of the Fueter-Sce map are called fine structures. A possible fine structure of the quaternionic spectral theory on the $S$-spectrum is given by the following diagram


In this section we show that we can write an axially harmonic function $\tilde{f}(q)$ in integral form. Precisely, given a left slice hyperholomorphic function $f$ we have the following formula

$$
\begin{equation*}
\tilde{f}(q)=\mathcal{D} f(q)=-\frac{1}{\pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(q)^{-1} d s_{J} f(s), \tag{1.18}
\end{equation*}
$$

for a suitable open set $U$. By formally replacing the variable $q$ with an operator $T$ with commuting components we have

$$
\tilde{f}(T):=-\frac{1}{\pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J} f(s),
$$
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with $\tilde{f}=\mathcal{D} f$. This is the definition of the harmonic functional calculus on the $S$-spectrum or equivalently called $Q$-functional calculus. We prove several properties of this functional calculus like the basic algebraic rules and the independence from the set $U$ and the imaginary unit $J \in \mathbb{S}$. Furthermore, we get a resolvent equation for the $Q$-functional calculus, which is given by

$$
\begin{align*}
& \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}-2 \mathcal{Q}_{c, s}(T)^{-1} T \mathcal{Q}_{c, p}(T)^{-1} \\
& =\left[\left(\mathcal{Q}_{c, s}(T)^{-1}-\mathcal{Q}_{c, p}(T)^{-1}\right) p-\bar{s}\left(\mathcal{Q}_{c, s}(T)^{-1}-\mathcal{Q}_{c, p}(T)^{-1}\right)\right] \\
& \quad \mathcal{Q}_{s}(p)^{-1} . \tag{1.19}
\end{align*}
$$

By means of this equation we show a product formula of the $Q$ functional calculus and the interesting symmetries of equation (1.19) allow to show that the following operators

$$
\begin{align*}
\tilde{P}(T) & :=\frac{1}{2 \pi} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s d s_{J} \mathcal{Q}_{c, s}(T)^{-1} \\
& =\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{J} p \tag{1.20}
\end{align*}
$$

are projectors, namely $\tilde{P}^{2}=\tilde{P}$. The operator (1.20) is called Riesz projectors for the $Q$-functional calculus. The fine structure described in the following chapter is the suitable tool to obtain a product rule for the $F$-functional calculus in the quaternionic case. This is given by

$$
\Delta(f g)(T)=\Delta f(T) g(T)+f(T) \Delta g(T)-\mathcal{D} f(T) \mathcal{D} g(T)
$$

with $T$ an operator with commuting components and the functions $f$ and $g$ are assumed such that the product $f g$ is slice hyperholomorphic.

- This chapter is based on [73, 74]. We study another possible refinement of the Fueter theorem. By applying the operator $\overline{\mathcal{D}}$ to a slice hyperholomorphic function $f$. Then the function $\breve{f}^{0}:=\overline{\mathcal{D}} f$, is polyanalytic of order 2 i.e. it is in the kernel of the operator $\mathcal{D}^{2}$. Therefore, we have the following diagram

$$
\mathcal{O}(D) \xrightarrow{T_{F}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A} \mathcal{P}_{2}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A M}\left(\Omega_{D}\right) .
$$

where $\mathcal{A} \mathcal{P}_{2}\left(\Omega_{D}\right)$ is the set of axially polyanalytic of order 2 . In this
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chapter we describe the following fine structure


Basically we describe the central column of this digram. By applying the conjugate Fueter to the second form of the slice hyperholomorphic Cauchy kernel we get the following polyanalytic kernel
$\overline{\mathcal{D}} S_{L}^{-1}(s, q)=-F_{L}(s, q) s+q_{0} F_{L}(s, q)=\sum_{k=0}^{1} q_{0}^{k} F_{L}(s, q)(-1)^{k+1} s^{1-k}$.
This formula together with the slice hyperholomorphic Cauchy formula, imply the following integral representation for axially polyanalytic functions of order 2

$$
\breve{f}^{0}(q)=-\frac{1}{2 \pi} \sum_{k=0}^{1}\left(-q_{0}\right)^{k} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} F_{L}(s, q) s^{1-k} d s_{J} f(s),
$$

where $U$ is a suitable open set and the function $f$ is a left slice hyperholomorphic. As for the other functional calculi the integral representation is the crucial object to define the functional calculus. Given an operator $T$ with commuting components we define the left $\mathcal{P}_{2^{-}}$ resolvent operator as

$$
\mathcal{P}_{2}^{L}(s, T)=\sum_{j=0}^{1} T_{0}^{j}(-1)^{j+1} F_{L}(s, T) s^{1-j} .
$$

Then we can define the polyanalytic functional calculus of order 2 on the $S$-spectrum with the following expression

$$
\begin{equation*}
\breve{f}^{0}(T)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J} f(s), \tag{1.21}
\end{equation*}
$$

where $f$ is a left slice hyperholomorphic function. The integral (1.21) does not depend on the set $U$ neither on the imaginary unit $J \in \mathbb{S}$. Even for this fine structure we show a resolvent equation which is the fundamental tool to show a product rule and to generate the Riesz projectors.

- This chapter is based on [37]. We continue our investigation on the fine structures. Let $h:=\frac{n-1}{2}$ be the so-called Sce exponent, and $\Delta$ be the Laplace operator in dimension $n+1$. In the Clifford framework the operator $T_{F S 2}:=\Delta^{h}$ maps the slice hyperholomorphic function $f(x)$ to the set of axially monogenic functions.
Therefore it is possible to repeatedly apply to a slice hyperholomorphic function $f(x)$ the Dirac operator and its conjugate, until we reach the maximum power of the Laplacian, i.e., the Sce exponent. This implies the possibility to build different sets of functions which lie between the set of slice hyperholomorphic functions and the set of axially monogenic functions. In this dissertation we focus on considering dimension five. In this case the Fueter-Sce map is given by $\Delta^{2}$. In dimension five there are seven spaces between the set of slice hyperholomorphic functions and axially monogenic functions, precisely: $\mathcal{A B H}\left(\Omega_{D}\right)$ the axially bi-harmonic functions, $\mathcal{A C H}_{1}\left(\Omega_{D}\right)$ the axially Cliffordian holomorphic functions of order $1, \mathcal{A H}\left(\Omega_{D}\right)$ the axially harmonic functions, $\mathcal{A} \mathcal{P}_{2}\left(\Omega_{D}\right)$ the axially polyanalytic of order 2 , $\mathcal{A C H}_{1}\left(\Omega_{D}\right)$ the axially anti Cliffordian of order $1, \mathcal{A C P}_{(1,2)}\left(\Omega_{D}\right)$ the axially polyanalytic Cliffordian of order $(1,2), \mathcal{A P}_{3}\left(\Omega_{D}\right)$ the axially polyanalytic of order 3 , In dimension greater than five there will be one more function space, that is not indicated in the list above, and with this addition, all the fine structures can be described using those function spaces of different orders. We are able to write any function in the previous sets in integral form. This fact is crucial to give a definition to the different functional calculi based on the $S$-spectrum.
- In this last chapter we present some new research directions and perspectives that are under investigations at the moment.
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## Part I:Integral transforms in the hypercomplex setting

In this first part we extend to the quaternionic and Clifford algebra settings the short time Fourier transform. Before we recall some basic notions of Riesz-Dunford functional calculus and hypercomplex analysis that we will need in the sequel.

In Chapter 4 and Chapter 5 we develop special one dimensional quaternion short-time Fourier transforms by using the slice hyperholomorphic and the slice polyanalytic Bargmann transforms. In these cases we consider a Gaussian function and the weighted Hermite functions as windows. Then we study the main properties of these quaternion short time Fourier transforms.

In Chapter 6, we give an extension of the short-time Fourier transform in the Clifford algebra setting. The tool to achieve this is the Clifford Fourier transform, introduced in [66]. In this case we deal with radial window functions.
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## The Riesz-Dunford functional calculus

### 2.1 Introduction

In this chapter we recall some basic concepts of the Riesz-Dunford functional calculus. We will focus only on the functional calculus for linear bounded operators. The unbounded case is not a topic of this thesis. We will insert only some of the proofs of the results presented in this chapter. For more details see [79].

### 2.2 Vector-Valued functions of a complex variable

We start by recalling the definition of linear bounded operator.
Definition 2.2.1. Let us consider $X$ and $Y$ two complex Banach space.

- We say that the map $T: X \rightarrow Y$ is a linear operator if

$$
T(\lambda x+\mu y)=\lambda T x+\mu T y, \quad \text { for all } \quad x, y \in X, \quad \lambda, \mu \in \mathbb{C} .
$$

- A linear operator $T: X \rightarrow Y$ is said to be bounded if there exists a constant $c \geq 0$ such that for any $x \in X$ we have

$$
\|T x\| \leq k\|x\| .
$$
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- The set of all bounded linear operators $T: X \rightarrow Y$ with norm defined by

$$
\|T\|:=\sup _{x \neq 0} \frac{\|T x\|}{\|x\|}
$$

is denoted by $\mathcal{B}(X, Y)$. If $X=Y$ we set $\mathcal{B}(X):=\mathcal{B}(X, X)$.
The classic notion of holomorphic function as well as the classical Cauchy theorem and Cauchy integral formula can be generalized to function with values in a normed vector space $X$.
Definition 2.2.2. Let $X$ be a Banach space and $z_{0} \in \mathbb{C}$. Let us consider a function $f: \mathbb{C} \rightarrow X$. The function $f$ is holomorphic in $z_{0}$ if there exists an open disk $D\left(z_{0}, r\right)$, with $r>0$, such that $f$ admits the following power series expansion

$$
f(z)=\sum_{n=0}^{\infty} T_{n}\left(z-z_{0}\right)^{n}, \quad T_{n} \in \mathcal{B}(X), \quad n \in \mathbb{N}
$$

converging in the norm of $X$ in $D\left(z_{0}, r\right)$.
Theorem 2.2.3 (Cauchy theorem). Let $U$ be an open bounded set in $\mathbb{C}$ such that $\partial U$ is a finite union of continuously differentiable Jordan curves. If the function $f: U \cup \partial U \rightarrow X$ is a holomorphic function, then we have

$$
\int_{\partial U} f(z) d z=0 .
$$

Theorem 2.2.4 (Cauchy integral formula). Let $U$ be an open bounded set in $\mathbb{C}$. We suppose that $V \subset U$ such that $\partial V \cup V \subseteq U$ and $\partial V$ is a finite union of continuously differentiable Jordan curves. Then if $f: U \rightarrow X$ is holomorphic, for each $z_{0} \in V$ we have

$$
f\left(z_{0}\right)=\frac{1}{2 \pi i} \int_{\partial V} f(z)\left(z-z_{0}\right)^{-1} d z
$$

### 2.3 The functional calculus for linear bounded operators

Let $X$ be a complex Banach space and $T \in \mathcal{B}(X)$. We define the resolvent set of $T$ as

$$
\rho(T):=\left\{\lambda \in \mathbb{C} \mid(\lambda \mathcal{I}-T)^{-1} \in \mathcal{B}(X)\right\},
$$

where $\mathcal{I}$ is the identity operator. The spectrum set of $T$ is defined as

$$
\sigma(T):=\mathbb{C} \backslash \rho(T) .
$$

We have the following properties
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Lemma 2.3.1. Let $T \in \mathcal{B}(X)$. Then we have

- the resolvent set $\rho(T)$ is open,
- the closed set $\sigma(T)$ is compact and nonempty

The following function

$$
R(\lambda, T):=(\lambda \mathcal{I}-T)^{-1}, \quad \lambda \in \rho(T),
$$

is called resolvent operator of $T$. The number

$$
\begin{equation*}
r(T)=\sup \{|\lambda|: \lambda \in \sigma(T)\} \tag{2.1}
\end{equation*}
$$

is called the spectral radius of $T$. A crucial result is to expand in series the resolvent operator.

Proposition 2.3.2. Let $T \in \mathcal{B}(X)$ and $\lambda \in \mathbb{C}$. Then for $\|T\|<|\lambda|$ we have

$$
R(\lambda, T)=\sum_{n=0}^{\infty} T^{n} \lambda^{-1-n}
$$

Proof. Since the geometric series $\sum_{n=0}^{\infty} u^{n}=\frac{1}{1-u}$ converges if $|u|<1$ we have

$$
\begin{aligned}
R(\lambda, T) & =(\lambda \mathcal{I}-T)^{-1}=\lambda^{-1}\left(\mathcal{I}-\lambda^{-1} T\right)^{-1} \\
& =\lambda^{-1} \sum_{n=0}^{\infty}\left(\lambda^{-1} T\right)^{n}=\sum_{n=0}^{\infty} T^{n} \lambda^{-1-n} .
\end{aligned}
$$

Proposition 2.3.3. Let $T \in \mathcal{B}(X)$. Then for every pair $\lambda, \mu \in \rho(T)$ we have

- The function $R(\lambda, T)$ is analytic on $\rho(T)$,
- $R(\lambda, T) R(\mu, T)=R(\mu, T) R(\lambda, T)$,
- The resolvent operator satisfies the following identity

$$
\begin{equation*}
\lambda R(\lambda, T)-T R(\lambda, T)=\mathcal{I} . \tag{2.2}
\end{equation*}
$$

One of the main properties that the resolvent operator enjoys is the following.
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Proposition 2.3.4 (Resolvent equation). Let $T \in \mathcal{B}(X)$. Then for every $\lambda$, $\mu \in \rho(T)$ we have

$$
\begin{equation*}
R(\lambda, T) R(\mu, T)=\frac{R(\lambda, T)-R(\mu, T)}{\mu-\lambda} . \tag{2.3}
\end{equation*}
$$

Proof. By Proposition 2.3.3 we know

$$
\begin{equation*}
\lambda R(\lambda, T)-T R(\lambda, T)=\mathcal{I} \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu R(\mu, T)-T R(\mu, T)=\mathcal{I} . \tag{2.5}
\end{equation*}
$$

Moreover, we can write

$$
\begin{equation*}
R(\lambda, T) R(\mu, T)=R(\mu, T) R(\lambda, T) \tag{2.6}
\end{equation*}
$$

If we multiply equation (2.4) by $R(\mu, T)$ we get

$$
\begin{equation*}
\lambda R(\lambda, T) R(\mu, T)-T R(\lambda, T) R(\mu, T)=R(\mu, T), \tag{2.7}
\end{equation*}
$$

and if we multiply the equation (2.5) by $R(\lambda, T)$ we obtain

$$
\begin{equation*}
\mu R(\mu, T) R(\lambda, T)-T R(\mu, T) R(\lambda, T)=R(\lambda, T) . \tag{2.8}
\end{equation*}
$$

By taking the difference of the equations (2.7) and (2.8) and by (2.6), we get the resolvent equation.

Now, we list some properties of the resolvent equation that we will be useful in the sequel to show important properties for the the Riesz-Dunford functional calculus.
(I) The product of the resolvent operators $R(\lambda, T) R(\mu, T)$, at two different points $\lambda, \mu \in \rho(T)$, is transformed into the difference $R(\lambda, T)-$ $R(\mu, T)$.
(II) The difference $R(\lambda, T)-R(\mu, T)$ is entangled with the Cauchy kernel $1 /(\mu-\lambda)$ of holomorphic functions as follows

$$
\frac{R(\lambda, T)-R(\mu, T)}{\mu-\lambda} .
$$

(III) The resolvent equation preserves the holomorphicity both in $\lambda$ and in $\mu \in \rho(T)$.

Definition 2.3.5. Let $T \in \mathcal{B}(X)$. We denote by $\mathcal{F}(T)$ the family of functions $f$ which are analytic on some neighbourhood of $\sigma(T)$.

Now, we are ready to define the Riesz-Dunford functional calculus.
Definition 2.3.6. Let $f \in \mathcal{F}(T)$, and let $U$ be an open set whose boundary $\partial U$ is a finite union of continuously differentiable Jordan curves, oriented in the positive sense. Suppose that $\sigma(T) \subseteq U$ and that $U \cup \partial U$ is contained in the domain of analyticity of $f$. Then the operator $f(T)$ is defined by

$$
\begin{equation*}
f(T)=\frac{1}{2 \pi i} \int_{\partial U} R(\lambda, T) f(\lambda) d \lambda . \tag{2.9}
\end{equation*}
$$

We observe that the integral in formula (2.9) does not depend on the open set $U$, it depends only on $f$. The previous definition is consistent with polynomials.

Theorem 2.3.7. Let $n \in \mathbb{N}_{0}=\mathbb{N} \cup\{0\}$ and $T \in \mathcal{B}(T)$. We suppose that $U$ is an open set whose boundary $\partial U$ is a finite union of continuously differentiable Jordan curves oriented in the positive sense. If $\sigma(T) \subset U$ we have

$$
T^{n}=\frac{1}{2 \pi i} \int_{\partial U} R(\lambda, T) \lambda^{n} d \lambda
$$

Proof. Let us denote by $B_{r}(0)$ a ball with radius $r>\|T\|$. Then by Proposition 2.3.2 we have

$$
\begin{align*}
\frac{1}{2 \pi i} \int_{\partial B_{r}(0)} R(\lambda, T) \lambda^{n} d \lambda & =\sum_{m=0}^{\infty} T^{n} \frac{1}{2 \pi i} \int_{\partial B_{r}(0)} \lambda^{-n+m-1} d \lambda  \tag{2.10}\\
& =T^{n}
\end{align*}
$$

because

$$
\int_{\partial B_{r}(0)} \lambda^{-n+m-1} d \lambda= \begin{cases}1 & n=m \\ 0 & n \neq m .\end{cases}
$$

By the Cauchy theorem, the integral in (2.10) is not affected if we replace the circle $\partial B_{r}(0)$ by $\partial U$.

As a consequence of Theorem 2.3.7 we have the following result.
Theorem 2.3.8. Let $T \in \mathcal{B}(T)$. We suppose that $U$ is an open set whose boundary $\partial U$ is a finite union of continuously differentiable Jordan curves oriented in the positive sense and we assume that the set $U$ contains $\sigma(T)$. For every $p(z)=\sum_{\ell=0}^{n} z^{\ell} a_{\ell}$ with $a_{\ell} \in \mathbb{C}$, we set $P(T)=\sum_{\ell=0}^{n} T^{\ell} a_{\ell}$. Then

$$
P(T)=\frac{1}{2 \pi i} \int_{\partial U} R(\lambda, T) p(\lambda) d \lambda .
$$
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The Riesz-Dunford functional calculus enjoys the following algebraic properties.

Proposition 2.3.9. Let $f, g \in \mathcal{F}(T)$ and $\alpha_{1}, \alpha_{2} \in \mathbb{C}$. Then we have

1) $\alpha_{1} f+\alpha_{2} g \in \mathcal{F}(T)$ and $\left(\alpha_{1} f+\alpha_{2} g\right)(T)=\alpha_{1} f(T)+\alpha_{2} g(T)$.
2) If $f(\lambda)=\sum_{n=0}^{\infty} \alpha_{n} \lambda^{n}$, with $\left\{\alpha_{n}\right\}_{n \geq 0} \subset \mathbb{C}$, converges in a neighbourhood of $\sigma(T)$, then $f(T)=\sum_{n=0}^{\infty} \alpha_{n} T^{n}$.

Proof. 1) The first follows easily from Definition 2.3.6
2) The second point follows from the fact that the series $\sum_{n=0}^{\infty} \alpha_{n} \lambda^{n}$ converges uniformly on the set $C_{\varepsilon}:\{\lambda \in \mathbb{C}:|\lambda| \leq r(T)+\varepsilon\}$ for $\varepsilon>0$. Then by Proposition 2.3.2 we get

$$
\begin{aligned}
f(T) & =\frac{1}{2 \pi i} \int_{C_{\varepsilon}} \sum_{n=0}^{\infty} \alpha_{n} \lambda^{n} R(\lambda, T) d \lambda \\
& =\frac{1}{2 \pi i} \sum_{n=0}^{\infty} \alpha_{n} \int_{C_{\varepsilon}} \lambda^{n} R(\lambda, T) d \lambda \\
& =\frac{1}{2 \pi i} \sum_{n=0}^{\infty} \alpha_{n} \int_{C_{\varepsilon}}\left(\sum_{k=0}^{\infty} \lambda^{-1-k} T^{k}\right) \lambda^{n} d \lambda \\
& =\sum_{n=0}^{\infty} \alpha_{n} T^{n} .
\end{aligned}
$$

One of the main important properties of the Riesz-Dunford functional calculus is the so called product rule. To show this property we use the resolvent equation (2.3).

Theorem 2.3.10 (product rule). Let $f, g \in \mathcal{F}(T)$ then $f \cdot g \in \mathcal{F}(T)$ and $f(T) g(T)=(f \cdot g)(T)$.

Proof. By hypothesis we know that $f, g \in \mathcal{F}(T)$ then trivially $f \cdot g \in \mathcal{F}(T)$. Let us consider two neighbourhoods $U_{1}, U_{2}$ of $\sigma(T)$, whose boundary $\partial U_{1}$ and $\partial U_{2}$ are finite unions of continuously differentiable Jordan curves. Now, we assume that $U_{1} \cup \partial U_{1} \subseteq U_{2}$ and that $U_{2} \cup \partial U_{2}$ is contained in a common region of analyticity of $f$ and $g$. By Definition 2.3.6 and the
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resolvent equation (2.3) we get

$$
\begin{aligned}
f(T) g(T) & =-\frac{1}{4 \pi^{2}} \int_{\partial U_{1}} f(\lambda) R(\lambda, T) d \lambda \int_{\partial U_{2}} g(\mu) R(\mu, T) d \mu \\
& =-\frac{1}{4 \pi^{2}} \int_{\partial U_{1}} \int_{\partial U_{2}} f(\lambda) g(\mu) R(\lambda, T) R(\mu, T) d \mu d \lambda \\
& =-\frac{1}{4 \pi^{2}} \int_{\partial U_{1}} \int_{\partial U_{2}} f(\lambda) g(\mu) \frac{R(\lambda, T)-R(\mu, T)}{\mu-\lambda} d \mu d \lambda .
\end{aligned}
$$

Now, by Fubini's theorem, Cauchy theorem (see Theorem 2.2.3) and Cauchy integral formula (see Theorem 2.2.4) we obtain

$$
\begin{aligned}
f(T) g(T)= & -\frac{1}{4 \pi^{2}} \int_{\partial U_{1}} f(\lambda) R(\lambda, T)\left(\int_{\partial U_{2}} \frac{g(\mu)}{\mu-\lambda} d \mu\right) d \lambda \\
& +\frac{1}{4 \pi^{2}} \int_{\partial U_{2}} g(\mu) R(\mu, T)\left(\int_{\partial U_{1}} \frac{f(\lambda)}{\mu-\lambda} d \lambda\right) d \mu \\
= & \frac{1}{2 \pi i} \int_{\partial U_{1}} f(\lambda) g(\lambda) R(\lambda, T) d \lambda \\
= & (f \cdot g)(T) .
\end{aligned}
$$

Another important application of the resolvent equation is the study of the so called Riesz projectors.

Theorem 2.3.11 (Riesz projectors). Let $T \in \mathcal{B}(X)$ and $f \in \mathcal{F}(T)$. We suppose that $\sigma(T)=\sigma_{1}(T) \cup \sigma_{2}(T)$ with dist $\left(\sigma_{1}(T), \sigma_{2}(T)\right)>0$. Then we consider two open sets $\Omega_{1}$ and $\Omega_{2}$ such that $\sigma\left(T_{i}\right) \subset \Omega_{i}$ with $i=1,2$ and $\overline{\Omega_{1}} \cap \overline{\Omega_{2}}=\emptyset$. Then the following operator

$$
P:=\frac{1}{2 \pi i} \int_{\partial \Omega_{i}} R(\lambda, T) d \lambda, \quad i=1,2
$$

is a projector.
Proof. We have to show that $P^{2}=P$. Let $G_{1}$ and $G_{2}$ tow open sets that contain the spectrum $\sigma(T)$ and such that $\partial G_{i}$ is the union of a finite number of continuously differentiable Jordan curves oriented in the positive sense. Moreover we suppose that

- $\sigma_{i}(T) \subset G_{1}$, with $i=1,2$,
- $\overline{G_{1}} \subset G_{2}$,
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- $\overline{G_{2}} \subset \Omega_{i}$, with $i=1,2$.

Now, by the Cauchy theorem we can write

$$
P=\frac{1}{2 \pi i} \int_{\partial G_{1}} R(\lambda, T) d \lambda=\frac{1}{2 \pi i} \int_{\partial G_{2}} R(\mu, T) d \mu .
$$

Therefore, by the resolvent equation (2.3) we have

$$
\begin{aligned}
P^{2}= & \frac{1}{(2 i \pi)^{2}} \int_{\partial G_{1}} \int_{\partial G_{2}} R(\lambda, T) R(\mu, T) d \lambda d \mu \\
= & \frac{1}{(2 i \pi)^{2}} \int_{\partial G_{1}} \int_{\partial G_{2}} \frac{R(\lambda, T)-R(\mu, T)}{\mu-\lambda} d \lambda d \mu \\
= & \frac{1}{(2 i \pi)^{2}} \int_{\partial G_{1}} R(\lambda, T)\left(\int_{\partial G_{2}} \frac{1}{\mu-\lambda}\right) \\
& -\frac{1}{(2 i \pi)^{2}} \int_{\partial G_{2}} R(\mu, T)\left(\int_{\partial G_{1}} \frac{1}{\mu-\lambda}\right) .
\end{aligned}
$$

Due to the facts that

$$
\int_{\partial G_{2}} \frac{1}{\mu-\lambda}=2 \pi i \quad \int_{\partial G_{1}} \frac{1}{\mu-\lambda}=0,
$$

we obtain

$$
P^{2}=\frac{1}{2 \pi i} \int_{\partial G_{1}} R(\lambda, T) d \lambda=P .
$$

Another important result for the Riesz-Dunford functional calculus is the following.

Theorem 2.3.12 (Spectral mapping theorem). If $f \in \mathcal{F}(T)$, then $f(\sigma(T))=$ $\sigma[f(T)]$.

We state a result, which is a particular case of the spectral mapping theorem, that shows how to compute the spectral radius defined in (2.1).

Proposition 2.3.13. Let $T \in \mathcal{B}(X)$, then we have

- $\sigma\left(T^{n}\right)=[\sigma(T)]^{n}:=\left\{\lambda^{n}: \lambda \in \sigma(T)\right\}$.
- $r(T)=\lim _{n \rightarrow \infty} \sqrt[n]{T^{n}}$.

The spectral mapping theorem implies following result.

Theorem 2.3.14 (Composition rule). Let $f \in \mathcal{F}(T), g \in \mathcal{F}(f(T))$, and $F(\lambda)=g(f(\lambda))$. Then we have

- $F \in \mathcal{F}(T)$,
- $F(T)=g(f(T))$.
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## Preliminaries on slice hypercomplex analysis

In this chapter we recall the main notions of the quaternionic and Clifford analysis. In the first section of this chapter we mention some basic results about the slice hyperholomorphic functions theory that we will need in the sequel. In the second section we revise the main concepts of the $S$ functional calculus. Most of the results presented in this chapter are wellknown, for this reason we omit all the proofs. For further information see the books [13, 28, 44, 45, 56, 59, 87, 94].

### 3.1 Hyperholomorphic functions

The skew-field of quaternions is defined as

$$
\mathbb{H}=\left\{q=q_{0}+q_{1} e_{1}+q_{2} e_{2}+q_{3} e_{3} \mid q_{0}, q_{1}, q_{2}, q_{3} \in \mathbb{R}\right\},
$$

where the imaginary units satisfy the relations

$$
e_{1}^{2}=e_{2}^{2}=e_{3}^{2}=-1
$$

and

$$
e_{1} e_{2}=-e_{2} e_{1}=e_{3}, \quad e_{2} e_{3}=-e_{3} e_{2}=e_{1}, \quad e_{3} e_{1}=-e_{1} e_{3}=e_{2} .
$$
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Given $q \in \mathbb{H}$ we call $\operatorname{Re}(q):=q_{0}$ the real part of $q$ and $q=q_{1} e_{1}+$ $q_{2} e_{2}+q_{3} e_{3}$ the imaginary part. The modulus of $q \in \mathbb{H}$ is given by $|q|=$ $\sqrt{q_{0}^{2}+q_{1}^{2}+q_{2}^{2}+q_{3}^{2}}$, the conjugate of $q$ is defined by $\bar{q}=q_{0}-q$ and we have $|q|=\sqrt{q \bar{q}}$. Moreover for $p, q \in \mathbb{H}$ we have

$$
\overline{p q}=\overline{q p} .
$$

The symbol $\mathbb{S}$ denotes the unit sphere of purely imaginary quaternions

$$
\mathbb{S}=\left\{\underline{q}=q_{1} e_{1}+q_{2} e_{2}+q_{3} e_{3} \mid q_{1}^{2}+q_{2}^{2}+q_{3}^{2}=1\right\} .
$$

Notice that if $J \in \mathbb{S}$, then $J^{2}=-1$. Therefore $J$ is an imaginary unit, and we denote by

$$
\mathbb{C}_{J}=\{u+J v \mid u, v \in \mathbb{R}\},
$$

an isomorphic copy of the complex plane. It can be considered as a complex plane in $\mathbb{H}$ passing through 0,1 and $J$. It is immediate that we have

$$
\mathbb{H}=\bigcup_{J \in \mathbb{S}} \mathbb{C}_{J} .
$$

Given a non-real quaternion $q=q_{0}+\underline{q}=q_{0}+J_{q} \mid \underline{q}$, we set $J_{q}=\underline{q} /|\underline{q}| \in$ $\mathbb{S}$ and we associate to $q$ the 2 -sphere defined by

$$
[q]:=\left\{q_{0}+J|\underline{q}| \mid J \in \mathbb{S}\right\} .
$$

The quaternions are a particular case of real Clifford algebras.
Let $\mathbb{R}_{n}$ be the real Clifford algebra over $n$ imaginary units $e_{1}, \ldots, e_{n}$ satisfying the relations $e_{\ell} e_{m}+e_{m} e_{\ell}=0, \ell \neq m, e_{\ell}^{2}=-1$. An element in the Clifford algebra will be denoted by $\sum_{A} e_{A} x_{A}$ where $A=\left\{\ell_{1} \ldots \ell_{r}\right\} \in$ $\mathcal{P}\{1,2, \ldots, n\}, \quad \ell_{1}<\ldots<\ell_{r}$ is a multi-index and $e_{A}=e_{\ell_{1}} e_{\ell_{2}} \ldots e_{\ell_{r}}$, $e_{\emptyset}=1$. The Clifford algebras over two units $\mathbb{R}_{2}$ is the algebra of the quaternions, previously denoted by $\mathbb{H}$.

A point $\left(x_{0}, x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n+1}$ will be identified with the element $x=x_{0}+\underline{x}=x_{0}+\sum_{j=1}^{n} x_{j} e_{j} \in \mathbb{R}_{n}$ called paravector and the real part $x_{0}$ of $x$ will also be denoted by $\operatorname{Re}(x)$. The vector part of $x$ is defined by $\underline{x}=x_{1} e_{1}+\ldots+x_{n} e_{n}$. The conjugate of $x$ is denoted by $\bar{x}=x_{0}-\underline{x}$ and the Euclidean modulus of $x$ is given by $|x|^{2}=x_{0}^{2}+\ldots+x_{n}^{2}$. The sphere of purely imaginary vectors with modulus 1 , is defined by

$$
\mathbb{S}^{n-1}=\left\{\underline{x}=e_{1} x_{1}+\ldots+e_{n} x_{n} \mid x_{1}^{2}+\ldots+x_{n}^{2}=1\right\} .
$$

The element $I \in \mathbb{S}^{n-1}$ is such that $I^{2}=-1$, so $I$ is an imaginary unit, and we will denote the complex space with imaginary unit $I$ by $\mathbb{C}_{I}$. Given a
non-real paravector $x=x_{0}+\underline{x}=x_{0}+J_{x}|\underline{x}|$, we set $J_{x}:=\underline{x} /|\underline{x}| \in \mathbb{S}^{n-1}$, and we associate to $x$ the $(n-1)$ - sphere defined by

$$
[x]=\left\{x_{0}+J|\underline{x}| \mid J \in \mathbb{S}^{n-1}\right\} .
$$

In the sequel we will give the definition and the properties of slice hyperholomorphic functions only in the Clifford algebra setting, since it is always possible to recover the quaternionic case.
Definition 3.1.1. Let $U \subseteq \mathbb{R}^{n+1}$.

- We say that $U$ is axially symmetric if, for every $u+I v \in U$, all the elements $u+J v$ for $J \in \mathbb{S}^{n-1}$ are contained in $U$.
- We say that $U$ is a slice domain if $U \cap \mathbb{R} \neq \emptyset$ and if $U \cap \mathbb{C}_{J}$ is a domain in $\mathbb{C}_{J}$ for every $J \in \mathbb{S}^{n-1}$.
Definition 3.1.2. An axially symmetric open set $U \subset \mathbb{R}^{n+1}$ is called slice Cauchy domain if $U \cap \mathbb{C}_{J}$ is a Cauchy domain in $\mathbb{C}_{J}$ for every $J \in \mathbb{S}^{n-1}$. More precisely, $U$ is a slice Cauchy domain if for every $J \in \mathbb{S}^{n-1}$ the boundary of $U \cap \mathbb{C}_{J}$ is the union of a finite number of nonintersecting piecewise continuously differentiable Jordan curves in $\mathbb{C}_{J}$.

On axially symmetric open sets we define the class of slice hyperholomorphic functions, in the case of Clifford algebra valued functions they are often called slice monogenic functions.
Definition 3.1.3 (Slice hyperholomorphic functions). Let $U \subseteq \mathbb{R}^{n+1}$ be an axially symmetric open set and let $\mathcal{U}:=\left\{(u, v) \in \mathbb{R}^{2}: u+J v \in U \quad \forall J \in\right.$ $\left.\mathbb{S}^{n-1}\right\}$. We say that a function $f: U \rightarrow \mathbb{R}_{n}$ of the form

$$
\begin{equation*}
f(x)=\alpha(u, v)+J \beta(u, v) \tag{3.1}
\end{equation*}
$$

where $x=u+J v$ for any $J \in \mathbb{S}^{n-1}$, is left slice hyperholomorphic if $\alpha$ and $\beta$ are $\mathbb{R}_{n}$-valued differentiable functions such that

$$
\begin{equation*}
\alpha(u, v)=\alpha(u,-v), \quad \beta(u, v)=-\beta(u,-v) \text { for all }(u, v) \in \mathcal{U}, \tag{3.2}
\end{equation*}
$$

and if $\alpha$ and $\beta$ satisfy the Cauchy-Riemann system

$$
\partial_{u} \alpha(u, v)-\partial_{v} \beta(u, v)=0, \quad \partial_{v} \alpha(u, v)+\partial_{u} \beta(u, v)=0 .
$$

We recall that right slice hyperholomorphic functions are of the form

$$
f(x)=\alpha(u, v)+\beta(u, v) J,
$$

where $\alpha, \beta$ satisfy the above conditions.
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Definition 3.1.4. The set of left (resp. right) slice hyperholomorphic functions on $U$ is denoted with the symbol $\mathcal{S H}_{L}(U)$ (resp. $\mathcal{S H}_{R}(U)$ ). The subset of intrinsic functions consists of those slice hyperholomorphic functions such that $\alpha, \beta$ are real-valued function and it is denoted by $\mathcal{N}(U)$.
Definition 3.1.5. Let $U$ be an open set in $\mathbb{R}^{n+1}$. A real differentiable function $f: U \rightarrow \mathbb{R}_{n}$ is left monogenic if

$$
\mathcal{D} f(x)=\partial_{x_{0}} f(x)+\sum_{i=1}^{n} e_{i} \partial_{x_{i}} f(x)=0 .
$$

It is right monogenic if

$$
f(x) \mathcal{D}=\partial_{x_{0}} f(x)+\sum_{i=1}^{n} \partial_{x_{i}} f(x) e_{i}=0 .
$$

In Chapter 7 we will study a connection between the slice hyperholomorphic and monogenic functions.

In general the product of slice hyperholomorphic functions is not preserved. Indeed for example the function $f(x)=x a$, with $a \in \mathbb{R}_{n} \backslash \mathbb{R}$, is left slice hyperholomorphic; but the product $f(x) \cdot f(x)=x a x a$ is not slice hyperholomorphic. In order to overcome this issue we give a suitable definition of product among slice hyperholomorphic functions

Definition 3.1.6. For $f=\alpha+J \beta, g=\gamma+J \delta \in \mathcal{S H}_{L}(U)$, we define the left slice hyperholomorphic product as

$$
f *_{L} g=(\alpha \gamma-\beta \delta)+J(\alpha \delta+\beta \gamma) .
$$

For $f=\alpha+\beta I, g=\gamma+\delta J \in \mathcal{S H}_{R}(U)$, we define the right slice hyperholomorphic product as

$$
f *_{R} g=(\alpha \gamma-\beta \delta)+(\alpha \delta+\beta \gamma) J .
$$

If we consider the previous example we have that $f(x) * f(x)=x^{2} a^{2}$, which is a left slice hyperholomorphic function.

The subclass of intrinsic function plays a very important rule because a pointwise multiplication with a slice hyperholomorphic function maintains the property to be slice hyperholomorphic.

Lemma 3.1.7. Let $U \subset \mathbb{H}$ be axially symmetric. If $f \in \mathcal{N}(U)$ and $g \in$ $\mathcal{S H} \mathcal{H}_{L}(U)$, then $f g \in \mathcal{S} \mathcal{H}_{L}(U)$. If $f \in \mathcal{S} \mathcal{H}_{R}(U)$ and $g \in \mathcal{N}(U)$, then $f g \in \mathcal{S H}_{R}(U)$.

Remark 3.1.8. The slice hyperholomorphic product, in general, is not commutative. It is associative and distributive. However, if the function $f$ is intrinsic the slice hyperholomorphic product coincides with the classical pointwise product :

$$
f *_{L} g=f g=g *_{L} f .
$$

Similarly, if $g$ is intrinsic we have

$$
f *_{R} g=f g=g *_{R} f .
$$

For the sake of simplicity we recall the following result only for left slice hyperholomorphic functions.

Theorem 3.1.9 (Representation formula). Let $U \subseteq \mathbb{R}^{n+1}$ be an axially symmetric domain and let $f$ be a slice hyperholomorphic function and $f$ be a left slice hyperholomorphic on $U$.

- For any $x=u+J_{x} v \in U$ the following formulas hold

$$
f(x)=\frac{1}{2}\left[1-J_{x} J\right] f(u+J v)+\frac{1}{2}\left[1+J_{x} J\right] f(u-J v),
$$

and
$f(x)=\frac{1}{2}\left[f(u+J v)+f(u-J v)+J_{x} J[f(u-J v)-f(u+J v)]\right]$.

- Moreover, the two quantities

$$
\alpha(u, v):=\frac{1}{2}[f(u+J v)+f(u-J v)],
$$

and

$$
\beta(u, v)=J \frac{1}{2}[f(u-J v)-f(u+J v)]
$$

do not depend on $J \in \mathbb{S}^{n-1}$.
Definition 3.1.10. Let $U \subset \mathbb{H}$ be an axially symmetric open set. For any $f \in \mathcal{S H}_{L}(U)$ the slice derivative is defined by:

$$
\partial_{S} f(x)=\lim _{\mathbb{C}_{J} \ni s \rightarrow x}(s-x)^{-1}(f(s)-f(x)) .
$$

Similarly, if $f \in \mathcal{S H}_{R}(U)$, then the function

$$
\partial_{S} f(x)=\lim _{\mathbb{C}_{J} \ni s \rightarrow x}(f(s)-f(x))(s-x)^{-1}
$$

is called the slice derivative of $f$.
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We observe that the slice derivative of a left slice hyperholomorphic function, (respectively right), is again a left slice hyperholomorphic function, (respectively right). Furthermore, if $x \in \mathbb{R}$ then the slice derivative coincides with the partial derivative $\frac{\partial}{\partial x_{0}} f$.

In a suitable domain we can expand the slice hyperholomorphic into a power series.

Theorem 3.1.11. If $f$ is a left slice hyperholomorphic function on $B_{r}(a), a$ ball with radius $r>0$ and centre $a \in \mathbb{R}$, then

$$
f(x)=\sum_{n=0}^{\infty}(x-a)^{n} \frac{1}{n!}\left(\partial_{S}^{n} f\right) \quad \text { for } \quad x \in B_{r}(a) .
$$

If $f$ is a right slice hyperholomorphic function on $B_{r}(a)$, then

$$
f(x)=\sum_{n=0}^{\infty} \frac{1}{n!}\left(\partial_{S}^{n} f\right)(x-a)^{n} \quad \text { for } \quad x \in B_{r}(a) .
$$

In [88] Gentili and Struppa proposed another definition to extend the classical theory of holomorphic functions to the quaternionic setting. In [58] these concepts was considered in the Clifford algebra setting.

Definition 3.1.12. Let $U \subseteq \mathbb{R}^{n+1}$ be an axially symmetric slice domain and let $f: U \rightarrow \mathbb{R}_{n}$ be a real differentiable function. Let $J \in \mathbb{S}^{n-1}$ and let $f_{J}$ be the restriction of the function $f$ to the complex plane $\mathbb{C}_{J}$. We say that $f$ is left holomorphic if for every $J \in \mathbb{S}^{n-1}$ we have

$$
\begin{equation*}
\frac{1}{2}\left(\frac{\partial}{\partial x}+J \frac{\partial}{\partial t}\right) f_{J}(x+I y)=0 \quad \forall x+J y \in U \cap \mathbb{C}_{J} \tag{3.3}
\end{equation*}
$$

We say that $f$ is right holomorphic if for every $J \in \mathbb{S}^{n-1}$ we have

$$
\begin{equation*}
\frac{1}{2}\left(\frac{\partial}{\partial x}+\frac{\partial}{\partial y} J\right) f_{J}(x+I y)=0 \quad \forall x+J y \in U \cap \mathbb{C}_{J} \tag{3.4}
\end{equation*}
$$

Remark 3.1.13. It is possible to show that any left holomorphic function (resp. right) defined in an axially symmetric slice domain satisfies the Representation formula, see Theorem 3.1.9. This implies that a left holomorphic function (resp. right) is a left (resp. right) slice function. Therefore on axially symmetric slice domain Definition 3.1.3 and Definition 3.1.12 coincide. However, in other sets like open sets that do not intersect the real axis, there exists functions that are not slice functions but satisfies (3.3) or (3.4). Thus Definition 3.1.3 is more restrictive than Definition 3.1.12, even if it is more appropriate for the operator theory, see Remark 3.2.11.

### 3.1. Hyperholomorphic functions

We now recall the hyperholomorphic Cauchy formulas that are the heart of the hyperholomorphic spectral theories.

Theorem 3.1.14. Let s, $x \in \mathbb{R}^{n+1}$ with $|x|<|s|$, then

$$
\sum_{n=0}^{+\infty} x^{n} s^{-n-1}=-\left(x^{2}-2 \operatorname{Re}(s) x+|s|^{2}\right)^{-1}(x-\bar{s})
$$

and

$$
\sum_{n=0}^{+\infty} s^{-n-1} x^{n}=-(x-\bar{s})\left(x^{2}-2 \operatorname{Re}(s) x+|s|^{2}\right)^{-1}
$$

Moreover, for any s, $x \in \mathbb{R}^{n+1}$ with $x \notin[s]$, we have

$$
-\left(x^{2}-2 \operatorname{Re}(s) x+|s|^{2}\right)^{-1}(x-\bar{s})=(s-\bar{x})\left(s^{2}-2 \operatorname{Re}(x) s+|x|^{2}\right)^{-1}
$$

and

$$
-(x-\bar{s})\left(x^{2}-2 \operatorname{Re}(s) x+|s|^{2}\right)^{-1}=\left(s^{2}-2 \operatorname{Re}(x) s+|x|^{2}\right)^{-1}(s-\bar{x}) .
$$

In view of Theorem 3.1.14 there are two possible representations of the Cauchy kernels for left slice hyperholomorphic functions and two for right slice hyperholomorphic functions.

Definition 3.1.15. Let $s, x \in \mathbb{R}^{n+1}$ with $x \notin[s]$ then we define the two functions

$$
\mathcal{Q}_{s}(x)^{-1}:=\left(x^{2}-2 \operatorname{Re}(s) x+|s|^{2}\right)^{-1}, \quad \mathcal{Q}_{c, s}(x)^{-1}:=\left(s^{2}-2 \operatorname{Re}(x) s+|x|^{2}\right)^{-1},
$$

that are called pseudo Cauchy kernel and commutative pseudo Cauchy kernel, respectively.

Definition 3.1.16. Let $s, x \in \mathbb{R}^{n+1}$ with $x \notin[s]$ then

- We say that the left slice hyperholomorphic Cauchy kernel $S_{L}^{-1}(s, x)$ is written in the form I if

$$
S_{L}^{-1}(s, x):=\mathcal{Q}_{s}(x)^{-1}(\bar{s}-x) .
$$

- We say that the right slice hyperholomorphic Cauchy kernel $S_{R}^{-1}(s, x)$ is written in the form I if

$$
S_{R}^{-1}(s, x):=(\bar{s}-x) \mathcal{Q}_{s}(x)^{-1} .
$$
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- We say that the left slice hyperholomorphic Cauchy kernel $S_{L}^{-1}(s, x)$ is written in the form II if

$$
S_{L}^{-1}(s, x):=(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-1} .
$$

- We say that the right slice hyperholomorphic Cauchy kernel $S_{R}^{-1}(s, x)$ is written in the form II if

$$
S_{R}^{-1}(s, x):=\mathcal{Q}_{c, s}(x)^{-1}(s-\bar{x}) .
$$

In this article, otherwise specified, we refer to $S_{L}^{-1}(s, x)$ and $S_{R}^{-1}(s, x)$ as written in the form II.

We have the following regularity for the (left and right) slice hyperholomorphic Cauchy kernels.

Lemma 3.1.17. Let $s \notin[x]$. The left slice hyperholomorphic Cauchy kernel $S_{L}^{-1}(s, x)$ is left slice hyperholomorphic in $x$ and right slice hyperholomorphic in s. The right slice hyperholomorphic Cauchy kernel $S_{R}^{-1}(s, x)$ is left slice hyperholomorphic in s and right slice hyperholomorphic in $x$.

Theorem 3.1.18 (The Cauchy formulas for slice hyperholomorphic functions). Let $U \subset \mathbb{R}^{n+1}$ be a bounded slice Cauchy domain, let $J \in \mathbb{S}^{n-1}$ and set $d s_{J}=d s(-J)$. If $f$ is a (left) slice hyperholomorphic function on a set that contains $\bar{U}$ then

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(s, x) d s_{J} f(s), \quad \text { for any } \quad x \in U . \tag{3.5}
\end{equation*}
$$

If $f$ is a right slice hyperholomorphic function on a set that contains $\bar{U}$, then

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} S_{R}^{-1}(s, x), \quad \text { for any } \quad x \in U . \tag{3.6}
\end{equation*}
$$

These integrals depend neither on $U$ nor on the imaginary unit $J \in \mathbb{S}^{n-1}$.
A Cauchy integral theorem holds also for slice hyperholomorphic functions.

Lemma 3.1.19. Let $f$ and $g$ be left slice monogenic and right slice monogenic functions, respectively, defined on an open set $U$. For any $J \in \mathbb{S}^{n-1}$ and any open bounded set $D_{J}$ in $U \cap \mathbb{C}_{J}$ whose boundary is a finite union of continuously differentiable Jordan curves, we have

$$
\int_{\partial D_{J}} g(s) d s_{I} f(s)=0 .
$$

## $3.2 S$-functional calculus

The Cauchy formula of slice hyperholomorphic functions generates the $S$ functional calculus for Clifford linear operators or for $n$-tuples of not necessarily commuting operators. This calculus is based on the notion of $S$ spectrum, see [9, 12, 42, 43, 50-53]. This notion was discovered in 2006 by F. Colombo and I. Sabadini as it is well explained in the introduction of the book [45].

The existence of an appropriate quaternionic spectrum was suggested by the formulation of quaternionic quantum mechanics given by G. Birkhoff and J. von Neumann [26]. We note that in this framework a spectral theorem for quaternionic operators is necessary, and this was proved in [10] (see also the particular cases [ 11,86$]$ ) and further generalized to fully Clifford operators in [47].

Preliminary attempts to prove the spectral theorem for quaternionic operators, without a precise notion of quaternionic spectrum, were given in [131, 135], while in [83] the spectral theorem for quaternionic matrices is treated on the right spectrum, a subset of the $S$-spectrum.

Now, we fix the notations. We denote by $\mathcal{B}\left(V_{n}\right)$ the Banach space of all bounded right linear operators acting on a the two sided Clifford Banach module $V_{n}=V \otimes \mathbb{R}_{n}$, where $V$ is a real Banach space. In the sequel we will consider operators of the form $T=T_{0}+\sum_{j=0}^{n} e_{j} T_{j}$ where $T_{j} \in \mathcal{B}\left(V_{n}\right)$ with $j=0,1, \ldots, n$. The subset of such operators in $\mathcal{B}\left(V_{n}\right)$ will be denoted by $\mathcal{B}^{0,1}\left(V_{n}\right)$.

Now, we give the appropriate definition of spectrum. This is the socalled $S$-spectrum, and it is defined in an unconventional way because it involves the square of the linear operator $T$.

Definition 3.2.1. Let $V_{n}$ be a two sided Clifford Banach module and let $T \in B^{0,1}\left(V_{n}\right)$. For $s \in \mathbb{R}^{n+1}$ we set

$$
\mathcal{Q}_{s}(T):=T^{2}-2 \operatorname{Re}(s) T+|s|^{2} \mathcal{I} .
$$

We define the $S$-resolvent set $\sigma_{S}(T)$ of $T$ as

$$
\sigma_{S}(T):=\left\{s \in \mathbb{R}^{n+1}: \mathcal{Q}_{s}(T)^{-1} \quad \text { is not invertible in } \mathcal{B}\left(V_{n}\right)\right\},
$$

and we define the $S$-spectrum $\rho_{S}(T)$ of $T$ as

$$
\rho_{S}(T):=\mathbb{R}^{n+1} \backslash \sigma_{S}(T) .
$$

For $s \in \rho_{S}(T)$, the operator $\mathcal{Q}_{s}(T)^{-1}$ is called the pseudo $S$-resolvent operator of $T$ at $s$.
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Theorem 3.2.2. Let $T \in B^{0,1}\left(V_{n}\right)$ and $s \in \mathbb{R}^{n+1}$ with $\|T\|<|s|$. Then we have

$$
\sum_{n=0}^{\infty} T^{n} s^{-n-1}=-\mathcal{Q}_{s}(T)^{-1}(T-\bar{s} \mathcal{I}),
$$

and

$$
\sum_{n=0}^{\infty} s^{-n-1} T^{n}=-(T-\bar{s} \mathcal{I}) \mathcal{Q}_{s}(T)^{-1}
$$

According to the left or right slice hyperholomorphicity, there exist two different resolvent operators.

Definition 3.2.3 ( $S$-resolvent operators). Let $T \in \mathcal{B}^{0,1}\left(V_{n}\right)$ and $s \in \rho_{S}(T)$. Then the left $S$-resolvent operator is defined as

$$
S_{L}^{-1}(s, T):=-\mathcal{Q}_{s}(T)^{-1}(T-\bar{s} \mathcal{I}),
$$

and the right $S$-resolvent operator is defined as

$$
S_{R}^{-1}(s, T):=-(T-\bar{s} \mathcal{I}) \mathcal{Q}_{s}(T)^{-1} .
$$

Proposition 3.2.4. Let $T \in \mathcal{B}^{0,1}\left(V_{n}\right)$ and $s \in \rho_{S}(T)$. Then the left $S$ resolvent operator satisfies the equation

$$
\begin{equation*}
S_{L}^{-1}(s, T) s-T S_{L}^{-1}(s, T)=\mathcal{I} \tag{3.7}
\end{equation*}
$$

and the right $S$-resolvent operator satisfies

$$
\begin{equation*}
s S_{R}^{-1}(s, T)-S_{R}^{-1}(s, T) T=\mathcal{I} . \tag{3.8}
\end{equation*}
$$

The equations (3.7) and (3.8) cannot be considered the resolvent equations for the $S$-functional calculus because they do not satisfy the properties of the classical resolvent equation. The $S$-resolvent equation involves both the $S$-resolvent operators. Precisely, we have

Theorem 3.2.5 ( $S$-resolvent equation). Let $T \in \mathcal{B}^{0,1}\left(V_{n}\right)$ then for $s, p \in$ $\rho_{S}(T)$, with $p \notin[s]$, we have

$$
\begin{align*}
S_{R}^{-1}(s, T) S_{L}^{-1}(p, T)= & {\left[\left(S_{R}^{-1}(s, T)-S_{L}^{-1}(p, T)\right) p+\right.}  \tag{3.9}\\
& \left.-\bar{s}\left(S_{R}^{-1}(s, T)-S_{L}^{-1}(p, T)\right)\right] \mathcal{Q}_{s}(p)^{-1},
\end{align*}
$$

where $\mathcal{Q}_{s}(p):=p^{2}-2 \operatorname{Re}(s) p+|s|^{2}$.

Remark 3.2.6. The $S$-resolvent equation can be rewritten by using the left and right slice hyperholomorphic products with respect to the variables $s$ and $p$, which are denoted by $*_{L, s}, *_{R, p}$.

$$
S_{R}^{-1}(s, T) S_{L}^{-1}(p, T)=\left(S_{R}^{-1}(s, T)-S_{L}^{-1}(p, T)\right) *_{L, s} S_{L}^{-1}(p, s) \mathcal{I}
$$

or

$$
S_{R}^{-1}(s, T) S_{L}^{-1}(p, T)=S_{L}^{-1}(p, s) \mathcal{I} *_{R, p}\left(S_{R}^{-1}(s, T)-S_{L}^{-1}(p, T)\right) .
$$

The major differences between the resolvent equations in the $S$ functional calculus (see (3.9) and in the Riesz-Dunford functional calculus (see (2.3) are listed below.
(I-S) The $S$-resolvent equation contains both the $S$-resolvent operators and an important fact to point out is that $S_{L}^{-1}(s, T)$ is right slice hyperholomorphic and $S_{R}^{-1}(s, T)$ left slice hyperholomorphic. The product $S_{R}^{-1}(s, T) S_{L}^{-1}(p, T)$ preserves the right slice hyperholomorphicity in $s$ and the left slice hyperholomorphicity in $p$.
(II-S) The product $S_{R}^{-1}(s, T) S_{L}^{-1}(p, T)$ is transformed into the difference $S_{R}^{-1}(s, T)-S_{L}^{-1}(p, T)$ of the two $S$-resolvent operators, as in the complex case.
(III-S) The difference $S_{R}^{-1}(s, T)-S_{L}^{-1}(p, T)$ is entangled with $(p-\bar{s})\left(p^{2}-\right.$ $\left.2 s_{0} p+|s|^{2}\right)^{-1}$, which is the Cauchy kernel of slice hyperholomorphic functions, and the map

$$
\begin{aligned}
& (s, p) \mapsto\left[\left[S_{R}^{-1}(s, T)-S_{L}^{-1}(p, T)\right] p\right. \\
& \left.-\bar{s}\left[S_{R}^{-1}(s, T)-S_{L}^{-1}(p, T)\right]\right]\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1},
\end{aligned}
$$

for $s, p \in \mathbb{R}^{n+1} \backslash \sigma_{S}(T)$, preserves the right slice hyperholomorphicity in $s$ and the left slice hyperholomorphicity in $p$.
Remark 3.2.7. It is important to note that the product $S_{L}^{-1}(p, T) S_{R}^{-1}(s, T)$ cannot be used in the $S$-resolvent equation because it destroys slice hyperholomorphicity.

In order to give the definition of the $S$-functional calculus we need the following classes of functions.

Notation: Let $T \in \mathcal{B}^{0,1}\left(V_{n}\right)$. We denote by $\mathcal{S H}_{L}\left(\sigma_{S}(T)\right), \mathcal{S H}_{R}\left(\sigma_{S}(T)\right)$ and $N\left(\sigma_{S}(T)\right)$ the sets of all left, right and intrinsic slice hyperholomorphic functions $f$, respectively, with $\sigma_{S}(T) \subset \operatorname{dom}(f)$.

Definition 3.2.8 ( $S$-functional calculus). Let $T \in \mathcal{B}^{0,1}\left(V_{n}\right)$. Let $U$ be a slice Cauchy domain that contains $\sigma_{S}(T)$ and $\bar{U}$ is contained in the domain of $f$. Set $d s_{J}=-d s J$ for $J \in \mathbb{S}^{n-1}$, so we define for every $f \in \mathcal{S} \mathcal{H}_{L}\left(\sigma_{S}(T)\right)$

$$
\begin{equation*}
f(T):=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(s, T) d s_{J} f(s), \tag{3.10}
\end{equation*}
$$

and for every $f \in \mathcal{S H}_{R}\left(\sigma_{S}(T)\right)$

$$
\begin{equation*}
f(T):=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} S_{R}^{-1}(s, T) . \tag{3.11}
\end{equation*}
$$

The definition of $S$-functional calculus is well posed since the integrals in (3.10) and (3.11) depend neither on $U$ and nor on the imaginary unit $J \in \mathbb{S}^{n-1}$.

Like in the Riesz-Dunford functional calculus the resolvent equation is fundamental to show a product rule for the $S$-functional calculus and to study the Riesz projectors in this setting.

Theorem 3.2.9 (Product rule). Let $T \in \mathcal{B}^{0,1}\left(V_{n}\right)$ and assume $f \in N\left(\sigma_{S}(T)\right)$ and $g \in \mathcal{S H}_{L}\left(\sigma_{S}(T)\right)$. Then we have

$$
(f g)(T)=f(T) g(T)
$$

Theorem 3.2.10 (Riesz projectors). Let $T \in \mathcal{B}^{0,1}\left(V_{n}\right)$ and let $\sigma_{S}(T)=$ $\sigma_{1 S}(T) \cup \sigma_{2 S}(T)$, with $\operatorname{dist}\left(\sigma_{1 S}(T), \sigma_{2 S}(T)\right)>0$. Let $U_{1}$ and $U_{2}$ be two axially symmetric s-domains such that $\sigma_{1 S}(T) \subset U_{1}$ and $\sigma_{2 S}(T) \subset U_{2}$ with $U_{1} \cap U_{2}=\emptyset$. Set

$$
\begin{aligned}
P_{j} & :=\frac{1}{2 \pi} \int_{\partial\left(U_{J} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(s, T) d s_{J}, & j=1,2, \\
T_{j} & :=\frac{1}{2 \pi} \int_{\partial\left(U_{J} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(s, T) d s_{J} s, & j=1,2 .
\end{aligned}
$$

Then $P_{j}$ are projectors and $T_{j}=T_{j} P_{j}=P_{j} T_{j}$ for $j=1,2$.
Remark 3.2.11. We observe that Definition 3.1.3 is the most appropriate for the operator theory. One of the reason is that the slice structure of the function is essential for the properties of slice hyperholomorphic functions such as the Cauchy formulas, which are essential for operator theory. Moreover, if we consider the $S$-functional calculus restricted to functions defined on axially symmetric slice domains, this would prevent the definition of Riesz projectors via this calculus.

In [53] a commutative version of of the $S$-functional is established.
We will consider bounded paravector operators $T$, with commuting components $T_{\ell} \in \mathcal{B}(V)$ for $\ell=0,1, \ldots, n$. By $\mathcal{B C}\left(V_{n}\right)$ we denote the subset of $\mathcal{B}\left(V_{n}\right)$ consisting of Clifford operators with commuting components, i.e., operators of the type $\sum_{A} e_{A} T_{A}$ where $A=\left\{\ell_{1} \ldots \ell_{r}\right\} \in \mathcal{P}\{1,2, \ldots, n\}, \ell_{1}<$ $\ldots<\ell_{r}$ is a multi-index, $T_{\emptyset}=T_{0}$, and the operators $T_{A}$ commute among themselves. In this case the most appropriate definition of the $S$-spectrum is its commutative version, that for historical reasons is also called $F$ spectrum, i.e.,
$\sigma_{F}(T)=\left\{s \in \mathbb{R}^{n+1}: s^{2} \mathcal{I}-(T+\bar{T}) s+T \bar{T}\right.$ is not invertible in $\left.\mathcal{B}\left(V_{n}\right)\right\}$
where we have set $\bar{T}:=T_{0}-e_{1} T_{1}-\ldots-e_{n} T_{n}$, and the $F$-resolvent set

$$
\rho_{F}(T):=\mathbb{R}^{n+1} \backslash \sigma_{F}(T) .
$$

It turns out that the $F$-spectrum is the commutative version of the $S$-spectrum, i.e., we have

$$
\sigma_{F}(T)=\sigma_{S}(T), \text { for } T \in \mathcal{B C}\left(V_{n}\right) .
$$

The definition of the $F$-spectrum comes from the structure of the commutative $S$-resolvent operators. In fact, for paravector operators $T \in \mathcal{B C}\left(V_{n}\right)$, the commutative version of left $S$-resolvent operator is defined as

$$
\begin{equation*}
S_{L}^{-1}(s, T):=(s \mathcal{I}-\bar{T})\left(s^{2} \mathcal{I}-s(T+\bar{T})+T \bar{T}\right)^{-1}, \quad s \in \rho_{S}(T), \tag{3.12}
\end{equation*}
$$

and the commutative version of the right $S$-resolvent operator is

$$
\begin{equation*}
S_{R}^{-1}(s, T):=\left(s^{2} \mathcal{I}-s(T+\bar{T})+T \bar{T}\right)^{-1}(s \mathcal{I}-\bar{T}), \quad s \in \rho_{S}(T) \tag{3.13}
\end{equation*}
$$

The operator

$$
\begin{equation*}
\mathcal{Q}_{c, s}(T)^{-1}:=\left(s^{2} \mathcal{I}-s(T+\bar{T})+T \bar{T}\right)^{-1}, \quad s \in \rho_{S}(T), \tag{3.14}
\end{equation*}
$$

is called commutative pseudo $S$-resolvent operator (or pseudo resolvent operator, for short). For the sake of simplicity, we have used in (3.12) and (3.13) the same symbols used for $T$ with noncommuting components.

We can define the commutative $S$-functional calculus similarly as in Definition 3.2.8. Moreover, for this type of functional calculus the structure of the $S$-resolvent equation (see (3.9) is maintained.
"thesis" - 2022/12/4 - 11:25 — page 46 — \#64

## On the quaternionic short-time Fourier and Segal-Bargmann transforms

### 4.1 Motivation

In this chapter we introduce an extension of the short-time Fourier transform in dimension one to the quaternionic setting .

To this end, we fix a property that relates the complex short-time Fourier transform and the complex Segal-Bargmann transform:

$$
\begin{equation*}
V_{\varphi} f(x, \omega)=e^{-\pi i x \omega} \mathcal{B} f(\bar{z}) e^{\frac{-\pi|z|^{2}}{2}}, \quad z=x+i \omega \tag{4.1}
\end{equation*}
$$

where $V_{\varphi}$ is the complex short-time Fourier transform with respect to the Gaussian window $\varphi$ (see [92, Def. 3.1]) and $\mathcal{B} f(z)$ denotes the complex version of the Segal-Bargmann transform, see (1.2). To achieve our aim we use the quaternionc analogue of the Segal-Bargmann transform studied in [76].

### 4.2 Quaternionic Segal-Bargmann transform

We briefly revise the notion of Fock space of slice hyperholomorphic functions, first introduced in [15]. Moreover, we recall the results that we need
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about the slice hyperholomorphic Segal- Bargmann transform, see [76].
For a given $J \in \mathbb{S}$ and $\nu>0$ we define the slice hyperholomorphic Fock space as

$$
\mathcal{F}_{\text {Slice }}^{2, \nu}(\mathbb{H}):=\left\{f \in S H(\mathbb{H}) ; \int_{\mathbb{C}_{J}}\left|f_{J}(p)\right|^{2} e^{-\nu|p|^{2}} d \lambda_{J}(p)<\infty\right\},
$$

where $\nu>0, f_{J}=\left.f\right|_{\mathbb{C}_{J}}$ and $d \lambda_{J}(p)=d x d y$, for $p=x+y J$, is the Lebesgue measure on $\mathbb{C}_{J}$. The right $\mathbb{H}$-vector space $\mathcal{F}_{\text {Slice }}^{2, \nu}(\mathbb{H})$ is endowed with the inner product

$$
\begin{equation*}
\langle f, g\rangle_{\mathcal{F}_{\text {Slice }}^{2,}(\mathbb{H})}=\int_{\mathbb{C}_{J}} \overline{g_{J}(q)} f_{J}(q) e^{-\nu|q|^{2}} d \lambda_{J}(q), \forall f, g \in \mathcal{F}_{\text {Slice }}^{2, \nu}(\mathbb{H}) . \tag{4.2}
\end{equation*}
$$

The associated norm is given by

$$
\|f\|_{\mathcal{F}_{\text {lice }}^{2},(\mathbb{H})}^{2}=\int_{\mathbb{C}_{J}}\left|f_{J}(q)\right|^{2} e^{-\nu|q|^{2}} d \lambda_{J}(q) .
$$

This quaternionic Hilbert space does not depend on the choice of the imaginary unit $J$. The monomial $q^{n}, n=0,1,2, \ldots$, form an orthogonal basis of the slice hyperholomorphic Fock space with

$$
\left\langle q^{m}, q^{n}\right\rangle_{\mathcal{S}_{\text {Slice }}^{2, \nu}(\mathbb{H})}=\frac{m!}{\mu^{m}} \delta_{m, n} .
$$

Furthermore, if we consider $f(q)=\sum_{n=0}^{\infty} q^{n} a_{n}$ and $g(q)=\sum_{n=0}^{\infty} q^{n} b_{n}$ in $\mathcal{F}_{\text {Slice }}^{2, \nu}(\mathbb{H})$ we have

$$
\langle f, g\rangle_{\mathcal{F}_{\text {Slice }}^{2, \nu}(\mathbb{H})}=\sum_{n=0}^{\infty} \frac{n!}{\nu^{n}} \overline{b_{n}} a_{n} .
$$

This implies that a given series $f(q)=\sum_{n=0}^{\infty} q^{n} a_{n}$ belongs to $\mathcal{F}_{\text {Slice }}^{2, \nu}(\mathbb{H})$ if and only if the sequence $\left\{a_{n}\right\}_{n \geq 0} \subset \mathbb{H}$ satisfies the condition

$$
\begin{equation*}
\|f\|_{\mathcal{F}_{\text {Slice }}^{2, /(\mathbb{H})}}=\sum_{n=0}^{\infty} \frac{n!}{\nu^{n}}\left|a_{n}\right|^{2}<\infty . \tag{4.3}
\end{equation*}
$$

Now, we observe that for $q \in \mathbb{H}$ we have the following estimate
Lemma 4.2.1. For every $f \in \mathcal{F}_{\text {Slice }}^{2, \nu}(\mathbb{H})$ we have the estimate

$$
|f(q)| \leq e^{\frac{\nu}{2}|q|^{2}}\|f\|_{\mathcal{F}_{\text {Slice }}^{2, ~}(\mathbb{H})} .
$$

From the previous result we get that the evaluation map $\delta_{q}: \mathcal{F}_{\text {Slice }}^{2, \nu}(\mathbb{H}) \rightarrow$ $\mathbb{H} ; \delta_{q}(f)=f(q)$, is a continuous linear form. Therefore, by the Riesz's representation theorem for quaternionic Hilbert spaces, there exists a unique element $K_{q}^{\nu} \in \mathcal{F}_{\text {Slice }}^{2, \nu}(\mathbb{H})$ such that

$$
\left\langle f, K_{q}^{\nu}\right\rangle_{\mathcal{F}_{\text {Slice }}^{2, ~}(\mathbb{H})}=f(q),
$$

for all $f \in \mathcal{F}_{\text {Slice }}^{2 \nu}(\mathbb{H})$. The reproducing kernel function $K_{\nu}: \mathbb{H} \times \mathbb{H} \rightarrow$ $\mathbb{H} ;(p, q) \mapsto K_{\nu}(p, q)=K_{q}^{\nu}(p)$ is given by

$$
K_{\nu}(p, q)=\sum_{n=0}^{\infty} \frac{\nu^{n} p^{n} \bar{q}^{n}}{n!}=\overline{K_{\nu}(q, p)} .
$$

Precisely, the reproducing kernel for the slice hyperholomorphic Fock space $\mathcal{F}_{\text {Slice }}^{2, \nu}(\mathbb{H})$ is given by

$$
\begin{equation*}
K_{\nu}(p, q)=K_{q}^{\nu}(p)=\sum_{n=0}^{\infty} \frac{\nu^{n} p^{n} \bar{q}^{n}}{n!}=e_{*}(\nu p \bar{q}), \quad(p, q) \in \mathbb{H} \times \mathbb{H} \tag{4.4}
\end{equation*}
$$

Now, we recall some basic result of the quaternionic Segal-Bargmann transform. It has as a domain the Hilbert space $L^{2}(\mathbb{R}, d x)=L^{2}(\mathbb{R}, \mathbb{H})$, consisting of all the square integrable $\mathbb{H}$-valued functions with respect to

$$
\langle\psi, \phi\rangle:=\int_{\mathbb{R}} \overline{\phi(t)} \psi(t) d t
$$

The range of the quaternionic Segal-Bargmann transform is the slice hyperholomorphic Fock space $\mathcal{F}_{\text {Slice }}^{2, \nu}(\mathbb{H})$. The kernel of the quaternionic SegalBargmann transform is given by:

$$
A(q, x)=\left(\frac{\nu}{\pi}\right)^{\frac{3}{4}} e^{-\frac{\nu}{2}\left(q^{2}+x^{2}\right)+\nu \sqrt{2} q x}, \forall(q, x) \in \mathbb{H} \times \mathbb{R}
$$

This function can be seen as the generating function of the real weighted Hermite functions

$$
h_{n}^{\nu}(x):=(-1)^{n} e^{\frac{\nu}{2} x^{2}} \frac{d^{n}}{d x^{n}}\left(e^{-\nu x^{2}}\right)
$$

that form an orthogonal basis of the space $L^{2}(\mathbb{R} ; d x)$, with norm given explicitly by

$$
\left\|h_{n}^{\nu}\right\|_{L^{2}(\mathbb{R}, d x)}^{2}=2^{n} \nu^{n} n!\left(\frac{\pi}{\nu}\right)^{\frac{1}{2}} .
$$

In particular, we have the following result.
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Proposition 4.2.2. For all $q \in \mathbb{H}$ and $x \in \mathbb{R}$, we have

$$
A(q, x)=\sum_{k=0}^{\infty} f_{k}^{\nu}(q) \psi_{k}^{\nu}(x),
$$

where $\psi_{k}^{\nu}$ denote the normalized weighted Hermite functions:
$\psi_{k}^{\nu}(x):=\frac{h_{k}^{\nu}(x)}{\left\|h_{k}^{\nu}(x)\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}}, \quad$ and $\quad f_{k}^{\nu}(q):=\frac{q^{k}}{\left\|q^{k}\right\|_{\mathcal{F}_{\text {Slice }}^{2, \nu}(\mathbb{H})}}, \quad \forall k \geq 0$.
Then, for any quaternionic valued function $\varphi$ in $L^{2}(\mathbb{R}, \mathbb{H})$ the slice hyperholomorphic Segal-Bargmann transform is defined by

$$
\begin{equation*}
\mathcal{B}_{\mathbb{H}}^{S}(\varphi)(q)=\int_{\mathbb{R}} \mathcal{A}_{\mathbb{H}}^{S}(q, x) \varphi(x) d x . \tag{4.5}
\end{equation*}
$$

The following result shows that the integral transform $\mathcal{B}_{\mathbb{H}}^{S}$ is well defined on $L^{2}(\mathbb{R} ; d x)$.

Proposition 4.2.3. For every $q \in \mathbb{H}$ and every $\varphi \in L^{2}(\mathbb{R} ; d x)$, we have

$$
\begin{equation*}
\left|\mathcal{B}_{\mathbb{H}}^{S}(\varphi)(q)\right| \leq\left(\frac{\nu}{\pi}\right)^{\frac{1}{2}} e^{\frac{\nu}{2}|q|^{2}}\|\varphi\|_{L^{2}(\mathbb{R} ; d x)} . \tag{4.6}
\end{equation*}
$$

Moreover, by direct computations, we can obtain the expression of the slice hyperholomorphic Segal-Bargmann transform acting on Hermite function $h_{n}^{\nu}$.

Lemma 4.2.4. For every quaternion $q \in \mathbb{H}$ and the nonnegative integer $n$, we have

$$
\mathcal{B}_{\mathbb{H}}^{S}\left(h_{n}^{\nu}\right)(q)=\left(\frac{\nu}{\pi}\right)^{\frac{1}{2}} 2^{\frac{n}{2}} \nu^{n} q^{n},
$$

and

$$
\left\|\mathcal{B}_{\mathbb{H}}^{S}\left(h_{n}^{\nu}\right)\right\|_{\mathcal{F}_{\text {lice }}^{2, \nu}}=\left\|h_{n}^{\nu}\right\|_{L^{2}(\mathbb{R}, \mathbb{H})} .
$$

Now, we show an unitary property for the slice hyperholomorphic SegalBargmann transform, which is not found in literature in the following explicit form.

Proposition 4.2.5. Let $f, g \in L^{2}(\mathbb{R}, \mathbb{H})$. Then, we have

$$
\begin{equation*}
\left\langle\mathcal{B}_{\mathbb{H}}^{S}(f), \mathcal{B}_{\mathbb{H}}^{S}(g)\right\rangle_{\mathcal{F}_{\text {Slice }}^{2}(\mathbb{H})}=\langle f, g\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} . \tag{4.7}
\end{equation*}
$$

### 4.2. Quaternionic Segal-Bargmann transform

Proof. Any $f, g \in L^{2}(\mathbb{R}, \mathbb{H})$ can be expanded as

$$
\begin{aligned}
& f(x)=\sum_{k=0}^{\infty} h_{k}^{\nu}(x) \alpha_{k}, \\
& g(x)=\sum_{k=0}^{\infty} h_{k}^{\nu}(x) \beta_{k},
\end{aligned}
$$

where $\left\{\alpha_{k}\right\}_{k \geq 0},\left\{\beta_{k}\right\}_{k \geq 0} \subset \mathbb{H}$.

$$
\begin{align*}
\langle f, g\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} & =\int_{\mathbb{R}} \overline{g(x)} f(x) d x=\sum_{k=0}^{\infty} \int_{\mathbb{R}} \overline{h_{k}^{\nu}(x) \beta_{k}} h_{k}^{\nu}(x) \alpha_{k} d x \\
& =\sum_{k=0}^{\infty} \overline{\beta_{k}}\left(\int_{\mathbb{R}} \overline{h_{k}^{\nu}(x)} h_{k}^{\nu}(x) d x\right) \alpha_{k}  \tag{4.8}\\
& =\sum_{k=0}^{\infty}\left\|h_{k}^{\nu}(x)\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2} \overline{\beta_{k}} \alpha_{k} .
\end{align*}
$$

On the other way, since

$$
\left\langle f, h_{k}^{\nu}\right\rangle_{L^{2}(\mathbb{R}, \mathbb{H})}=\sum_{j=0}^{\infty}\left(\int_{\mathbb{R}} \overline{h_{k}^{\nu}(x)} h_{j}^{\nu}(x) d x\right) \alpha_{j}=\left\|h_{k}^{\nu}(x)\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2} \alpha_{k} .
$$

By [76] we have that

$$
\begin{align*}
\mathcal{B}_{\mathbb{H}}^{S}(f)(q) & =\sum_{k=0}^{\infty} q^{k} \frac{\left\langle f, h_{k}^{\nu}\right\rangle_{L^{2}(\mathbb{R}, \mathbb{H})}}{\left\|h_{k}^{\nu}(x)\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}\left\|q^{k}\right\|_{\mathcal{F}_{\text {Slice }}^{2, \nu}}}  \tag{4.9}\\
& =\sum_{k=0}^{\infty} q^{k} \frac{\left\|h_{k}^{\nu}(x)\right\|_{2}^{2}}{\left\|h_{k}^{\nu}(x)\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}\left\|q^{k}\right\|_{\mathcal{F}_{\text {Slice }}^{2, \nu}}} \alpha_{k} \\
& =\sum_{k=0}^{\infty} q^{k} \frac{\left\|h_{k}^{\nu}(x)\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}}{\left\|q^{k}\right\|_{\mathcal{F}_{\text {Slice }}^{2, ~}}} \alpha_{k} .
\end{align*}
$$

Using the similar computations we obtain

$$
\begin{equation*}
\overline{\mathcal{B}_{\mathbb{H}}^{S}(g)(q)}=\sum_{k=0}^{\infty} \frac{\left\|h_{k}^{\nu}(x)\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}}{\left\|q^{k}\right\|_{\mathcal{F}_{\text {Slice }}^{2, \nu}}} \overline{q^{k} \beta_{k}} . \tag{4.10}
\end{equation*}
$$
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By putting together (4.9) and (4.10) we obtain

$$
\begin{aligned}
& \left\langle\mathcal{B}_{\mathbb{H}}^{S}(f), \mathcal{B}_{\mathbb{H}}^{S}(g)\right\rangle_{\mathcal{F}_{\text {Slice }}^{2, \nu}(\mathbb{H})}=\sum_{k=0}^{\infty} \int_{\mathbb{C}_{J}}\left\|h_{k}^{\nu}(x)\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2} \overline{\beta_{k}} \frac{\bar{q}^{k}}{\left\|q^{k}\right\|_{\mathcal{S}_{\text {Slice }}^{2}, \nu}} . \\
& \cdot \frac{q^{k}}{\left\|q^{k}\right\|_{\mathcal{F}_{\text {Slice }}, 2}} \alpha_{k} e^{-\nu|q|^{2}} d \lambda_{J}(q) \\
& =\sum_{k=0}^{\infty}\left\|h_{k}^{\nu}(x)\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2} \overline{\beta_{k}}\left(\int_{\mathbb{C}_{J}} \frac{\bar{q}^{k}}{\left\|q^{k}\right\|_{\mathcal{F}_{\text {Slice }}^{2, \nu}}} .\right. \\
& \left.\cdot \frac{q^{K}}{\left\|q^{k}\right\|_{\mathcal{F}_{\text {Slice }}^{2, \nu}}^{2, l}} e^{-\nu|q|^{2}} d \lambda_{J}(q)\right) \alpha_{k} \\
& =\sum_{k=0}^{\infty}\left\|h_{k}^{\nu}(x)\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2} \overline{\beta_{k}} \frac{1}{\left\|q^{k}\right\|_{\mathcal{F}_{\text {Slice }}^{2}}^{2}} . \\
& \cdot\left(\int_{\mathbb{C}_{J}} \overline{q^{k}} q^{k} e^{-\nu|q|^{2}} d \lambda_{J}(q)\right) \alpha_{k} \\
& =\sum_{k=0}^{\infty}\left\|h_{k}^{\nu}(x)\right\|_{L^{2}(\mathbb{R}, H)}^{2} \overline{\beta_{k}} \overline{\beta_{k}} \frac{1}{\left\|q^{k}\right\|_{\mathcal{F}_{\text {Slice }}^{2, L}}^{2}}\left\|q^{k}\right\|_{\mathcal{F}_{\text {Slice }}^{2, \nu}}^{2} \alpha_{k} \\
& =\sum_{k=0}^{\infty}\left\|h_{k}^{\nu}(x)\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2} \overline{\beta_{k}} \alpha_{k}
\end{aligned}
$$

Finally, since (4.8) and (4.11) are equal we obtain the thesis.

If we consider $f=g$ in Proposition 4.2.5 we have the following result.
Theorem 4.2.6. The quaternionic Segal-Bargmann transform realizes a surjective isometry from $L^{2}(\mathbb{R}, \mathbb{H})$ onto the slice hyperholomorphic Fock space $\mathcal{F}_{\text {Slice }}^{2, \nu}(\mathbb{H})$.

### 4.3 Range of the Schwartz space and some operators

We characterize the range of the Schwartz space under the Segal-Bargmann transform with parameter $\nu=1$ in the slice hyperholomorphic setting of quaternions. We consider also some equivalence relations related to the position and momentum operators in this setting. The quaternionic Schwartz space on the real line, that we are considering in this framework, is defined

### 4.3. Range of the Schwartz space and some operators

by

$$
\left.\mathcal{S}_{\mathbb{H}}(\mathbb{R}):=\left\{\psi: \mathbb{R} \longrightarrow \mathbb{H}: \sup _{x \in \mathbb{R}}\left|x^{\alpha} \frac{d^{\beta}}{d x^{\beta}}(\psi)(x)\right|<\infty\right\}, \forall \alpha, \beta \in \mathbb{N}\right\}
$$

For $J \in \mathbb{S}$, the classical Schwartz space is given by

$$
\left.\mathcal{S}_{\mathbb{C}_{J}}(\mathbb{R}):=\left\{\varphi: \mathbb{R} \longrightarrow \mathbb{C}_{J} ;: \sup _{x \in \mathbb{R}}\left|x^{\alpha} \frac{d^{\beta}}{d x^{\beta}}(\varphi)(x)\right|<\infty, \forall \alpha, \beta \in \mathbb{N}\right\}\right\}
$$

Clearly, we have that

$$
\mathcal{S}_{\mathbb{C}_{J}}(\mathbb{R}) \subset \mathcal{S}_{\mathbb{H}}(\mathbb{R}) \subset L_{\mathbb{H}}^{2}(\mathbb{R})
$$

Moreover, we prove the following.
Lemma 4.3.1. Let $\psi: x \longmapsto \psi(x)$ be a quaternionic valued function. Let $I, J \in \mathbb{S}$ be such that $I \perp J$. Then, $\psi \in \mathcal{S}_{\mathbb{H}}(\mathbb{R})$ if and only if there exist $\varphi_{1}, \varphi_{2} \in \mathcal{S}_{\mathbb{C}_{J}}(\mathbb{R})$ such that we have

$$
\psi(x)=\varphi_{1}(x)+\varphi_{2}(x) I, \forall x \in \mathbb{R}
$$

Proof. Let $\psi \in \mathcal{S}_{\mathbb{H}}(\mathbb{R})$. Then, we can write

$$
\psi(x)=\varphi_{1}(x)+\varphi_{2}(x) I,
$$

where $\varphi_{1}$ and $\varphi_{2}$ are $\mathbb{C}_{J}$-valued functions. Note that for all $\alpha, \beta \in \mathbb{N}$ we have

$$
\left|x^{\alpha} \frac{d^{\beta}}{d x^{\beta}}(\psi)(x)\right|^{2}=\left|x^{\alpha} \frac{d^{\beta}}{d x^{\beta}}\left(\varphi_{1}\right)(x)\right|^{2}+\left|x^{\alpha} \frac{d^{\beta}}{d x^{\beta}}\left(\varphi_{2}\right)(x)\right|^{2} .
$$

In particular, this implies that $\psi \in \mathcal{S}_{\mathbb{H}}(\mathbb{R})$ if and only if $\varphi_{1}, \varphi_{2} \in \mathcal{S}_{\mathbb{C}_{J}}(\mathbb{R})$.

Let us now denote by $\mathcal{S F}(\mathbb{H})$ the range of $\mathcal{S}_{\mathbb{H}}(\mathbb{R})$ under the quaternionic Segal-Bargmann transform $\mathcal{B}_{\mathbb{H}}^{S}$. Therefore, we have the following characterization of $\mathcal{S F}(\mathbb{H})$.
Theorem 4.3.2. A function $f(q)=\sum_{k=0}^{\infty} q^{k} c_{k}$ belongs to $\mathcal{S F}(\mathbb{H})$ if and only if

$$
\sup _{k \in \mathbb{N}}\left|c_{k}\right| k^{p} \sqrt{k!}<\infty, \forall p>0
$$

i.e,

$$
\mathcal{S F}(\mathbb{H})=\left\{\sum_{k=0}^{\infty} q^{k} c_{k}, c_{k} \in \mathbb{H} \text { and } \sup _{k \in \mathbb{N}}\left|c_{k}\right| k^{p} \sqrt{k!}<\infty, \forall p>0\right\} .
$$
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Proof. Let $f \in \mathcal{S F}(\mathbb{H})$, then by definition $f=\mathcal{B}_{\mathbb{H}}^{S} \psi$ where $\psi \in \mathcal{S}_{\mathbb{H}}(\mathbb{R})$. Let $I, J \in \mathbb{S}$, be such that $I \perp J$. Thus, Lemma 4.3.1 implies that

$$
\psi(x)=\varphi_{1}(x)+\varphi_{2}(x) I,
$$

where $\varphi_{1}, \varphi_{2} \in \mathcal{S}_{\mathbb{C}_{J}}(\mathbb{R})$. Therefore, we have

$$
\mathcal{B}_{\mathbb{H}}^{S}(\psi)(q)=\mathcal{B}_{\mathbb{H}}^{S}\left(\varphi_{1}\right)(q)+\mathcal{B}_{\mathbb{H}}^{S}\left(\varphi_{2}\right)(q) I .
$$

Then, we take the restriction to the complex plane $\mathbb{C}_{J}$ and get:

$$
\mathcal{B}_{\sharp H}^{S}(\psi)(z)=\mathcal{B}_{\mathbb{C}_{J}}\left(\varphi_{1}\right)(z)+\mathcal{B}_{\mathbb{C}_{J}}\left(\varphi_{2}\right)(z) I, \quad \forall z \in \mathbb{C}_{J},
$$

where the complex Bargmann transform is given by

$$
\mathcal{B}_{\mathbb{C}_{J}}\left(\varphi_{l}\right)(z)=\frac{1}{\pi^{\frac{3}{4}}} \int_{\mathbb{R}} e^{-\frac{1}{2}\left(z^{2}+x^{2}\right)+\sqrt{2} z x} \varphi_{l}(x) d x, l=1,2 .
$$

In particular, we set $f_{J}:=\mathcal{B}_{\mathbb{H}}^{S}(\psi), f_{1}:=\mathcal{B}_{\mathbb{C}_{J}}\left(\varphi_{1}\right)$ and $f_{2}:=\mathcal{B}_{\mathbb{C}_{J}}\left(\varphi_{2}\right)$. Then, we have $f_{1}, f_{2} \in \mathcal{S F}\left(\mathbb{C}_{J}\right)$. Thus, by applying the classical result in complex analysis, see [115] we have

$$
f_{1}(z)=\sum_{n=0}^{\infty} a_{n} z^{n} \text { and } f_{2}(z)=\sum_{n=0}^{\infty} b_{n} z^{n}, \forall z \in \mathbb{C}_{J} .
$$

Moreover, for all $p>0$ the following conditions hold

$$
\sup _{n \in \mathbb{N}}\left|a_{n}\right| n^{p} \sqrt{n!}<\infty \text { and } \sup _{n \in \mathbb{N}}\left|b_{n}\right| n^{p} \sqrt{n!}<\infty
$$

In particular, we have then

$$
f_{J}(z)=\sum_{n=0}^{\infty} a_{n} z^{n}+\left(\sum_{n=0}^{\infty} a_{n} z^{n}\right) I, \forall z \in \mathbb{C}_{J} .
$$

Therefore,

$$
f_{J}(z)=\sum_{n=0}^{\infty} z^{n} c_{n} \text { with } c_{n}=a_{n}+b_{n} I, \text { for all } z \in \mathbb{C}_{J} .
$$

Thus, by taking the slice hyperholomorphic extension we get

$$
f(q)=\sum_{n=0}^{\infty} q^{n} c_{n}, \forall q \in \mathbb{H} .
$$

### 4.3. Range of the Schwartz space and some operators

Moreover, note that $c_{n}=a_{n}+b_{n} I, n \in \mathbb{N}$. Then, $\left|c_{n}\right| \leq\left|a_{n}\right|+\left|b_{n}\right|, \forall n \in \mathbb{N}$. Thus, for all $p>0$, we have

$$
\sup _{n \in \mathbb{N}}\left|c_{n}\right| n^{p} \sqrt{n!} \leq \sup _{n \in \mathbb{N}}\left|a_{n}\right| n^{p} \sqrt{n!}+\sup _{n \in \mathbb{N}}\left|b_{n}\right| n^{p} \sqrt{n!}<\infty .
$$

Finally, we conclude that

$$
\mathcal{S F}(\mathbb{H})=\left\{f(q)=\sum_{k=0}^{\infty} q^{k} c_{k}, c_{k} \in \mathbb{H} \text { and } \sup _{k \in \mathbb{N}}\left|c_{k}\right| k^{p} \sqrt{k!}<\infty, \forall p>0\right\} .
$$

Now, let us consider on $L^{2}(\mathbb{R}, \mathbb{H})=L_{\mathbb{H}}^{2}(\mathbb{R})$ the position and momentum operators defined by

$$
X: \varphi \mapsto X \varphi(x)=x \varphi(x) \text { and } D: \varphi \mapsto D \varphi(x)=\frac{d}{d x} \varphi(x) .
$$

Their domains are given respectively by
$\mathcal{D}(X):=\left\{\varphi \in L_{\mathbb{H}}^{2}(\mathbb{R}) ; X \varphi \in L_{\mathbb{H}}^{2}(\mathbb{R})\right\}$ and $\mathcal{D}(D):=\left\{\varphi \in L_{\mathbb{H}}^{2}(\mathbb{R}) ; D \varphi \in L_{\mathbb{H}}^{2}(\mathbb{R})\right\}$.
First, let us prove the following
Lemma 4.3.3. For all $(q, x) \in \mathbb{H} \times \mathbb{R}$, we have

$$
\partial_{S} \mathcal{A}_{\mathbb{H}}^{S}(q, x)=(-q+\sqrt{2} x) \mathcal{A}_{\mathbb{H}}^{S}(q, x) .
$$

Proof. Let $(q, x) \in \mathbb{H} \times \mathbb{R}$. Then, by definition of the quaternionic SegalBargmann kernel we can write

$$
\mathcal{A}_{\mathbb{H}}^{S}(q, x):=\pi^{-\frac{3}{4}} e^{-\frac{x^{2}}{2}} e^{-\frac{q^{2}}{2}} e^{\sqrt{2} q x} .
$$

In this case, we can apply the Leibnitz rule with respect to the slice derivative and get

$$
\partial_{S} \mathcal{A}_{\mathbb{H}}^{S}(q, x)=\pi^{-\frac{3}{4}} e^{-\frac{x^{2}}{2}}\left(e^{-\frac{q^{2}}{2}} \partial_{S}\left(e^{\sqrt{2} x q}\right)+\partial_{S}\left(e^{-\frac{q^{2}}{2}}\right) e^{\sqrt{2} x q}\right) .
$$

However, using the series expansion of the exponential function and applying the slice derivative we know that

$$
\partial_{S}\left(e^{-\frac{q^{2}}{2}}\right)=-q e^{-\frac{q^{2}}{2}} \text { and } \partial_{S}\left(e^{\sqrt{2} x q}\right)=\sqrt{2} x e^{\sqrt{2} x q} .
$$

Therefore, we obtain

$$
\partial_{S} \mathcal{A}_{\mathbb{H}}^{S}(q, x)=(-q+\sqrt{2} x) A_{\mathbb{H}}^{S}(q, x) .
$$
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Theorem 4.3.4. Let $\varphi \in \mathcal{D}(X)$. Then, we have

$$
\left(\partial_{S}+q\right) \mathcal{B}_{\mathbb{H}}^{S}(\varphi)(q)=\sqrt{2} \mathcal{B}_{\mathbb{H}}^{S}(x \varphi)(q), \forall q \in \mathbb{H} .
$$

Proof. Let $\varphi \in \mathcal{D}(X)$ and $q \in \mathbb{H}$. Then, we have

$$
\partial_{S} \mathcal{B}_{\mathbb{H}}^{S}(\varphi)(q)=\int_{\mathbb{R}} \partial_{S} \mathcal{A}_{\mathbb{H}}^{S}(q, x) \varphi(x) d x .
$$

Therefore, using Lemma 4.3.3 we obtain

$$
\partial_{S} \mathcal{B}_{\mathbb{H}}^{S}(\varphi)(q)=\sqrt{2} \mathcal{B}_{\mathbb{H}}^{S}(x \varphi)(q)-q \mathcal{B}_{\mathbb{H}}^{S}(\varphi)(q) .
$$

Finally, we get

$$
\left(\partial_{S}+q\right) \mathcal{B}_{\mathbb{H}}^{S}(\varphi)(q)=\sqrt{2} \mathcal{B}_{\mathbb{H}}^{S}(x \varphi)(q), \forall q \in \mathbb{H} .
$$

As a quick consequence, we have
Corollary 4.3.5. The position operator $X$ on $L_{\mathbb{H}}^{2}(\mathbb{R})$ is equivalent to the operator $\frac{1}{\sqrt{2}}\left(\partial_{S}+q\right)$ on the space $\mathcal{F}_{\text {Slice }}^{2,1}(\mathbb{H})$ via the quaternionic SegalBargmann transform $\mathcal{B}_{\mathbb{H}}^{S}$. In other words, for all $\varphi \in \mathcal{D}(X)$ we have

$$
X(\varphi)=\left(\mathcal{B}_{\mathbb{H}}^{S}\right)^{-1} \frac{\left(\partial_{S}+q\right)}{\sqrt{2}} \mathcal{B}_{\mathbb{H}}^{S}(\varphi) .
$$

On the other hand, we have also the following
Theorem 4.3.6. We denote by $M_{q}: \varphi \longmapsto M_{q} \varphi(q)=q \varphi(q)$ the creation operator on $\mathcal{F}_{\text {Slice }}^{2,1}(\mathbb{H})$. Then, we have

$$
\left(\mathcal{B}_{\mathbb{H}}^{S}\right)^{-1} M_{q} \mathcal{B}_{\mathbb{H}}^{S}=\frac{1}{\sqrt{2}}(X-D) \text { on } \mathcal{D}(X) \cap \mathcal{D}(D)
$$

Proof. Let $\varphi \in \mathcal{D}(X) \cap \mathcal{D}(D)$. Then, we have

$$
\begin{aligned}
\mathcal{B}_{\mathbb{H}}^{S}(D \varphi)(q) & =\int_{\mathbb{R}} \mathcal{A}_{\mathbb{H}}^{S}(q, x) \frac{d}{d x} \varphi(x) d x \\
& =-\int_{\mathbb{R}} \frac{d}{d x} \mathcal{A}_{\mathbb{H}}^{S}(q, x) \varphi(x) d x .
\end{aligned}
$$

However, note that for all $(q, x) \in \mathbb{H} \times \mathbb{R}$, we have

$$
\frac{d}{d x} \mathcal{A}_{\mathbb{H}}^{S}(q, x)=(-x+\sqrt{2} q) \mathcal{A}_{\mathbb{H}}^{S}(q, x) .
$$

Therefore,

$$
\mathcal{B}_{\mathbb{H}}^{S}(D \varphi)(q)=\mathcal{B}_{\mathbb{H}}^{S}(x \varphi)(q)-\sqrt{2} q \mathcal{B}_{\mathbb{H}}^{S}(\varphi)(q) .
$$

Thus, we obtain

$$
M_{q} \mathcal{B}_{\mathbb{H}}^{S}(\varphi)=\mathcal{B}_{\mathbb{H}}^{S}\left(\frac{1}{\sqrt{2}}(X-D)\right)(\varphi) .
$$

Finally, we just need to apply $\left(\mathcal{B}_{\mathbb{H}}^{S}\right)^{-1}$ to complete the proof.
Corollary 4.3.7. The position operator $X$ on $L_{\mathbb{H}}^{2}(\mathbb{R})$ is equivalent to the operator $\frac{1}{\sqrt{2}}\left(\partial_{S}+q\right)$ on the space $\mathcal{F}_{\text {Slice }}^{2,1}(\mathbb{H})$ via the quaternionic SegalBargmann transform $\mathcal{B}_{\mathrm{H}}^{S}$. In other words, for all $\varphi \in \mathcal{D}(X)$ we have

$$
X(\varphi)=\left(\mathcal{B}_{\mathbb{H}}^{S}\right)^{-1} \frac{\left(\partial_{S}+q\right)}{\sqrt{2}} \mathcal{B}_{\mathbb{H}}^{S}(\varphi) .
$$

On the other hand, we have also the following
Theorem 4.3.8. We denote by $M_{q}: \varphi \longmapsto M_{q} \varphi(q)=q \varphi(q)$ the creation operator on $\mathcal{F}_{\text {Slice }}^{2,1}(\mathbb{H})$. Then, we have

$$
\left(\mathcal{B}_{\mathbb{H}}^{S}\right)^{-1} M_{q} \mathcal{B}_{\mathbb{H}}^{S}=\frac{1}{\sqrt{2}}(X-D) \text { on } \mathcal{D}(X) \cap \mathcal{D}(D) \text {. }
$$

Proof. Let $\varphi \in \mathcal{D}(X) \cap \mathcal{D}(D)$. Then, we have

$$
\begin{aligned}
\mathcal{B}_{\mathbb{H}}^{S}(D \varphi)(q) & =\int_{\mathbb{R}} \mathcal{A}_{\mathbb{H}}^{S}(q, x) \frac{d}{d x} \varphi(x) d x \\
& =-\int_{\mathbb{R}} \frac{d}{d x} \mathcal{A}_{\mathbb{H}}^{S}(q, x) \varphi(x) d x .
\end{aligned}
$$

However, note that for all $(q, x) \in \mathbb{H} \times \mathbb{R}$, we have

$$
\frac{d}{d x} \mathcal{A}_{\mathbb{H}}^{S}(q, x)=(-x+\sqrt{2} q) \mathcal{A}_{\mathbb{H}}^{S}(q, x) .
$$

Therefore,

$$
\mathcal{B}_{\mathbb{H}}^{S}(D \varphi)(q)=\mathcal{B}_{\mathbb{H}}^{S}(x \varphi)(q)-\sqrt{2} q \mathcal{B}_{\mathbb{H}}^{S}(\varphi)(q) .
$$

Thus, we obtain

$$
M_{q} \mathcal{B}_{\mathbb{H}}^{S}(\varphi)=\mathcal{B}_{\mathbb{H}}^{S}\left(\frac{1}{\sqrt{2}}(X-D)\right)(\varphi) .
$$

Finally, we just need to apply $\left(\mathcal{B}_{\mathbb{H}}^{S}\right)^{-1}$ to complete the proof.

Chapter 4. On the quaternionic short-time Fourier and Segal-Bargmann transforms

### 4.4 The 1D quaternion Fourier transform

In this section, we study the one dimensional quaternion Fourier transform (QFT). Namely, we are considering here the 1D left sided QFT studied in chapter 3 of the book [25]. In order to have less problems with computations we add $-2 \pi$ to the exponential. The QFT is different from the one considered for example in [30,96,97]. Firs of all, we are making the integration over the real line, so we are working with a 1-dimensional Fourier transform. Whereas, Hitzer and collaborators usually integrate in $\mathbb{R}^{2}$ and they sometimes consider two roots of the unit. They take into consideration a definition of quaternion Fourier transform where the signal lies between two exponential functions. Moreover, we have the possibility to have a kind of convolution theorem, see Remark (4.4.4). This type of result is harder to obtain in the theory developed by Hitzer and collaborators.

Definition 4.4.1. The left sided 1D quaternionic Fourier transform of a quaternion valued signal $\psi: \mathbb{R} \longrightarrow \mathbb{H}$ is defined on $L^{1}(\mathbb{R} ; d x)=L^{1}(\mathbb{R} ; \mathbb{H})$ by

$$
\mathcal{F}_{J}(\psi)(\omega)=\int_{\mathbb{R}} e^{-2 \pi J \omega t} \psi(t) d t
$$

for a given $J \in \mathbb{S}$. Its inverse is defined by

$$
\tilde{\mathcal{F}}_{J}(\phi)(t)=\int_{\mathbb{R}} e^{2 \pi J \omega t} \phi(\omega) d \omega .
$$

Let $I \in \mathbb{S}$ be such that $J \perp I$. We can split the signal $\psi$ via symplectic decomposition into simplex and perplex parts with respect to $J$ such that we have:

$$
\psi(t)=\psi_{1}(t)+\psi_{2}(t) I
$$

where $\psi_{1}(t), \psi_{2}(t) \in \mathbb{C}_{I}$. The left sided 1D QFT of $\psi$ becomes

$$
\mathcal{F}_{J}(\psi)(\omega)=\int_{\mathbb{R}} e^{-2 \pi J \omega t} \psi_{1}(t) d t+\int_{\mathbb{R}} e^{-2 \pi J \omega t} \psi_{2}(t) d t J
$$

so that

$$
\mathcal{F}_{J}(\psi)(\omega)=\mathcal{F}_{J}\left(\psi_{1}\right)(\omega)+\mathcal{F}_{J}\left(\psi_{2}\right)(\omega) J .
$$

According to [25], most of the properties may be inherited from the classical complex case thanks to the equivalence between $\mathbb{C}_{J}$ and the standard complex plane and the fact that QFT can be decomposed into a sum of complex subfield functions.

### 4.4. The 1D quaternion Fourier transform

Now, we define two fundamental operators for time-frequency analysis.

## Translation

$$
\tau_{x} \psi(t):=\psi(t-x) \quad x \in \mathbb{R}
$$

## Modulation

$$
M_{\omega} \psi(t)=e^{2 \pi J \omega t} \psi(t), \quad \omega \in \mathbb{R}
$$

As in the classical case we have a commutative relation between the two operators.

Lemma 4.4.2. Let $\psi$ be a function in $L^{2}(\mathbb{R}, \mathbb{H})$ then we have

$$
\begin{equation*}
\tau_{x} M_{\omega} \psi(t)=e^{-2 \pi J \omega x} M_{\omega} \tau_{x} \psi(t), \quad \omega, x \in \mathbb{R} \tag{4.11}
\end{equation*}
$$

Proof. It is just a matter of computations

$$
\begin{aligned}
\tau_{x} M_{\omega} \psi(t) & =M_{\omega} \psi(t-x)=e^{2 \pi J \omega(t-x)} \psi(t-x) \\
& =e^{2 \pi J \omega t} e^{-2 \pi J \omega x} \psi(t-x) \\
& =e^{-2 \pi J \omega x} e^{2 \pi J \omega t} \psi(t-x) \\
& =e^{-2 \pi J \omega x} M_{\omega} \tau_{x} \psi(t) .
\end{aligned}
$$

From [25, Table 3.2] we have the following properties

$$
\begin{align*}
& \mathcal{F}_{J}\left(\tau_{x} \psi\right)=M_{-x} \mathcal{F}_{J}(\psi),  \tag{4.12}\\
& \mathcal{F}_{J}\left(M_{\omega} \psi\right)=\tau_{\omega} \mathcal{F}_{J}(\psi) . \tag{4.13}
\end{align*}
$$

From (4.12) and (4.13) follow easily that

$$
\begin{equation*}
\mathcal{F}_{J}\left(M_{\omega} \tau_{x} \psi\right)=\tau_{\omega} M_{-x} \mathcal{F}_{J}(\psi) . \tag{4.14}
\end{equation*}
$$

Then, we prove a version of the Plancherel theorem for 1D QFT.
Theorem 4.4.3. Let $\phi, \psi \in L^{2}(\mathbb{R}, \mathbb{H})$. Then, we have

$$
\left\langle\mathcal{F}_{J}(\phi), \mathcal{F}_{J}(\psi)\right\rangle_{L^{2}(\mathbb{R}, \mathbb{H})}=\langle\phi, \psi\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} .
$$

In particular, for any $\phi \in L^{2}(\mathbb{R}, \mathbb{H})$ we have

$$
\left\|\mathcal{F}_{J}(\phi)\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}=\|\phi\|_{L^{2}(\mathbb{R}, \mathbb{H})} .
$$
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Proof. Let $\phi, \psi \in L^{2}(\mathbb{R}, \mathbb{H})$. By inversion formula for the 1D QFT, see [25], we have

$$
\phi(\omega)=\widetilde{\mathcal{F}}_{J}\left(\mathcal{F}_{J}(\phi)\right)(\omega), \forall \omega \in \mathbb{R} .
$$

Thus, direct computations using Fubini's theorem lead to

$$
\begin{aligned}
\langle\phi, \psi\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} & =\int_{\mathbb{R}} \overline{\psi(\omega)}\left(\int_{\mathbb{R}} e^{2 \pi I \omega t} \mathcal{F}_{J}(\phi)(t) d t\right) d \omega \\
& =\int_{\mathbb{R}}\left(\overline{\int_{\mathbb{R}}} e^{-2 \pi I \omega t} \psi(\omega) d \omega\right) \mathcal{F}_{J}(\phi)(t) d t \\
& =\int_{\mathbb{R}} \overline{\mathcal{F}_{J}(\psi)(t)} \mathcal{F}_{J}(\phi)(t) d t \\
& =\left\langle\mathcal{F}_{J}(\phi), \mathcal{F}_{J}(\psi)\right\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} .
\end{aligned}
$$

As a direct consequence, we have for any $\phi \in L^{2}(\mathbb{R}, \mathbb{H})$

$$
\begin{aligned}
\left\|\mathcal{F}_{J}(\phi)\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2} & =\left\langle\mathcal{F}_{J}(\phi), \mathcal{F}_{J}(\phi)\right\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} \\
& =\langle\phi, \phi\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} \\
& =\|\phi\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2} .
\end{aligned}
$$

The following remark may be of interest in some other contexts.
Remark 4.4.4. The formal convolution of two given signals $\phi, \psi: \mathbb{R} \longrightarrow$ $\mathbb{H}$ when it exists is defined by

$$
(\phi * \psi)(t):=\int_{\mathbb{R}} \phi(\tau) \psi(t-\tau) d \tau
$$

In particular, if the window function $\phi$ is real valued the 1 D QFT satisfies the classical property

$$
\mathcal{F}_{J}(\phi * \psi)=\mathcal{F}_{J}(\phi) \mathcal{F}_{J}(\psi) .
$$

### 4.5 Quaternion short time Fourier transform with a Gaussian window

The idea of the short-time Fourier transform is to obtain information about local properties of the signal $f$. In order to achieve this aim the signal $f$ is restricted to an interval and after its Fourier transform is evaluated. However, since a sharp cut-off can introduce artificial discontinuities and
can create problems, it is usually chosen a smooth cut-off function $\varphi$ called "window function".

The aim of this section is to propose a quaternionic analogue of the short-time Fourier transform in dimension one with a Gaussian window function $\varphi(t)=2^{1 / 4} e^{-\pi t^{2}}$. For this, we consider the following formula [92, Prop. 3.4.1]

$$
\begin{equation*}
V_{\varphi} f(x, \omega)=e^{-\pi i x \omega} \mathcal{B} f(\bar{z}) e^{\frac{-\pi|z|^{2}}{2}}, \tag{4.15}
\end{equation*}
$$

where the variables $(x, \omega) \in \mathbb{R}^{2}$ have been converted into a complex vector $z=x+i \omega$, and $\mathcal{B} f(z)$ is the complex version of the Segal-Bargmann transform according to [92]. Therefore, we want to extend (4.15) to the quaternionic setting. To this end, we use the quaternionic analogue of the Segal-Bargmann transform and the slicing representation of the quaternions $q=x+J \omega$, where $J \in \mathbb{S}$.

If the signal is complex we denote the short-time Fourier transform as $V_{\varphi}$, while if the signal is $\mathbb{H}$-valued we identify the short-time Fourier transform as $\mathcal{V}_{\varphi}$.

Definition 4.5.1. Let $f: \mathbb{R} \rightarrow \mathbb{H}$ be a function in $L^{2}(\mathbb{R}, \mathbb{H})$. We define the 1 D quaternion short time Fourier transform of $f$ with respect to $\varphi(t)=$ $2^{1 / 4} e^{-\pi t^{2}}$ as

$$
\begin{equation*}
\mathcal{V}_{\varphi} f(x, \omega)=e^{-J \pi x \omega} \mathcal{B}_{\mathbb{H}}^{S}(f)\left(\frac{\bar{q}}{\sqrt{2}}\right) e^{-\frac{|q|^{2} \pi}{2}}, \tag{4.16}
\end{equation*}
$$

where $q=x+J \omega$ and $\mathcal{B}_{\mathbb{H}}^{S}(f)(q)$ is the quaternionic Segal-Bargmann transform defined in (4.5).

Using (4.5) with $\nu=2 \pi$, we can write (4.16) in the following way

$$
\begin{equation*}
\mathcal{V}_{\varphi} f(x, \omega)=2^{\frac{3}{4}} \int_{\mathbb{R}} e^{-\pi\left(\frac{\bar{q}^{2}}{2}+t^{2}\right)+2 \pi \bar{q} t-J \pi x \omega-\frac{|q|^{2} \pi}{2}} f(t) d t \tag{4.17}
\end{equation*}
$$

From this formula we are able to put in relation the 1D quaternion shorttime Fourier transform and the 1D quaternion Fourier transform defined in section 3.

Lemma 4.5.2. Let $f$ be a function in $L^{2}(\mathbb{R}, \mathbb{H})$ and $\varphi(t)=2^{1 / 4} e^{-\pi t^{2}}$, recalling the $1 D$ quaternion Fourier transform we have

$$
\begin{equation*}
\mathcal{V}_{\varphi} f(x, \omega)=\sqrt{2} \mathcal{F}_{I}\left(f \cdot \tau_{x} \varphi\right)(\omega) \tag{4.18}
\end{equation*}
$$
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Proof. By putting $q=x+J \omega$ in (4.17) we have

$$
\begin{aligned}
\mathcal{V}_{\varphi} f(x, \omega)= & 2^{\frac{3}{4}} e^{-J \pi x \omega} e^{-\frac{x^{2} \pi}{2}} e^{-\frac{\omega^{2} \pi}{2}} \int_{\mathbb{R}} e^{-\pi t^{2}} e^{-\frac{\pi}{2}\left(x^{2}-\omega^{2}-2 x \omega J\right)} . \\
& \cdot e^{2 \pi(x-J \omega) t} f(t) d t \\
= & 2^{\frac{3}{4}} \int_{\mathbb{R}} e^{-\pi t^{2}-\pi x^{2}+2 \pi x t} e^{-2 \pi J \omega t} f(t) d t \\
= & \sqrt{2} \int_{\mathbb{R}} e^{-2 \pi J \omega t} f(t) 2^{\frac{1}{4}} e^{-\pi(t-x)^{2}} d t \\
= & \sqrt{2} \int_{\mathbb{R}} e^{-2 \pi J \omega t} f(t) \varphi(t-x) d t=\sqrt{2} \mathcal{F}_{I}\left(f \cdot \tau_{x} \varphi\right)(\omega) .
\end{aligned}
$$

Now, we prove a formula which relates the 1D quaternion Fourier transform and its signal through the 1D short-time Fourier transform.

Proposition 4.5.3. If $\varphi$ is a Gaussian function $\varphi(t)=2^{1 / 4} e^{-\pi t^{2}}$ and $f \in$ $L^{2}(\mathbb{R}, \mathbb{H})$ then

$$
\begin{equation*}
\mathcal{V}_{\varphi} f(x, \omega)=\sqrt{2} e^{-2 \pi J \omega x} \mathcal{V}_{\varphi} \mathcal{F}_{J}(f)(\omega,-x) . \tag{4.19}
\end{equation*}
$$

Proof. Recalling the definition of modulation and of inner product on $L^{2}(\mathbb{R}, \mathbb{H})$, by Lemma 4.5 .2 we have

$$
\begin{align*}
\mathcal{V}_{\varphi} f(x, \omega) & =\sqrt{2} \int_{\mathbb{R}} \overline{e^{2 \pi J \omega t} \varphi(t-x)} f(t) d t  \tag{4.20}\\
& =\sqrt{2} \int_{\mathbb{R}} \overline{M_{\omega} \tau_{x} \varphi(t)} f(t) d t=\sqrt{2}\left\langle f, M_{\omega} \tau_{x} \varphi\right\rangle .
\end{align*}
$$

Using the Plancherel theorem for the 1D quaternion Fourier transform, the property (4.14) and the fact that $\mathcal{F}_{J}(\varphi)=\varphi$ we have

$$
\begin{aligned}
\mathcal{V}_{\varphi} f(x, \omega) & =\sqrt{2}\left\langle\mathcal{F}_{J}(f), \mathcal{F}_{J}\left(M_{\omega} \tau_{x} \varphi\right)\right\rangle \\
& =\sqrt{2}\left\langle\mathcal{F}_{J}(f), \tau_{\omega} M_{-x} \mathcal{F}_{J}(\varphi)\right\rangle \\
& =\sqrt{2}\left\langle\mathcal{F}_{J}(f), \tau_{\omega} M_{-x} \varphi\right\rangle .
\end{aligned}
$$

Finally, from (4.11) and (4.20) we get
$\mathcal{V}_{\varphi} f(x, \omega)=\sqrt{2} e^{-2 \pi J \omega x}\left\langle\mathcal{F}_{J}(f), M_{-x} \tau_{\omega} \varphi\right\rangle=\sqrt{2} e^{-2 \pi J \omega x} \mathcal{V}_{\varphi} \mathcal{F}_{J}(f)(\omega,-x)$.

### 4.5.1 Moyal fromula

Now, we prove the Moyal formula and an isometric relation for the 1D quaternion short-time Fourier transform. This will be showed in two different ways. In the first one we use the properties of the quaternionic SegalBargmann transform, whereas in the second way we use Lemma 4.5.2 and some basic properties of 1D quaternion Fourier transform.

Proposition 4.5.4. For any $f \in L^{2}(\mathbb{R}, \mathbb{H})$

$$
\begin{equation*}
\left\|V_{\varphi} f\right\|_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}=\sqrt{2}\|f\|_{L^{2}(\mathbb{R}, \mathbb{H})} . \tag{4.21}
\end{equation*}
$$

Proof. We use the slicing representation of the quaternions $q=x+J \omega$ and formula (4.16) to get

$$
\begin{aligned}
\left\|\mathcal{V}_{\varphi} f\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2} & =\int_{\mathbb{R}^{2}}\left|\mathcal{V}_{\varphi} f(x, \omega)\right|^{2} d \omega d x \\
& =\int_{\mathbb{R}}\left|e^{-J \pi x \omega}\right|^{2}\left|\mathcal{B}_{\mathbb{H}}^{S}(f)\left(\frac{\bar{q}}{\sqrt{2}}\right)\right|^{2} e^{-|q|^{2} \pi} d \omega d x \\
& =\int_{\mathbb{R}}\left|\mathcal{B}_{\mathbb{H}}^{S}(f)\left(\frac{\bar{q}}{\sqrt{2}}\right)\right|^{2} e^{-|q|^{2} \pi} d \omega d x .
\end{aligned}
$$

Now, using the change of variable $p=\frac{\bar{q}}{\sqrt{2}}$ we have that $d A(p)=\frac{1}{2} d \omega d x$, hence by Theorem 4.2.6 we have

$$
\begin{aligned}
\left\|\mathcal{V}_{\varphi} f\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2} & =2 \int_{\mathbb{R}^{2}}\left|\mathcal{B}_{\mathbb{H}}^{S}(f)(p)\right|^{2} e^{-2 \pi|q|^{2}} d A(p) \\
& =2\left\|\mathcal{B}_{\mathbb{H}}^{S}(f)\right\|_{\mathcal{F}_{\text {Slice }}^{2,2 \pi}}^{2}=2\|f\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2} .
\end{aligned}
$$

Therefore

$$
\left\|\mathcal{V}_{\varphi} f\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}=\sqrt{2}\|f\|_{L^{2}(\mathbb{R}, \mathbb{H})} .
$$

Thus, the 1D quaternionic short-time Fourier transform is an isometry from $L^{2}(\mathbb{R}, \mathbb{H})$ into $L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)$.

Proposition 4.5.5 (Moyal formula). Let $f, g$ be functions in $L^{2}(\mathbb{R}, \mathbb{H})$. Then we have

$$
\begin{equation*}
\left\langle\mathcal{V}_{\varphi} f, \mathcal{V}_{\varphi} g\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}=2\langle f, g\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} . \tag{4.22}
\end{equation*}
$$
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Proof. From (4.16) we get

$$
\begin{aligned}
\left\langle\mathcal{V}_{\varphi} f, \mathcal{V}_{\varphi} g\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}= & \int_{\mathbb{R}^{2}} \overline{\mathcal{V}_{\varphi} g(x, \omega)} \mathcal{V}_{\varphi} f(x, \omega) d \omega d x \\
= & \int_{\mathbb{R}^{2}} \overline{e^{-J \pi x \omega} \mathcal{B}_{\mathbb{H}}^{S}(g)\left(\frac{\bar{q}}{\sqrt{2}}\right) e^{-\frac{|q|^{2} \pi}{2}} e^{-J \pi x \omega}} \\
& \cdot \mathcal{B}_{\mathbb{H}}^{S}(f)\left(\frac{\bar{q}}{\sqrt{2}}\right) e^{-\frac{|q|^{2} \pi}{2}} d \omega d x \\
= & \int_{\mathbb{R}^{2}} \overline{\mathcal{B}_{\mathbb{H}}^{S}(g)\left(\frac{\bar{q}}{\sqrt{2}}\right)} e^{J \pi x \omega} e^{-J \pi x \omega} . \\
& \cdot \mathcal{B}_{\mathbb{H}}^{S}(f)\left(\frac{\bar{q}}{\sqrt{2}}\right) e^{-|q|^{2} \pi} d \omega d x \\
= & \int_{\mathbb{R}^{2}} \overline{\mathcal{B}_{\mathbb{H}}^{S}(g)\left(\frac{\bar{q}}{\sqrt{2}}\right)} \mathcal{B}_{\mathbb{H}}^{S}(f)\left(\frac{\bar{q}}{\sqrt{2}}\right) e^{-|q|^{2} \pi} d \omega d x .
\end{aligned}
$$

Using the same change of variables as before $p=\frac{\bar{q}}{\sqrt{2}}$ and from (4.7) we obtain

$$
\begin{aligned}
&\left\langle\mathcal{V}_{\varphi} f, \mathcal{V}_{\varphi} g\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}=2 \int_{\mathbb{R}^{2}} \overline{\mathcal{B}_{\mathbb{H}}^{S}(g)(p)} \mathcal{B}_{\mathbb{H}}^{S}(f)(p) e^{-2|q|^{2} \pi} d \omega d x \\
&=2\left\langle\mathcal{B}_{\mathbb{H}}^{S}(f), \mathcal{B}_{\mathbb{H}}^{S}(g)\right\rangle_{\mathcal{F}_{\text {Slice }}^{2}(2 \pi}(\mathbb{H}) \\
&=2\langle f, g\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} .
\end{aligned}
$$

Remark 4.5.6. If we put $f=\frac{h_{k}^{2 \pi}(t)}{\left\|h_{k}^{2 \pi}(t)\right\|_{2}^{2}}$ by Lemma 4.2.4 we have

$$
\mathcal{V}_{\varphi} f(x, \omega)=e^{-J \pi x \omega} e^{-\frac{\pi}{2}|q|^{2}} \frac{2^{3 / 4}}{2^{k} k!} \bar{q}^{k}
$$

Remark 4.5.7. From (4.18) we can prove (4.22) in a different way. This proof may be of interest in some other contexts.

Let us assume $f, g \in L^{2}(\mathbb{R}, \mathbb{H})$ and recall $\varphi(t)=2^{1 / 4} e^{-\pi t^{2}}$, by Lemma 4.5 .2 and Plancherel theorem for the 1D quaternion Fourier transform we have

$$
\begin{aligned}
\left\langle\mathcal{V}_{\varphi} f, \mathcal{V}_{\varphi} g\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)} & =\int_{\mathbb{R}^{2}} \overline{\mathcal{V}_{\varphi} g(x, \omega)} \mathcal{V}_{\varphi} f(x, \omega) d \omega d x \\
& =2 \int_{\mathbb{R}^{2}} \overline{\mathcal{F}_{I}\left(g \cdot \tau_{x} \varphi\right)(\omega)} \mathcal{F}_{I}\left(f \cdot \tau_{x} \varphi\right)(\omega) d \omega d x \\
& =2 \int_{\mathbb{R}^{2}} \overline{(\omega) \cdot \tau_{x} \varphi(\omega)} f(\omega) \cdot \tau_{x} \varphi(\omega) d \omega d x .
\end{aligned}
$$

Now, by Fubini's theorem and the fact that $\|\varphi\|_{2}^{2}=1$ we get

$$
\begin{aligned}
\left\langle\mathcal{V}_{\varphi} f, \mathcal{V}_{\varphi} g\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)} & =2 \int_{\mathbb{R}}\left(\int_{\mathbb{R}} \overline{g(\omega) \cdot \tau_{x} \varphi(\omega)} f(\omega) \cdot \tau_{x} \varphi(\omega) d x\right) d \omega \\
& =2 \int_{\mathbb{R}}\left(\int_{\mathbb{R}} \overline{g(\omega)} f(\omega) \varphi^{2}(x-\omega) d x\right) d \omega \\
& =2 \int_{\mathbb{R}} \overline{g(\omega)} f(\omega)\left(\int_{\mathbb{R}} \varphi^{2}(x-\omega) d x\right) d \omega \\
& =2 \int_{\mathbb{R}} \overline{g(\omega)} f(\omega)\|\varphi\|_{2}^{2} d \omega=2 \int_{\mathbb{R}} \overline{g(\omega)} f(\omega) d \omega \\
& =2\langle f, g\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\left\langle\mathcal{V}_{\varphi} f, \mathcal{V}_{\varphi} g\right\rangle_{L^{2}\left(\mathbb{R}^{2} ; \mathbb{H}\right)}=2\langle f, g\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} . \tag{4.23}
\end{equation*}
$$

If we put $f=g$ in (4.23) we obtain (4.21).

### 4.5.2 Inversion formula and adjoint of QSTFT

The 1D QSTFT with Gaussian window $\varphi$ satisfies a reconstruction formula that we prove in the following.

Theorem 4.5.8. Let $f \in L^{2}(\mathbb{R}, \mathbb{H})$. Then, we have

$$
f(y)=2^{-\frac{1}{4}} \int_{\mathbb{R}^{2}} e^{2 \pi J \omega y} \mathcal{V}_{\varphi} f(x, \omega) e^{-\pi(y-x)^{2}} d x d \omega, \forall y \in \mathbb{R}
$$

Proof. For all $y \in \mathbb{R}$, we set

$$
g(y)=2^{-\frac{1}{4}} \int_{\mathbb{R}^{2}} e^{2 \pi J \omega y} \mathcal{V}_{\varphi} f(x, \omega) e^{-\pi(y-x)^{2}} d x d \omega
$$

Let $h \in L^{2}(\mathbb{R}, \mathbb{H})$. Fubini's theorem combined with Moyal formula for
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QSTFT leads to

$$
\begin{aligned}
\langle g, h\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} & =\int_{\mathbb{R}} \overline{h(y)} g(y) d y \\
& =2^{-\frac{1}{4}} \int_{\mathbb{R}^{3}} \overline{h(y)} e^{2 \pi J \omega y} \mathcal{V}_{\varphi} f(x, \omega) e^{-\pi(y-x)^{2}} d x d \omega d y \\
& =2^{-1} \sqrt{2} \int_{\mathbb{R}^{2}}\left(\int_{\mathbb{R}} e^{-2 \pi J \omega y} 2^{\frac{1}{4}} e^{-\pi(y-x)^{2}} h(y) d y\right) \mathcal{V}_{\varphi} f(x, \omega) d x d \omega \\
& =2^{-1} \int_{\mathbb{R}^{2}} \overline{\mathcal{V}_{\varphi} h(x, \omega)} \mathcal{V}_{\varphi} f(x, \omega) d x d \omega \\
& =2^{-1}\left\langle\mathcal{V}_{\varphi} f, \mathcal{V}_{\varphi} h\right\rangle_{L^{2}\left(\mathbb{R}^{2}\right)} \\
& =\langle f, h\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} .
\end{aligned}
$$

Hence, we have

$$
f(y)=g(y)=2^{-\frac{1}{4}} \int_{\mathbb{R}^{2}} e^{2 \pi J \omega y} \mathcal{V}_{\varphi} f(x, \omega) e^{-\pi(y-x)^{2}} d x d \omega .
$$

This ends the proof.

We note that the QSTFT admits a left side inverse that we can compute as follows

Theorem 4.5.9. Let $\varphi$ denote the Gaussian window $\varphi(t)=2^{1 / 4} e^{-\pi t^{2}}$ and let us consider the operator $\mathcal{A}_{\varphi}: L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right) \longrightarrow L^{2}(\mathbb{R}, \mathbb{H})$ defined for any $F \in L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)$ by

$$
\mathcal{A}_{\varphi}(F)(y)=2^{\frac{3}{4}} \int_{\mathbb{R}^{2}} e^{2 \pi J \omega y} F(x, \omega) e^{-\pi(y-x)^{2}} d x d \omega, \forall y \in \mathbb{R} .
$$

Then, $\mathcal{A}_{\varphi}$ is the adjoint of $\mathcal{V}_{\varphi}$. Moreover, the following identity holds

$$
\begin{equation*}
\mathcal{V}_{\varphi}^{*} \mathcal{V}_{\varphi}=2 I d . \tag{4.24}
\end{equation*}
$$

Proof. Let $F \in L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)$ and $h \in L^{2}(\mathbb{R}, \mathbb{H})$. We use some calculations
similar to the previous result and get

$$
\begin{aligned}
\left\langle\mathcal{A}_{\varphi}(F), h\right\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} & =\int_{\mathbb{R}} \overline{h(y)} \mathcal{A}_{\varphi}(F)(y) d y \\
& =2^{\frac{3}{4}} \int_{\mathbb{R}^{3}} \overline{h(y)} e^{2 \pi J \omega y} F(x, \omega) e^{-\pi(y-x)^{2}} d x d \omega d y \\
& =\int_{\mathbb{R}^{2}} \sqrt{2}\left(\int_{\mathbb{R}} e^{-2 \pi J \omega y} 2^{\frac{1}{4}} e^{-\pi(y-x)^{2}} h(y) d y\right) F(x, \omega) d x d \omega \\
& =\int_{\mathbb{R}^{2}} \overline{\mathcal{V}_{\varphi} h(x, \omega)} F(x, \omega) d x d \omega \\
& =\left\langle F, \mathcal{V}_{\varphi} h\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)} .
\end{aligned}
$$

In particular, this shows that

$$
\mathcal{A}(\varphi)(F)=\mathcal{V}_{\varphi}^{*}(F), \forall F \in L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right) .
$$

From reconstruction formula we obtain (4.24).

Remark 4.5.10. We note that the identity $\mathcal{V}_{\varphi}^{*} \mathcal{V}_{\varphi}=2 I d$ provides another proof for the fact that QSTFT is an isometric operator and the adjoint $\mathcal{V}_{\varphi}^{*}$ defines a left inverse.

### 4.5.3 The eigenfunctions of the 1D quaternion Fourier transform

Through the 1D QSTFT we can prove in another way that the eigenfunctions of the 1D quaternion Fourier transform are given by the Hermite functions.

Proposition 4.5.11. The Hermite functions $h_{k}^{2 \pi}(t)$ are eigenfunctions of the 1D quaternion Fourier transform :

$$
\mathcal{F}_{J}\left(h_{k}^{2 \pi}\right)(t)=2^{-1 / 2}(-I)^{k} h_{k}^{2 \pi}(t), \quad t \in \mathbb{R}
$$

Proof. By the first identity of Lemma 4.2.4 we have

$$
\begin{align*}
\mathcal{V}_{\varphi}\left(h_{k}^{2 \pi}\right)(x,-\omega) & =e^{J \pi x \omega} \mathcal{B}_{\mathbb{H}}^{S}\left(h_{k}^{2 \pi}\right)\left(\frac{q}{\sqrt{2}}\right) e^{-\frac{\pi|q|^{2}}{2}}  \tag{4.25}\\
& =e^{J \pi x \omega} 2^{1 / 4} 2^{k / 2}(2 \pi)^{k} 2^{-k / 2} q^{k} e^{-\frac{\pi|q|^{2}}{2}} \\
& =e^{J \pi x \omega} 2^{1 / 4}(2 \pi)^{k} q^{k} e^{-\frac{\pi|q|^{2}}{2}}
\end{align*}
$$
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Recalling that $q=x+J \omega$ and using (4.19) we obtain

$$
\begin{aligned}
\mathcal{V}_{\varphi} \mathcal{F}_{J}\left(h_{k}^{2 \pi}\right)(x,-\omega) & =2^{-1 / 2} e^{2 \pi J \omega x} \mathcal{V}_{\varphi} h_{k}^{2 \pi}(\omega, x) \\
& =2^{-1 / 2} e^{2 \pi J \omega x} e^{-J \pi \omega x} \mathcal{B}_{\mathbb{H}}^{S}\left(h_{k}^{2 \pi}\right)\left(\frac{\omega-I x}{\sqrt{2}}\right) e^{-\frac{|q|^{2} \pi}{2}} \\
& =2^{-1 / 2} e^{\pi J \omega x} \mathcal{B}_{\mathbb{H}}^{S}\left(h_{k}^{2 \pi}\right)\left(\frac{-I q}{\sqrt{2}}\right) e^{-\frac{|q|^{2} \pi}{2}} \\
& =2^{-1 / 2} e^{\pi J \omega x} 2^{1 / 4} 2^{k / 2}(2 \pi)^{k}(-I)^{k} 2^{-k / 2} q^{k} e^{-\frac{|q|^{2} \pi}{2}} \\
& =2^{-1 / 2}(-J)^{k} e^{J \pi \omega x} 2^{1 / 4}(2 \pi)^{k} q^{k} e^{-\frac{|q|^{2} \pi}{2}} .
\end{aligned}
$$

Combining with (4.25) we get

$$
\mathcal{V}_{\varphi} \mathcal{F}_{J}\left(h_{k}^{2 \pi}\right)(x,-\omega)=2^{-1 / 2}(-I)^{k} \mathcal{V}_{\varphi} h_{k}^{2 \pi}(x,-\omega) .
$$

From (4.24) we know that $\mathcal{V}_{\varphi}$ is injective, hence we have the thesis.

### 4.5.4 Reproducing kernel property

The inversion formula gives us the possibility to write the 1D QSTFT using the reproducing kernel associated to the quaternion Gabor space, introduced in [4], with a Gaussian window that is defined by

$$
\mathcal{G}_{\mathbb{H}}^{\varphi}:=\left\{\mathcal{V}_{\varphi} f, f \in L^{2}(\mathbb{R}, \mathbb{H})\right\} .
$$

Theorem 4.5.12. Let $f$ be in $L^{2}(\mathbb{R}, \mathbb{H})$ and $\varphi(t)=2^{1 / 4} e^{-\pi t^{2}}$. If

$$
\mathbb{K}_{\varphi}\left(\omega, x ; \omega^{\prime}, x^{\prime}\right)=\int_{\mathbb{R}} e^{-2 \pi J \omega^{\prime} t} \varphi\left(t-x^{\prime}\right) \overline{e^{-2 \pi J \omega t} \varphi(t-x)} d t,
$$

then $\mathbb{K}_{\varphi}\left(\omega, x ; \omega^{\prime}, x^{\prime}\right)$ is the reproducing kernel of the space $\mathcal{G}_{\mathbb{H}}^{\varphi}$, i.e.

$$
\mathcal{V}_{\varphi} f\left(x^{\prime}, \omega^{\prime}\right)=\int_{\mathbb{R}^{2}} \mathbb{K}_{\varphi}\left(\omega, x ; \omega^{\prime}, x^{\prime}\right) \mathcal{V}_{\varphi} f(x, \omega) d x d \omega
$$

### 4.5. Quaternion short time Fourier transform with a Gaussian window

Proof. By Lemma 4.5.2 and the reconstruction formula we have

$$
\begin{aligned}
\mathcal{V}_{\varphi} f\left(x^{\prime}, \omega^{\prime}\right)= & 2^{3 / 4} \int_{\mathbb{R}} e^{-2 \pi J \omega^{\prime} t} f(t) e^{-\pi\left(t-x^{\prime}\right)^{2}} d t \\
= & 2^{3 / 4} \int_{\mathbb{R}} e^{-2 \pi J \omega^{\prime} t} e^{-\pi\left(t-x^{\prime}\right)^{2}} 2^{-\frac{1}{4}} \\
& \cdot\left(\int_{\mathbb{R}^{2}} e^{2 \pi J \omega t} e^{-\pi(t-x)^{2}} \mathcal{V}_{\varphi} f(x, \omega) d x d \omega\right) d t \\
= & \sqrt{2} \int_{\mathbb{R}^{3}} e^{-2 \pi I\left(\omega^{\prime}-\omega\right) t} e^{-\pi\left(t-x^{\prime}\right)^{2}} e^{-\pi(t-x)^{2}} . \\
& \cdot \mathcal{V}_{\varphi} f(x, \omega) d x d \omega d t .
\end{aligned}
$$

Using Fubini's theorem we have

$$
\begin{aligned}
\mathcal{V}_{\varphi} f\left(x^{\prime}, \omega^{\prime}\right)= & \sqrt{2} \int_{\mathbb{R}^{2}}\left(\int_{\mathbb{R}} e^{-2 \pi J\left(\omega^{\prime}-\omega\right) t} e^{-\pi\left(t-x^{\prime}\right)^{2}} e^{-\pi(t-x)^{2}} d t\right) \\
& \cdot \mathcal{V}_{\varphi} f(x, \omega) d x d \omega \\
= & \int_{\mathbb{R}^{2}}\left(\int_{\mathbb{R}} e^{-2 \pi J \omega^{\prime} t} 2^{1 / 4} e^{-\pi\left(t-x^{\prime}\right)^{2}} \overline{2^{1 / 4}} e^{-2 \pi J \omega t} e^{-\pi(t-x)^{2}} d t\right) . \\
& \cdot \mathcal{V}_{\varphi} f(x, \omega) d x d \omega \\
= & \int_{\mathbb{R}^{2}}\left(\int_{\mathbb{R}} e^{-2 \pi J \omega^{\prime} t} \varphi\left(t-x^{\prime}\right) \overline{e^{-2 \pi J \omega t} \varphi(t-x)} d t\right) . \\
& \cdot \mathcal{V}_{\varphi} f(x, \omega) d x d \omega \\
= & \int_{\mathbb{R}^{2}} \mathbb{K}_{\varphi}\left(\omega, x ; \omega^{\prime}, x^{\prime}\right) \mathcal{V}_{\varphi} f(x, \omega) d x d \omega .
\end{aligned}
$$

### 4.5.5 Lieb's uncertainty principle for QSTFT

The QSTFT follows the Lieb's uncertainty principle as the classical complex case. Indeed, we first study the weak uncertainty principle which is the subject of this result

Theorem 4.5.13 (Weak uncertainty principle). Let $f \in L^{2}(\mathbb{R}, \mathbb{H})$ be a unit vector (i.e $\|f\|=1$ ), $U$ an open set of $\mathbb{R}^{2}$ and $\varepsilon \geq 0$ such that

$$
\int_{U}\left|\mathcal{V}_{\varphi} f(x, \omega)\right|^{2} d x d \omega \geq 1-\varepsilon
$$

Then, we have

$$
|U| \geq \frac{1-\varepsilon}{2}
$$
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where $|U|$ denotes the Lebesgue measure of $U$.
Proof. We note that using Definition of QSTFT and Proposition 4.2.3 we obtain

$$
\begin{aligned}
\left|\mathcal{V}_{\varphi} f(x, \omega)\right| & =\left|\mathcal{B}_{\mathbb{H}}^{S} f(\bar{q} / \sqrt{2})\right| e^{-\frac{|q|^{2}}{2} \pi} \\
& =\left|\mathcal{B}_{\mathbb{H}}^{S} f(p)\right| e^{-\pi|p|^{2}} ; p=\bar{q} / \sqrt{2} \\
& \leq \sqrt{2}| | f \|_{L^{2}(\mathbb{R})} .
\end{aligned}
$$

Thus, by hypothesis we get

$$
1-\varepsilon \leq \int_{U}\left|\mathcal{V}_{\varphi} f(x, \omega)\right|^{2} d x d \omega \leq\left\|\mathcal{V}_{\varphi} f\right\|_{\infty}^{2}|U| \leq 2|U| .
$$

Hence, we have

$$
|U| \geq \frac{1-\varepsilon}{2}
$$

Theorem 4.5.14 (Lieb's inequality). Let $f \in L^{2}(\mathbb{R}, \mathbb{H})$ and $2 \leq p<\infty$. Then, we have

$$
\int_{\mathbb{R}^{2}}\left|\mathcal{V}_{\varphi} f(x, \omega)\right|^{p} d x d \omega \leq \frac{2^{p+1}}{p}\|f\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{p}
$$

Proof. Let $I, J \in \mathbb{S}$ be such that $I$ is orthogonal to $J$. Then, for $f \in$ $L^{2}(\mathbb{R}, \mathbb{H})$, there exist $f_{1}, f_{2} \in L^{2}\left(\mathbb{R}, \mathbb{C}_{I}\right)$ such that

$$
f(t)=f_{1}(t)+f_{2}(t) I, \forall t \in \mathbb{R}
$$

and for which the classical Lieb's inequality [110] holds , i.e:

$$
\int_{\mathbb{R}^{2}}\left|V_{\varphi} f_{l}(x, \omega)\right|^{p} d x d \omega \leq \frac{2}{p}\left\|f_{l}\right\|_{L^{2}\left(\mathbb{R}, \mathbb{C}_{I}\right)}^{p} ; l=1,2 .
$$

In particular, by definition of QSTFT we have

$$
\mathcal{V}_{\varphi} f(x, \omega)=V_{\varphi} f_{1}(x, \omega)+V_{\varphi} f_{2}(x, \omega) I, \forall(x, \omega) \in \mathbb{R}^{2} .
$$

Thus,

$$
\begin{aligned}
\left|\mathcal{V}_{\varphi} f(x, \omega)\right|^{p} & \leq\left(\left|V_{\varphi} f_{1}(x, \omega)\right|+\left|V_{\varphi} f_{2}(x, \omega)\right|\right)^{p} \\
& \leq 2^{p-1}\left(\left|V_{\varphi} f_{1}(x, \omega)\right|^{p}+\left|V_{\varphi} f_{2}(x, \omega)\right|^{p}\right) .
\end{aligned}
$$

We use the classical Lieb's inequality on each component combined with the fact that $\left\|f_{l}\right\|_{p} \leq\|f\|_{p}$ for $l=1,2$ and get

$$
\begin{aligned}
\int_{\mathbb{R}^{2}}\left|\mathcal{V}_{\varphi} f(x, \omega)\right|^{p} d x d \omega & \leq \frac{2^{p}}{p}\left(\left\|f_{1}\right\|_{L^{2}(\mathbb{R})}^{p}+\left\|f_{2}\right\|_{L^{2}(\mathbb{R})}^{p}\right) \\
& \leq \frac{2^{p+1}}{p}\|f\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{p} .
\end{aligned}
$$

This ends the proof.
The next result improves the weak uncertainty principle in the sense that it gives a best sharper estimate for $|U|$.

Theorem 4.5.15. Let $f \in L^{2}(\mathbb{R}, \mathbb{H})$ be a unit vector, $U$ an open set of $\mathbb{R}^{2}$ and $\varepsilon \geq 0$ such that

$$
\int_{U}\left|\mathcal{V}_{\varphi} f(x, \omega)\right|^{2} d x d \omega \geq 1-\varepsilon
$$

Then, we have

$$
|U| \geq c_{p}(1-\varepsilon)^{\frac{p}{p-2}},
$$

where $|U|$ denotes the Lebesgue measure of $U$ and $c_{p}=\left(\frac{2^{p+1}}{p}\right)^{-\frac{2}{p-2}}$.
Proof. Let $f \in L^{2}(\mathbb{R}, \mathbb{H})$ be such that $\|f\|_{L^{2}(\mathbb{R}, \mathbb{H})}=1$. We first apply Holder inequality with exponents $q=\frac{p}{2}$ and $q^{\prime}=\frac{p}{p-2}$. Then, using Lieb's inequality for QSTFT we get

$$
\begin{aligned}
\int_{U}\left|\mathcal{V}_{\varphi} f(x, \omega)\right|^{2} d x d \omega & =\int_{\mathbb{R}^{2}}\left|\mathcal{V}_{\varphi} f(x, \omega)\right|^{2} \chi_{U}(x, \omega) d x d \omega \\
& \leq\left(\int_{\mathbb{R}^{2}}\left|\mathcal{V}_{\varphi} f(x, \omega)\right|^{p} d x d \omega\right)^{\frac{2}{p}}|U|^{\frac{p-2}{p}} \\
& \leq\left(\frac{2^{p+1}}{p}\right)^{\frac{2}{p}}|U|^{\frac{p-2}{p}}
\end{aligned}
$$

Hence, by hypothesis we obtain

$$
|U| \geq c_{p}(1-\varepsilon)^{\frac{p}{p-2}}
$$

where $c_{p}=\left(\frac{2^{p+1}}{p}\right)^{-\frac{2}{p-2}}$.
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# On the polyanalytic short-time Fourier transform in the quaternionic setting 

### 5.1 Motivation

In this chapter we build a short-time Fourier transform for more generic window functions: the weighted Hermite functions, which are defined as follows

$$
\begin{equation*}
\psi_{n}^{\nu}(x):=\frac{(-1)^{n} e^{\frac{\nu}{2} x^{2}} \frac{d^{n}}{d x^{n}}\left(e^{-\nu x^{2}}\right)}{2^{n / 2} \nu^{n / 2}(n!)^{1 / 2} \pi^{1 / 4} \nu^{-1 / 4}} \tag{5.1}
\end{equation*}
$$

In our case we will consider the parameter $\nu=2 \pi$. We note that for $n=0$ we have $\psi_{0}(t)=2^{1 / 4} e^{-\pi t^{2}}$, which is exactly the window function that we have took into accaount in the previous chapther. Therefore, this chapther can be considered a generalization of the previous one.
The study of the QSTFT with respect to the weighted Hermite functions as windows is related to the theory of slice polyanalytic functions of a quaternionic variable. Recently, this topic has been intensively investigated, see [6, 7, 16-18]. We will recall some basic notions in the next section. The
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main idea of the results of this chapter is to fix the following property

$$
\begin{equation*}
V_{\psi_{n}} \varphi(x, \omega)=e^{-\pi i x \omega} \mathcal{G}^{n+1} \varphi(\bar{z}) e^{-\frac{\pi|z|^{2}}{2}}, \tag{5.2}
\end{equation*}
$$

where $V_{\psi_{n}}$ is the complex short-time Fourier transform with respect to the weighted Hermite functions $\psi_{n}$ (see [2, Prop.1]) and $G^{n+1} \varphi$ denotes the complex true polyanalytic Segal-Bargmann transform. We extend (5.2) in the quaternionic setting. To reach this aim we need the slice version of the quaternions.
It is possible to introduce a short-time Fourier transform of a vector-valued function $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right)$

$$
\mathbf{V}_{\vec{\psi}} \vec{\varphi}(x, \omega)=e^{-\pi i x \omega} \mathbf{G} \vec{\varphi}(\bar{z}) e^{-\frac{\pi|z|^{2}}{2}},
$$

where $\mathbf{V}_{\vec{\psi}} \vec{\varphi}$ denotes the complex short-time Fourier transform with respect to the vector-valued window $\vec{\psi}=\left(\psi_{0}, \ldots, \psi_{n}\right)$ (see [4, Formula 20]), and $\mathbf{G} \vec{\varphi}$ is the complex polyanalytic Bargmann transform (full-poly Bargmann). Also in this case we extend the formula to the quaternions.
Based on the properties of the true quaternionic polyanalytic Bargmann transform and the full-poly one (see also [24]) we prove the main results of the QSTFT.

### 5.2 Preliminaries on slice polyanalytic functions

In this section we recall briefly the main notations and concepts of the theory of slice polyanalytic functions. This extends to higher order the theory of slice hyperholomoprhic functions summarized in chapter 2.

Example The function $F(q)=1-\bar{q} q e_{2}$, for $q=x+J y \in \mathbb{H}$ is not slice hyperholomorphic, indeed

$$
\left(\frac{\partial}{\partial x}+J \frac{\partial}{\partial y}\right) F(q)=-(x+J y) e_{2}, \quad \forall J \in \mathbb{S}
$$

However,

$$
\left(\frac{\partial}{\partial x}+J \frac{\partial}{\partial y}\right)^{2} F(q)=0, \quad \forall J \in \mathbb{S} .
$$

Then we say that the function $F$ is slice polyanalytic of order 2 on $\mathbb{H}$.
Definition 5.2.1 (Slice polyanalytic functions). Let $n \in \mathbb{N}$ and denote by $\mathcal{C}^{n}(U)$ the set of continuously differentiable functions with all their derivatives up to order $n$ on an axially symmetric open set $U \subseteq \mathbb{H}$. We set
$\mathcal{U}:=\left\{(x, y) \in \mathbb{R}^{2}: x+J y \subset U\right\}$. A function $f: U \rightarrow \mathbb{H}$ is called left slice function, if it is of the form

$$
f(q)=\alpha(x, y)+J \beta(x, y) \quad \text { for } \quad q=x+J y \in U
$$

with the two functions $\alpha, \beta: \mathcal{U} \rightarrow \mathbb{H}$ that satisfy the compatibility conditions $\alpha(x,-y)=\alpha(x, y), \beta(x,-y)=-\beta(x, y)$. If in addition $\alpha$ and $\beta$ are in $\mathcal{C}^{n}(U)$ and satisfy the poly Cauchy-Riemann equations of order $n \in \mathbb{N}$

$$
\begin{equation*}
\frac{1}{2^{n}}\left(\partial_{x}+J \partial_{y}\right)^{n}(\alpha(x, y)+J \beta(x, y))=0, \quad \text { for all } J \in \mathbb{S}, \tag{5.3}
\end{equation*}
$$

Then the function $f$ is called left slice polyanalytic function of order $M \in$ $\mathbb{N}$. The set of such kind of functions will be denoted by $\mathcal{S P}_{n}(\mathbb{H})$.

The definition is easily adapted in the case of right slice polyanalytic functions. Moreover, if we consider $n=1$ in the previous definition we get the set of slice hyperholomorphic functions.

Now, we list a series of basic results about slice polyanalytic functions, see [16, 17], that will be useful in the sequel.
Theorem 5.2.2 (Representation formula). Let $f$ be a slice polyanalytic function of order $n+1$ defined on an axially symmetric slice domain $\Omega \subset \mathbb{H}$. Let $I \in \mathbb{S}$, then for any $q=x+J y \in \Omega$ the following equality holds

$$
f(q)=\frac{1-J I}{2} f(x+I y)+\frac{1+J I}{2} f(x-I y) .
$$

Lemma 5.2.3 (Splitting Lemma). Let $f$ be a slice polyanalytic function of order $n$ on a domain $\Omega \subseteq \mathbb{H}$. Then, for any imaginary units $I$ and $J$ with $I \perp J$ there exist $F, G: \Omega_{J} \longrightarrow \mathbb{C}_{J}$ polyanalytic functions of order $n$ such that for all $z=x+J y \in \Omega_{J}$, we have

$$
f_{J}(z)=F(z)+G(z) I
$$

Remark 5.2.4. For $n=1$ in Lemma 5.2.3 we obtain the classic Splitting Lemma (see [87, Lemma 1.3]).
Proposition 5.2.5. (Poly-decomposition) A function $f: \Omega \rightarrow \mathbb{H}$ defined on an axially symmetric slice domain is slice polyanalytic of order $n$ if and only if there exist unique slice regular functions $f_{0}, \ldots, f_{n-1}$ on $\Omega$ such that we have the following decomposition

$$
f(q):=\sum_{k=0}^{n-1} \bar{q}^{k} f_{k}(q) ; \quad \forall q \in \Omega
$$
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Proposition 5.2.6. (Identity Principle) Let $f$ and $g$ be two slice polyanalytic functions of order $n$ on a slice domain $\Omega \subset \mathbb{H}$. If, for some $J \in \mathbb{S}, f$ and $g$ coincide on $U$ a subdomain of $\Omega_{J}$, then $f \equiv g$ everywhere in $\Omega$.

Remark 5.2.7. For $n=1$ we obtain the classical Identity Principle.
The Leibniz rule will be useful for our calculations in the next section. The proof is based on direct computations using the definition of slice derivative, see (3.1.10).

Proposition 5.2.8. Let $f: \mathbb{H} \rightarrow \mathbb{H}$ be an intrinsic function and $g: \mathbb{H} \rightarrow \mathbb{H}$ be a slice regular function. Then, we have

$$
\begin{equation*}
\partial_{s}(f g)=f\left(\partial_{s} g\right)+\left(\partial_{s} f\right) g . \tag{5.4}
\end{equation*}
$$

It is possible to generalize the previous result by applying more time the slice derivatives

Proposition 5.2.9. Let $f: \mathbb{H} \rightarrow \mathbb{H}$ be an intrinsic function and $g: \mathbb{H} \rightarrow \mathbb{H}$ be a slice regular function. Then, for any $k \in \mathbb{N}$, we have

$$
\begin{equation*}
\partial_{s}^{k}(f g)=\sum_{m=0}^{k}\binom{k}{m}\left(\partial_{s}^{m} f\right)\left(\partial_{s}^{k-m} g\right) \tag{5.5}
\end{equation*}
$$

In [17] the authors introduced the quaternionic polyanalytic Fock space defined for a given $J \in \mathbb{S}$ and $n \geq 1$ to be

$$
\begin{equation*}
\widetilde{\mathcal{F}}_{J}^{n+1}(\mathbb{H}):=\left\{f \in \mathcal{S} \mathcal{P}_{n+1}(\mathbb{H}): \int_{\mathbb{C}_{J}}\left|f_{J}(q)\right|^{2} e^{-2 \pi|q|^{2}} d \lambda_{J}(q)<\infty\right\}, \tag{5.6}
\end{equation*}
$$

where $d \lambda_{J}(q)$ is the Lebesgue measure on the slice $\mathbb{C}_{J}$. It is given by $d \lambda_{J}(q)=d x d y$ for $q=x+J y$. Moreover, the space is endowed with the following inner product

$$
\langle f, g\rangle_{\widetilde{\mathcal{F}}_{J}^{n+1}(\mathbb{H})}=\int_{\mathbb{C}_{J}} \overline{g_{J}(q)} f_{J}(q) e^{-2 \pi|q|^{2}} d \lambda_{J}(q) .
$$

In [17, Prop. 4.1] and [17, Prop. 4.2] it is showed that the polyanalytic Fock space is a quaternionic reproducing kernel Hilbert space which does not depend on the choice of $J \in \mathbb{S}$. Thus, from now we will denote the quaternionic polyanalytic Fock space by $\widetilde{\mathcal{F}}_{\text {Slice }}^{n+1}(\mathbb{H})$.
Now, we give the definition of the quaternionic true polyanalytic Fock space.

Definition 5.2.10. Let $I \in \mathbb{S}$. A slice function $f: \mathbb{H} \rightarrow \mathbb{H}$ belongs to the quaternionic true polyanalytic Fock space $\mathcal{F}_{T}^{n}(\mathbb{H})$, if and only if
i) $\int_{\mathbb{C}_{J}}\left|f_{J}(q)\right|^{2} e^{-2 \pi|q|^{2}} d \lambda_{J}(q)<\infty$.
ii) There exists a slice regular function $H$ such that

$$
f(q)=(-1)^{n} \sqrt{\frac{1}{(2 \pi)^{n} n!}} e^{2 \pi|q|^{2}} \partial_{s}^{n}\left(e^{-2 \pi|q|^{2}} H(q)\right) .
$$

Remark 5.2.11. By using similar arguments used in [17, Prop. 4.2] and [15, 17, 76] one can show that the Definition 5.2.10 do not depend on the choice of $J \in \mathbb{S}$.

We observe that for $n=0$ the two different Fock spaces are the same.

### 5.3 Polyanalytic Bargmann transform

In this section we show the relation between the quaternionic Fock space and the quaternionic true polyanalytic Fock space for very $n \geq 0$. In order to prove this we show two preliminary results.

Lemma 5.3.1. Let $k \geq 1$. Then, for all $q \in \mathbb{H}$ we have

$$
\begin{equation*}
\partial_{s}^{k} e^{-2 \pi|q|^{2}}=(-2 \pi)^{k} \bar{q}^{k} e^{-2 \pi|q|^{2}} . \tag{5.7}
\end{equation*}
$$

Proof. We prove the formula by induction. Let us start with $k=1$, we observe that

$$
e^{-2 \pi|q|^{2}}=e^{-2 \pi q \bar{q}}=\sum_{n=0}^{\infty} \frac{(-2 \pi)^{n}}{n!} q^{n} \bar{q}^{n} .
$$

Now, we evaluate the slice derivative and get

$$
\begin{aligned}
\partial_{s} e^{-2 \pi|q|^{2}} & =\sum_{n=1}^{\infty} \frac{(-2 \pi)^{n}}{n!} n q^{n-1} \bar{q}^{n} \\
& =\sum_{h=0}^{\infty} \frac{(-2 \pi)^{h+1}}{(h+1)!}(h+1) q^{h} \bar{q}^{h+1} \\
& =-2 \pi\left(\sum_{h=0}^{\infty} \frac{(-2 \pi)^{h}}{h!} q^{h} \bar{q}^{h}\right) \bar{q} \\
& =-2 \pi e^{-2 \pi|q|^{2}} \bar{q} .
\end{aligned}
$$
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Let us assume that the formula holds for $k$. We have to prove that it holds for $k+1$

$$
\begin{aligned}
\partial_{s}^{k+1} e^{-2 \pi|q|^{2}} & =\partial_{s}\left(\partial_{s}^{k} e^{-2 \pi|q|^{2}}\right) \\
& =(-2 \pi)^{k} \bar{q}^{k} \partial_{s} e^{-2 \pi|q|^{2}} \\
& =(-2 \pi)^{k+1} \bar{q}^{k+1} e^{-2 \pi|q|^{2}} .
\end{aligned}
$$

Remark 5.3.2. We use similar arguments to justify that for any $k \geq 1$, we have

$$
\begin{equation*}
{\overline{\partial_{J}}}^{k} e^{-2 \pi|q|^{2}}=(-2 \pi)^{k} q^{k} e^{-2 \pi|q|^{2}} . \tag{5.8}
\end{equation*}
$$

Proposition 5.3.3. Let $g$ be a slice regular function on $\mathbb{H}$. We consider the following function

$$
u(q)=\sum_{k=0}^{n}(-1)^{k} \sqrt{\frac{1}{(2 \pi)^{k} k!}} e^{2 \pi|q|^{2}} \partial_{s}^{k}\left(e^{-2 \pi|q|^{2}} g(q)\right) .
$$

Then $u$ is a slice polyanalytic function of order $n+1$ on $\mathbb{H}$.
Proof. By the generalized Leibniz formula (5.5) we have

$$
\begin{align*}
u(q) & =\sum_{k=0}^{n}(-1)^{k} \sqrt{\frac{1}{(2 \pi)^{k} k!}} e^{2 \pi|q|^{2}} \partial_{s}^{k}\left(e^{-2 \pi|q|^{2}} g(q)\right) \\
& =\sum_{k=0}^{n}(-1)^{k} \sqrt{\frac{1}{(2 \pi)^{k} k!}} e^{2 \pi|q|^{2}} \sum_{m=0}^{k}\binom{k}{m} \partial_{s}^{m} e^{-2 \pi|q|^{2}} \partial_{s}^{k-m} g(q) \\
& :=\sum_{k=0}^{n} c_{k} \underline{g}_{k}(q), \tag{5.9}
\end{align*}
$$

where $c_{k}:=(-1)^{k} \sqrt{\frac{1}{(2 \pi)^{k} k!}}$ and $\underline{g}_{k}(q):=e^{2 \pi|q|^{2}} \sum_{m=0}^{k}\binom{k}{m} \partial_{s}^{m} e^{-2 \pi|q|^{2}} \partial_{s}^{k-m} g(q)$. By Lemma 5.3.1 we get

$$
\begin{aligned}
\underline{g}_{k}(q) & =e^{2 \pi|q|^{2}} \sum_{m=0}^{k}\binom{k}{m}(-2 \pi)^{m} \bar{q}^{m} e^{-2 \pi|q|^{2}} \partial_{s}^{k-m} g(q) \\
& =\sum_{m=0}^{k}\binom{k}{m}(-2 \pi)^{m} \bar{q}^{m} \partial_{s}^{k-m} g(q) \\
& :=\sum_{m=0}^{k} \bar{q}^{m} \beta_{m}(q),
\end{aligned}
$$

where $\beta_{m}(q)=\binom{k}{m}(-2 \pi)^{m} \partial_{s}^{k-m} g(q)$.
Since $g$ is a slice regular function and the iteration of slice derivatives is slice regular too, we get that $\beta_{m}$ is slice regular. This implies by Proposition 5.2 .5 that $\underline{g}_{k}$ is a slice polyanalytic function of order $k+1$. Finally by (5.9) we get that $u$ is a slice polyanalytic function of order $n+1$.

For our future purpose we recall the so-called quaternionic Hermite polynomials (for more details see [80, 132]).

$$
\begin{equation*}
H_{m, p}^{2 \pi}(q, \bar{q}):=(-1)^{m+p} e^{2 \pi|q|^{2}} \partial_{s}^{p}{\overline{\partial_{J}}}^{m} e^{-2 \pi|q|^{2}}, \quad m, p \in \mathbb{N} . \tag{5.10}
\end{equation*}
$$

Remark 5.3.4. Using Remark 5.3 .2 it is possible to write the quaternionic Hermite polynomials in another way:

$$
\begin{aligned}
H_{m, p}^{2 \pi}(q, \bar{q}) & =(-1)^{m+p} e^{2 \pi|q|^{2}} \partial_{s}^{p}\left[(-2 \pi)^{m} q^{m} e^{-2 \pi|q|^{2}}\right] \\
& =(-1)^{m+p} e^{\left.2 \pi|q|\right|^{2}}(-2 \pi)^{m} \partial_{s}^{p}\left(q^{m} e^{-2 \pi|q|^{2}}\right) \\
& =(2 \pi)^{m}(-1)^{p} e^{2 \pi|q|^{2}} \partial_{s}^{p}\left(q^{m} e^{-2 \pi|q|^{2}}\right)
\end{aligned}
$$

Therefore

$$
\begin{equation*}
H_{m, p}^{2 \pi}(q, \bar{q})=(2 \pi)^{m}(-1)^{p} e^{2 \pi|q|^{2}} \partial_{s}^{p}\left(q^{m} e^{-2 \pi|q|^{2}}\right) . \tag{5.11}
\end{equation*}
$$

The following orthogonality relation holds for the quaternionic Hermite polynomials (for the proof see the Appendix A (Thm. 14.0.2p)

$$
\begin{equation*}
\int_{\mathbb{C}_{J}} \overline{H_{m, p}^{2 \pi}(q, \bar{q})} H_{m^{\prime}, p^{\prime}}^{2 \pi}(q, \bar{q}) e^{-2 \pi|q|^{2}} d \lambda_{J}(q)=\frac{m!p!(2 \pi)^{p+m}}{2} \delta_{m, m^{\prime}} \delta_{p, p^{\prime}} . \tag{5.12}
\end{equation*}
$$

In the next result we will show that two different quaternionic true polyanalytic Fock spaces are orthogonal to each other.
Lemma 5.3.5. Let $f \in \mathcal{F}_{T}^{j}(\mathbb{H})$ and $g \in \mathcal{F}_{T}^{m}(\mathbb{H})$ with $j \neq m$. Then we have

$$
\langle f, g\rangle_{\tilde{\mathcal{F}}_{\text {Sicece }}^{n+(\mathbb{H})}}=0 .
$$

Proof. By Definition 5.2.10 there exist two slice regular functions $H$ and $L$ such that

$$
f(q)=(-1)^{j} \sqrt{\frac{1}{(2 \pi)^{j} j!}} e^{2 \pi|q|^{2}} \partial_{s}^{j}\left(e^{-2 \pi|q|^{2}} H(q)\right)
$$

and

$$
g(q)=(-1)^{m} \sqrt{\frac{1}{(2 \pi)^{m} m!}} e^{2 \pi|q|^{2}} \partial_{s}^{m}\left(e^{-2 \pi|q|^{2}} L(q)\right)
$$

Chapter 5. On the polyanalytic short-time Fourier transform in the quaternionic setting
Thus, we can use the series expansion theorem for slice regular functions to write

$$
H(q)=\sum_{k=0}^{\infty} q^{k} \alpha_{k} \quad \text { and } \quad L(q)=\sum_{p=0}^{\infty} q^{p} \beta_{p}, \quad\left\{\alpha_{k}\right\}_{k \geq 0},\left\{\beta_{p}\right\}_{p \geq 0} \subset \mathbb{H} .
$$

Therefore, using the quaternionic Hermite polynomials and developing a bit the calculations we easily get that

$$
f(q)=\sqrt{\frac{1}{(2 \pi)^{j} j!}} \sum_{k=0}^{\infty} \frac{H_{k, j}^{2 \pi}(q, \bar{q})}{(2 \pi)^{k}} \alpha_{k}
$$

and

$$
g(q)=\sqrt{\frac{1}{(2 \pi)^{m} m!}} \sum_{p=0}^{\infty} \frac{H_{p, m}^{2 \pi}(q, \bar{q})}{(2 \pi)^{p}} \beta_{p} .
$$

Hence, using the orthogonality of the quaternionic Hermite polynomials (5.12) combined with the condition $j \neq m$ we obtain

$$
\begin{aligned}
\langle f, g\rangle_{\tilde{\mathcal{F}}_{\text {Slice }}^{n+\mathbb{H}}(\mathbb{H})}= & \int_{\mathbb{C}_{J}} \overline{g(q)} f(q) e^{-2 \pi|q|^{2}} d \lambda_{J}(q) \\
= & \sqrt{\frac{1}{(2 \pi)^{j} j!}} \sqrt{\frac{1}{(2 \pi)^{m} m!}} \sum_{k, p=0}^{\infty} \frac{\overline{\beta_{k}}}{(2 \pi)^{k+p}} \\
& \cdot \int_{\mathbb{C}_{J}}\left(\overline{H_{p, m}^{2 \pi}(q, \bar{q})} H_{k, j}^{2 \pi}(q, \bar{q}) e^{-2 \pi|q|^{2}} d \lambda_{J}(q)\right) \alpha_{p} \\
= & 0 .
\end{aligned}
$$

Now, we are ready to prove the relation between the quaternionic polyanalytic Fock space (see (5.6) and the quaternionic true polyanalytic Fock space (see Definition 5.2.10).
Theorem 5.3.6. The quaternionic polyanalytic Fock space $\widetilde{\mathcal{F}}_{\text {Slice }}^{n+1}(\mathbb{H})$ is the direct sum of true polyanalytic Fock spaces $\mathcal{F}_{T}^{j}(\mathbb{H}), j=0, \ldots, n$, i.e.

$$
\begin{equation*}
\widetilde{\mathcal{F}}_{\text {Slice }}^{n+1}(\mathbb{H})=\bigoplus_{j=0}^{n} \mathcal{F}_{T}^{j}(\mathbb{H}) \tag{5.13}
\end{equation*}
$$

Proof. We prove the equality by double inclusion. Let $f \in \widetilde{\mathcal{F}}_{\text {Slice }}^{n+1}(\mathbb{H})$. Let $J \in \mathbb{S}$. We choose $I \in \mathbb{S}$ be such that $I \perp J$. Since $f$, in particular, is slice polyanalytic of order $n+1$ by the Splitting Lemma (see Lemma 5.2.3) there exist $F, G: \mathbb{C}_{J} \rightarrow \mathbb{C}_{J}$ polyanalytic functions of order $n+1$ in the complex polyanalytic Fock space $\widetilde{\mathcal{F}}^{n+1}\left(\mathbb{C}_{J}\right)$ (see [4]), such that

$$
f_{J}(z)=F(z)+G(z) I .
$$

By [21,135] we know that

$$
\widetilde{\mathcal{F}}^{n+1}\left(\mathbb{C}_{J}\right)=\bigoplus_{j=0}^{n} \mathcal{F}_{T}^{j}\left(\mathbb{C}_{J}\right)
$$

Therefore there exist unique $f_{k}, p_{k} \in \mathcal{F}_{T}^{j}\left(\mathbb{C}_{J}\right)$ such that

$$
\begin{aligned}
& F(z)=\sum_{k=0}^{n} f_{k}(z), \\
& G(z)=\sum_{k=0}^{n} p_{k}(z) .
\end{aligned}
$$

By definition of the complex true polyanalytic Fock space we have that both $f_{k}$ and $p_{k}$ satisfy the following integrability conditions

$$
\begin{align*}
& \int_{\mathbb{C}_{J}}\left|f_{k}(z)\right|^{2} e^{-2 \pi|z|^{2}} d \lambda_{J}(z)<\infty,  \tag{5.14}\\
& \int_{\mathbb{C}_{J}}\left|p_{k}(z)\right|^{2} e^{-2 \pi|z|^{2}} d \lambda_{J}(z)<\infty . \tag{5.15}
\end{align*}
$$

Moreover, they can be written as

$$
\begin{align*}
& f_{k}(z)=(-1)^{k} \sqrt{\frac{1}{(2 \pi)^{k} k!}} e^{2 \pi|z|^{2}} \partial_{z}^{k}\left(e^{-2 \pi|z|^{2}} s_{k}(z)\right),  \tag{5.16}\\
& p_{k}(z)=(-1)^{k} \sqrt{\frac{1}{(2 \pi)^{k} k!}} e^{2 \pi|z|^{2}} \partial_{z}^{k}\left(e^{-2 \pi|z|^{2}} h_{k}(z)\right), \tag{5.17}
\end{align*}
$$
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where $s_{k}, h_{k}$ are entire functions. Thus, we have

$$
\begin{align*}
f_{J}(z) & =\sum_{k=0}^{n}\left(f_{k}(z)+p_{k}(z) I\right) \\
& =\sum_{k=0}^{n}(-1)^{k} \sqrt{\frac{1}{(2 \pi)^{k} k!}} e^{2 \pi|z|^{2}} \partial_{z}^{k}\left(e^{-2 \pi|z|^{2}}\left(s_{k}(z)+h_{k}(z) I\right)\right) \\
& :=\sum_{k=0}^{n}(-1)^{k} \sqrt{\frac{1}{(2 \pi)^{k} k!}} e^{2 \pi|z|^{2}} \partial_{z}^{k}\left(e^{-2 \pi|z|^{2}} g(z)\right) . \tag{5.18}
\end{align*}
$$

By hypothesis we know that $f$ is a slice polyanalytic function of order $n+1$. Moreover, by Proposition 5.3.3 we know that the following function

$$
u(q)=\sum_{k=0}^{n}(-1)^{k} \sqrt{\frac{1}{(2 \pi)^{k} k!}} e^{2 \pi|q|^{2}} \partial_{s}^{k}\left(e^{-2 \pi|q|^{2}} g(q)\right)
$$

is slice polyanalytic of order $n+1$. Since the functions $f$ and $u$ coincide on the slice $\mathbb{C}_{J}$, by the Identity Principle (see Proposition 5.2.6) we have that $f(q)=u(q)$. Now, we call

$$
u_{k}(q):=(-1)^{k} \sqrt{\frac{1}{(2 \pi)^{k} k!}} e^{2 \pi|q|^{2}} \partial_{s}^{k}\left(e^{-2 \pi|q|^{2}} g(q)\right), \quad 0 \leq k \leq n .
$$

In order to finish this first part we have to prove

$$
\int_{\mathbb{C}_{J}}\left|u_{k, I}(q)\right|^{2} e^{-2 \pi|q|^{2}} d \lambda_{J}(q)<\infty
$$

Since $g_{J}(z)=s_{k}(z)+h_{k}(z) I$, by (5.16) and (5.17) we have

$$
\begin{aligned}
u_{k, I}(z)= & (-1)^{k} \sqrt{\frac{1}{(2 \pi)^{k} k!}} e^{2 \pi|z|^{2}} \partial_{z}^{k}\left(e^{-2 \pi|z|^{2}} s_{k}(z)\right) \\
& +(-1)^{k} \sqrt{\frac{1}{(2 \pi)^{k} k!}} e^{2 \pi|z|^{2}} \partial_{z}^{k}\left(e^{-2 \pi|z|^{2}} h_{k}(z)\right) I \\
= & f_{k}(z)+p_{k}(z) I
\end{aligned}
$$

Thus by (5.14) and (5.15) we get

$$
\begin{aligned}
\int_{\mathbb{C}_{J}}\left|u_{k, J}(q)\right|^{2} e^{-2 \pi|q|^{2}} d \lambda_{J}(q)= & \int_{\mathbb{C}_{J}}\left|f_{k, J}(z)\right|^{2} e^{-2 \pi|z|^{2}} d \lambda_{J}(z) \\
& +\int_{\mathbb{C}_{J}}\left|p_{k, J}(z)\right|^{2} e^{-2 \pi|z|^{2}} d \lambda_{J}(z)<\infty
\end{aligned}
$$

### 5.3. Polyanalytic Bargmann transform

Now, we move on the other inclusion. Let $f \in \bigoplus_{j=0}^{n} \mathcal{F}_{T}^{j}(\mathbb{H})$. This means that there exist unique functions $f_{k} \in \mathcal{F}_{T}^{j}(\mathbb{H}), k=0, \ldots, n$, such that

$$
\begin{equation*}
f(q)=\sum_{k=0}^{n} f_{k}(q) . \tag{5.19}
\end{equation*}
$$

By definition of quaternionic true polyanalytic Fock space we have that

$$
f_{k}(q)=(-1)^{k} \sqrt{\frac{1}{(2 \pi)^{k} k!}} e^{2 \pi|q|^{2}} \partial_{s}^{k}\left(e^{-2 \pi|q|^{2}} H(q)\right),
$$

where $H$ is a slice regular function. Thus, by Proposition 5.3.3 $f$ is a slice polyanalytic function of order $n+1$. Finally, we have to prove that

$$
\int_{\mathbb{C}_{J}}\left|f_{J}(q)\right|^{2} e^{-2 \pi|q|^{2}} d \lambda_{J}(q)<\infty .
$$

By equality (5.19) and the triangle inequality we have that

$$
\left|f_{J}(q)\right| \leq \sum_{k=0}^{n}\left|f_{k, J}(q)\right|
$$

Therefore,

$$
\left|f_{J}(q)\right|^{2} \leq\left(\sum_{k=0}^{n}\left|f_{k, J}(q)\right|\right)^{2} \leq(n+1) \sum_{k=0}^{n}\left|f_{k, J}(q)\right|^{2}
$$

Now we multiply by $e^{-2 \pi|q|^{2}}$ and integrate.

$$
\begin{aligned}
& \int_{\mathbb{C}_{J}}\left|f_{J}(q)\right|^{2} e^{-2 \pi|q|^{2}} d \lambda_{J}(q) \leq(n+1) \int_{\mathbb{C}_{J}} \sum_{k=0}^{n}\left|f_{k, J}(q)\right|^{2} e^{-2 \pi|q|^{2}} d \lambda_{J}(q) \\
& \leq(n+1)\left[\int_{\mathbb{C}_{J}}\left|f_{1, I}(q)\right|^{2} e^{-2 \pi|q|^{2}} d \lambda_{J}(q)+\ldots+\left|f_{n, I}(q)\right|^{2} e^{-2 \pi|q|^{2}} d \lambda_{J}(q)\right] \\
& <\infty
\end{aligned}
$$

The previous conclusion holds because $f_{k} \in \mathcal{F}_{T}^{j}(\mathbb{H})$, for $k=0, \ldots, n$, by hypothesis.
The sum in formula 5.13 is a direct sum. Indeed, if we consider $g \in$ $\mathcal{F}_{T}^{i}(\mathbb{H}) \cap \mathcal{F}_{T}^{j}(\mathbb{H})$, with $i \neq j$, by Lemma 5.3.5 we get that

$$
\langle g, g\rangle_{{\underset{\mathcal{F}}{\text { Slice }}}_{n+1}}=0 .
$$
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Since $\widetilde{\mathcal{F}}_{\text {Slice }}^{n+1}$ is a quaternionic Hilbert space we get that $g=0$. We have proved that $\mathcal{F}_{T}^{i}(\mathbb{H}) \cap \mathcal{F}_{T}^{j}(\mathbb{H})=\{0\}$. Finally, by Lemma 5.3.5 we get that the direct sum in formula (5.13) is orthogonal.

Remark 5.3.7. A similar result was proved in [24, Thm. 3.4] following a different method.

Now, we give the definition of the true quaternionic polyanalytic Bargmann transform for $\varphi \in L^{2}(\mathbb{R}, \mathbb{H})$ (inspired from [84])

$$
\begin{equation*}
B^{n+1} \varphi(q):=(-1)^{n} \sqrt{\frac{1}{(2 \pi)^{n} n!}} \sum_{j=0}^{n}\binom{n}{j}(-2 \pi \bar{q})^{j} \partial_{s}^{n-j} \mathcal{B} \varphi(q), \tag{5.20}
\end{equation*}
$$

where $\mathcal{B} \varphi(q)$ is the quaternionic analogue of the Segal-Bargmann transform (see (4.5) with $\nu=2 \pi$ ). Using the Leibniz rule and Lemma 5.3.1 we get the following definition.

Definition 5.3.8. The true quaternionic polyanalytic Bargmann transform of order $n+1$ of a function $\varphi \in L^{2}(\mathbb{R}, \mathbb{H})$ is defined by the formula

$$
\begin{equation*}
B^{n+1} \varphi(q)=(-1)^{n} \sqrt{\frac{1}{(2 \pi)^{n} n!}} e^{2 \pi|q|^{2}} \partial_{s}^{n}\left[e^{-2 \pi|q|^{2}} \mathcal{B} \varphi(q)\right] . \tag{5.21}
\end{equation*}
$$

Remark 5.3.9. For $n=0$ we obtain the quaternionic Segal-Bargmann transform $B^{1} \varphi(q)=\mathcal{B} \varphi(q)$.

Theorem 5.3.10. The true quaternionic polyanalytic Bargmann transform $B^{n+1}: L^{2}(\mathbb{R}, \mathbb{H}) \rightarrow \mathcal{F}_{T}^{n}(\mathbb{H})$ is an isometric isomorphism.

Proof. Firstly, we remark that by Theorem 5.13 the norm of the true quaternionic polyanalytic Fock space $\mathcal{F}_{T}^{n}(\mathbb{H})$ is induced by the norm of the space $\widetilde{\mathcal{F}}_{\text {Slice }}^{n+1}(\mathbb{H})$. Thus we get

$$
\left\|B^{n+1}(\varphi)\right\|_{\mathcal{F}_{T}^{n(\mathbb{H})}}=\left\|B^{n+1}(\varphi)\right\|_{\tilde{\mathcal{F}}_{\text {Slice }}^{n+(\mathbb{H})}} .
$$

Therefore, we have to prove that

$$
\begin{equation*}
\left\|B^{n+1}(\varphi)\right\|_{\tilde{\mathcal{F}}_{\text {Slice }}^{n+1}(\mathbb{H})}=\|\varphi\|_{L^{2}(\mathbb{R}, \mathbb{H})} . \tag{5.22}
\end{equation*}
$$

Let $\varphi \in L^{2}(\mathbb{R}, \mathbb{H})$. We expand it in the following way

$$
\varphi(x)=\sum_{k=0}^{\infty} \psi_{k}^{2 \pi}(x) \alpha_{k},
$$

### 5.3. Polyanalytic Bargmann transform

where $\psi_{k}^{2 \pi}(x)$ are the normalized weighted Hermite functions (see (5.1)) and $\left\{\alpha_{k}\right\}_{k \in \mathbb{N}} \subset \mathbb{H}$. By Lemma 4.2.4 we have

$$
\begin{align*}
\mathcal{B} \varphi(q) & =\sum_{k=0}^{\infty} \mathcal{B}\left(\psi_{k}^{2 \pi}(x)\right) \alpha_{k} \\
& =\sum_{k=0}^{\infty} \frac{2^{1 / 4} 2^{k / 2}(2 \pi)^{k} q^{k}}{2^{k / 2}(2 \pi)^{k / 2} \sqrt{k!2^{-1 / 4}} \alpha_{k}} \\
& =\sqrt{2} \sum_{k=0}^{\infty} \frac{(2 \pi)^{k / 2}}{\sqrt{k!}} q^{k} \alpha_{k} . \tag{5.23}
\end{align*}
$$

Now, we insert this in (5.21) and using (5.11) we obtain

$$
\begin{aligned}
B^{n+1} \varphi(q) & =\sqrt{2} \sum_{k=0}^{\infty}(-1)^{n} \sqrt{\frac{1}{(2 \pi)^{n} n!}} e^{2 \pi|q|^{2}} \partial_{s}^{n}\left[e^{-2 \pi|q|^{2}} \frac{(2 \pi)^{k / 2}}{\sqrt{k!}} q^{k}\right] \alpha_{k} \\
& =\sqrt{2} \sqrt{\frac{1}{(2 \pi)^{n} n!}} \sum_{k=0}^{\infty} \frac{(2 \pi)^{k / 2}}{\sqrt{k!}}(-1)^{n} e^{2 \pi|q|^{2}} \partial_{s}^{n}\left[e^{-2 \pi|q|^{2}} q^{k}\right] \alpha_{k} \\
& =\sqrt{2} \sqrt{\frac{1}{(2 \pi)^{n} n!}} \sum_{k=0}^{\infty} \frac{1}{\sqrt{k!}(2 \pi)^{k / 2}}(-1)^{n}(2 \pi)^{k} e^{2 \pi|q|^{2}} \partial_{s}^{n}\left[e^{-2 \pi|q|^{2}} q^{k}\right] \alpha_{k} \\
& =\sqrt{2} \sqrt{\frac{1}{(2 \pi)^{n} n!}} \sum_{k=0}^{\infty} \frac{1}{\sqrt{k!}(2 \pi)^{k / 2}} H_{k, n}^{2 \pi}(q, \bar{q}) \alpha_{k}
\end{aligned}
$$

Therefore we get

$$
\begin{equation*}
B^{n+1} \varphi(q)=\sqrt{2} \sqrt{\frac{1}{(2 \pi)^{n} n!}} \sum_{k=0}^{\infty} \frac{1}{\sqrt{k!}(2 \pi)^{k / 2}} H_{k, n}^{2 \pi}(q, \bar{q}) \alpha_{k} . \tag{5.24}
\end{equation*}
$$
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Now, we evaluate the $\widetilde{\mathcal{F}}_{\text {Slice }}^{n+1}(\mathbb{H})$ norm of $B^{n+1} \varphi$.

$$
\begin{aligned}
\left\|B^{n+1} \varphi(q)\right\|_{\widetilde{\mathcal{F}}_{\text {Slice }}^{n+1}(\mathbb{H})}^{2}= & \frac{2}{n!(2 \pi)^{n}} \int_{\mathbb{C}_{J}}\left(\sum_{k=0}^{\infty} \frac{1}{\sqrt{k!}(2 \pi)^{k / 2}} \overline{\alpha_{k}} \overline{H_{k, n}^{2 \pi}(q, \bar{q})}\right) \\
& \cdot\left(\sum_{\ell=0}^{\infty} \frac{1}{\sqrt{\ell!}(2 \pi)^{\ell / 2}} H_{\ell, n}^{2 \pi}(q, \bar{q}) \alpha_{k}\right) e^{-2 \pi|q|^{2}} d \lambda_{J}(q) \\
= & \frac{2}{n!(2 \pi)^{n}} \sum_{k, \ell=0}^{\infty} \frac{1}{\sqrt{k!}(2 \pi)^{k / 2}} \frac{1}{\sqrt{\ell!}(2 \pi)^{\ell / 2}} \cdot \\
& \cdot \overline{\alpha_{k}}\left(\int_{\mathbb{C}_{J}} \overline{H_{k, n}^{2 \pi}(q, \bar{q})} H_{\ell, n}^{2 \pi}(q, \bar{q}) e^{-2 \pi|q|^{2}} d \lambda_{J}(q)\right) \alpha_{k} .
\end{aligned}
$$

Due to the orthogonality relation of the quaternionic Hermite polynomials (5.12) we obtain

$$
\begin{aligned}
\left\|B^{n+1} \varphi(q)\right\|_{\tilde{\mathcal{F}}_{\text {Slice }}^{n+1}(\mathbb{H})}^{2}= & \frac{2}{n!(2 \pi)^{n}} \sum_{k=0}^{\infty} \frac{1}{k!(2 \pi)^{k}} \overline{\alpha_{k}}\left(\int_{\mathbb{C}_{J}} \overline{H_{k, n}^{2 \pi}(q, \bar{q})} H_{k, n}^{2 \pi}(q, \bar{q})\right. \\
& \left.\cdot e^{-2 \pi|q|^{2}} d \lambda_{J}(q) \alpha_{k}\right) \\
= & \frac{2}{n!(2 \pi)^{n}} \sum_{k=0}^{\infty} \frac{1}{k!(2 \pi)^{k}} k!n!(2 \pi)^{k+n} \frac{1}{2}\left|\alpha_{k}\right|^{2}=\sum_{k=0}^{\infty}\left|\alpha_{k}\right|^{2} .
\end{aligned}
$$

Thus we have

$$
\begin{equation*}
\left\|B^{n+1} \varphi(q)\right\|_{\tilde{\mathcal{F}}_{\text {Slice }}^{n+1}(\mathbb{H})}^{2}=\sum_{k=0}^{\infty}\left|\alpha_{k}\right|^{2} . \tag{5.25}
\end{equation*}
$$

On the other hand

$$
\begin{aligned}
\|\varphi\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2} & =\int_{\mathbb{R}}\left(\sum_{k=0}^{\infty} \overline{\alpha_{k}} \overline{\psi_{k}^{2 \pi}(x)}\right)\left(\sum_{k=0}^{\infty} \psi_{k}^{2 \pi}(x) \alpha_{k}\right) d x \\
& =\sum_{k=0}^{\infty} \overline{\alpha_{k}}\left(\int_{\mathbb{R}} \overline{\psi_{k}^{2 \pi}(x)} \psi_{k}^{2 \pi}(x) d x\right) \alpha_{k} \\
& =\sum_{k=0}^{\infty}\left|\alpha_{k}\right|^{2} .
\end{aligned}
$$

Therefore we get

$$
\begin{equation*}
\|\varphi\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2}=\sum_{k=0}^{\infty}\left|\alpha_{k}\right|^{2} . \tag{5.26}
\end{equation*}
$$

### 5.3. Polyanalytic Bargmann transform

Since $(5.25)$ and $(5.26)$ are equal we obtain (5.22). Finally, we have to prove that $B^{n+1}$ is surjective. This means that for a function $h \in \mathcal{F}_{T}^{n}(\mathbb{H})$ we have to find a function $\psi \in L^{2}(\mathbb{R}, \mathbb{H})$ such that

$$
B^{n+1} \psi(q)=h(q) .
$$

By the definition of the quaternionic true polyanalytic Fock space $\mathcal{F}_{T}^{n}(\mathbb{H})$ (see Definition 5.2.10) we know that there exists a slice regular function $H$ such that

$$
h(q)=(-1)^{n} \sqrt{\frac{1}{(2 \pi)^{n} n!}} e^{2 \pi|q|^{2}} \partial_{s}^{n}\left(e^{-2 \pi|q|^{2}} H(q)\right) .
$$

From the Splitting Lemma (see Remark 5.2.4) for slice regular functions we can write $H$ on the slice $\mathbb{C}_{J}$ as

$$
H_{I}(z)=F(z)+G(z) i, \quad z=x+j y \in \mathbb{C}_{J},
$$

where $F(z)$ and $G(z)$ are holomorphic functions. Thus

$$
\begin{aligned}
h_{I}(z)= & (-1)^{n} \sqrt{\frac{1}{(2 \pi)^{n} n!}} e^{2 \pi|z|^{2}} \partial_{z}^{n}\left(e^{-2 \pi|z|^{2}}(F(z)+G(z) I)\right) \\
= & (-1)^{n} \sqrt{\frac{1}{(2 \pi)^{n} n!}} e^{2 \pi|z|^{2}} \partial_{z}^{n}\left(e^{-2 \pi|z|^{2}} F(z)\right) \\
& +(-1)^{n} \sqrt{\frac{1}{(2 \pi)^{n} n!}} e^{2 \pi|z|^{2}} \partial_{z}^{n}\left(e^{-2 \pi|z|^{2}} G(z)\right) I \\
: & P(z)+Q(z) I .
\end{aligned}
$$

By hypothesis $h \in \mathcal{F}_{T}^{n}(\mathbb{H})$, this implies that

$$
\int_{\mathbb{C}_{J}}|P(z)|^{2} e^{-2 \pi|z|^{2}} d \lambda_{J}(z)<\infty,
$$

and

$$
\int_{\mathbb{C}_{J}}|Q(z)|^{2} e^{-2 \pi|z|^{2}} d \lambda_{J}(z)<\infty .
$$

Moreover, since the functions $F$ and $G$ are holomorphic we obtain that $P(z)$ and $Q(z)$ belong to the space $\mathcal{F}_{T}^{n}\left(\mathbb{C}_{J}\right)$. Now, since the complex polyanalytic Bargmann $B_{\mathbb{C}}^{n+1}$ is an isometric isomorphism from $L^{2}\left(\mathbb{R}, \mathbb{C}_{J}\right) \rightarrow$ $\mathcal{F}_{T}^{n}\left(\mathbb{C}_{J}\right)$ (see [2, Thm. 1]), and in particular is surjective, we can find
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two functions $\psi_{1}(s)$ and $\psi_{2}(s)$, with $s \in \mathbb{R}$, which belong to the space $L^{2}\left(\mathbb{R}, \mathbb{C}_{J}\right)$ such that

$$
B_{\mathbb{C}_{J}}^{n+1} \psi_{1}(z)=P(z), \quad B_{\mathbb{C}_{J}}^{n+1} \psi_{2}(z)=Q(z) .
$$

Hence

$$
\begin{aligned}
h_{J}(z) & =P(z)+Q(z) I=B_{\mathbb{C}_{J}}^{n+1} \psi_{1}(z)+B_{\mathbb{C}_{J}}^{n+1} \psi_{2}(z) I= \\
& =B_{\mathbb{C}_{J}}^{n+1}\left(\psi_{1}(s)+\psi_{2}(s) I\right):=B_{\mathbb{C}_{J}}^{n+1} \psi_{I}(z) .
\end{aligned}
$$

Finally, we get thesis by the classical Identity Principle, see Remark 5.2.7.

Now, we give the proof of the following corollary for the sake of completeness.

Corollary 5.3.11. Let $\varphi, \phi \in L^{2}(\mathbb{R}, \mathbb{H})$. Then

$$
\left\langle B^{n+1}(\varphi), B^{n+1}(\phi)\right\rangle_{\mathcal{F}_{T}^{n}(\mathbb{H})}=\langle\varphi, \phi\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} .
$$

Proof. It is known that any $\varphi, \phi \in L^{2}(\mathbb{R}, \mathbb{H})$ can be expanded as

$$
\begin{aligned}
& \varphi(x)=\sum_{k=0}^{\infty} \psi_{k}^{2 \pi}(x) \alpha_{k}, \\
& \phi(x)=\sum_{k=0}^{\infty} \psi_{k}^{2 \pi}(x) \beta_{k},
\end{aligned}
$$

where $\left\{\alpha_{k}\right\}_{k \geq 0},\left\{\beta_{k}\right\}_{k \geq 0} \subset \mathbb{H}$. Since $\psi_{k}^{2 \pi}(x)$ are normalized Hermite functions we have

$$
\begin{equation*}
\langle\varphi, \phi\rangle_{L^{2}(\mathbb{R}, \mathbb{H})}=\sum_{k=0}^{\infty} \overline{\beta_{k}} \alpha_{k} . \tag{5.27}
\end{equation*}
$$

On the other hand, by (5.24) we have

$$
\begin{align*}
B^{n+1}(\varphi)(q) & =\sqrt{2} \sqrt{\frac{1}{(2 \pi)^{n} n!}} \sum_{k=0}^{\infty} \frac{1}{\sqrt{k!}(2 \pi)^{k / 2}} H_{k, n}^{2 \pi}(q, \bar{q}) \alpha_{k},  \tag{5.28}\\
B^{n+1}(\phi)(q) & =\sqrt{2} \sqrt{\frac{1}{(2 \pi)^{n} n!}} \sum_{\ell=0}^{\infty} \frac{1}{\sqrt{\ell!}(2 \pi)^{\ell / 2}} H_{\ell, n}^{2 \pi}(q, \bar{q}) \beta_{k} . \tag{5.29}
\end{align*}
$$

### 5.3. Polyanalytic Bargmann transform

Now, we put together (5.28) and (5.29) and by the orthogonality relation of the quaternionic Hermite polynomials (5.12) we get

$$
\begin{aligned}
\left\langle B^{n+1}(\varphi), B^{n+1}(\phi)\right\rangle_{\mathcal{F}_{T}^{n}(\mathbb{H})}= & \int_{\mathbb{C}_{J}} \overline{B^{n+1}(\phi)(q)} B^{n+1}(\varphi)(q) e^{-2 \pi|q|^{2}} d \lambda_{J}(q) \\
= & \frac{2}{n!(2 \pi)^{n}} \sum_{k=0}^{\infty} \frac{1}{k!(2 \pi)^{k}} \overline{\beta_{k}}\left(\int_{\mathbb{C}_{J}} \overline{H_{k, n}^{2 \pi}(q, \bar{q})} H_{k, n}^{2 \pi}(q, \bar{q})\right. \\
& \left.\cdot e^{-2 \pi|q|^{2}} d \lambda_{J}(q)\right) \alpha_{k} \\
= & \sum_{k=0}^{\infty} \overline{\beta_{k}} \alpha_{k} .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\left\langle B^{n+1}(\varphi), B^{n+1}(\phi)\right\rangle_{\mathcal{F}_{T}^{n}(\mathbb{H})}=\sum_{k=0}^{\infty} \overline{\beta_{k}} \alpha_{k} . \tag{5.30}
\end{equation*}
$$

ince (5.27) and (5.30) are equal we obtain the thesis.
This notation will be very useful in the sequel. A function $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right)$ is in the space $L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)$ if

$$
\begin{equation*}
\|\vec{\varphi}\|_{L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)}^{2}:=\sum_{j=0}^{n}\left\|\varphi_{j}\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2}<\infty . \tag{5.31}
\end{equation*}
$$

Moreover, it is also possible to consider an inner product for vector-valued functions $\vec{f}=\left(f_{0}, \ldots, f_{n}\right)$ and $\vec{g}=\left(g_{0}, \ldots, g_{n}\right)$ as

$$
\begin{equation*}
\langle\vec{f}, \vec{g}\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}^{n+1}\right)}=\sum_{j=0}^{n}\left\langle f_{j}, g_{j}\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)} . \tag{5.32}
\end{equation*}
$$

See ( [ [1]) for more details.
Now, we define the quaternionic full-polyanalytic Bargmann transform.
Definition 5.3.12. Let $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right)$ be a vector-valued function in $L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)$. The quaternionic full-polyanalytic Bargmann transform is defined as

$$
\begin{equation*}
\mathfrak{B} \vec{\varphi}(q)=\sum_{j=0}^{n} B^{j+1} \varphi_{j}(q), \tag{5.33}
\end{equation*}
$$

where $B^{j+1} \varphi_{j}(q)$ is the true quaternionic polyanalytic Bargmann transform, defined in (5.21).
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Remark 5.3.13. For $n=0$ in (5.33) we obtain the quaternionic SegalBargmann transform.

Theorem 5.3.14. The quaternionic full-polyanalytic Bargmann transform $\mathfrak{B}: L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right) \rightarrow \widetilde{\mathcal{F}}_{\text {Slice }}^{n+1}(\mathbb{H})$ is an isometric isomorphism.

Proof. Let $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right)$ be a function in $L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)$ such that each component belongs to $L^{2}(\mathbb{R}, \mathbb{H})$. Then, we have

$$
\begin{aligned}
\|\mathfrak{B} \vec{\varphi}(q)\|_{\widetilde{\mathcal{F}}_{\text {Slice }}^{n+1}(\mathbb{H})}^{2} & =\int_{\mathbb{C}_{J}} \overline{\mathfrak{B} \vec{\varphi}(q)} \mathfrak{B} \vec{\varphi}(q) e^{-2 \pi|q|^{2}} d \lambda_{J}(q)= \\
& =\sum_{j, m=0}^{n} \int_{\mathbb{C}_{J}} \overline{B^{j+1}\left(\varphi_{j}\right)(q)} B^{m+1}\left(\varphi_{m}\right)(q) e^{-2 \pi|q|^{2}} d \lambda_{J}(q) .
\end{aligned}
$$

From Lemma 5.3.5 everything is zero when $j \neq m$, so we focus only on the case $j=m$. Then, by Theorem 5.3.10 we obtain

$$
\|\mathfrak{B} \vec{\varphi}(q)\|_{\widetilde{\mathcal{F}}_{\text {Slice }}^{n+1}(\mathbb{H})}^{2}=\sum_{j=0}^{n}\left\|B^{j+1} \varphi_{j}\right\|_{\mathcal{F}_{T}^{n}(\mathbb{H})}^{2}=\sum_{j=0}^{n}\left\|\varphi_{j}\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2}=\|\vec{\varphi}\|_{L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)}^{2} .
$$

Finally, the quaternionic full-polyanalytic Bargmann transform $\mathfrak{B}: L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right) \longrightarrow \widetilde{\mathcal{F}}_{\text {Slice }}^{n+1}(\mathbb{H})$ is surjective because is the sum of true quaternionic polyanalytic Bargmann transforms, which are surjective (see Theorem 5.3.10).

### 5.4 Reproducing kernel of the true polyanalytic Fock space

In this section we give an explicit expression of the reproducing kernel of the quaternionic true polyanalytic Fock space. It is obtained by extending suitably the kernel of the complex case, see [2]. In order to prove our result we follow similar arguments of [46]. Before we need the following easy result, see [6].

Lemma 5.4.1. If $f \in \mathcal{S} \mathcal{P}_{n}(\mathbb{H})$ and $g \in \mathcal{S} \mathcal{P}_{m}(\mathbb{H})$, then we have

$$
f * g \in \mathcal{S} \mathcal{P}_{n+m-1}(\mathbb{H}) .
$$

In the following result we use this notation

$$
(g)^{k *}=\underbrace{g * \ldots * g}_{k-\text { times }} .
$$

Proposition 5.4.2. The reproducing kernel of the quaternionic true poly Fock space $\mathcal{F}_{T}^{n}(\mathbb{H})$ is given by
$K_{n+1}(q, r)=2 e_{*}(2 \pi q \bar{r}) *\left(\sum_{k=0}^{n}(-1)^{k}\binom{n}{n-k} \frac{1}{k!}(2 \pi(\bar{q} q-q \bar{r}-\bar{q} r+\bar{r} r))^{k *}\right)$.
Proof. Let us start by proving that $K_{n+1}(q, r)$ is a slice polyanalytic function of order $n+1$ with respct to the variable $q$.
We set

$$
\varphi_{n+1}(q, .):=\sum_{k=0}^{n}(-1)^{k}\binom{n}{n-k} \frac{1}{k!}(2 \pi(\bar{q} q-q \bar{r}-\bar{q} r+\bar{r} r))^{k *} .
$$

Now, we know that the function $q \longmapsto 2 e_{*}(2 \pi q \bar{r})$ is slice regular on $\mathbb{H}$ with respect to the variable $q$. Moreover, $\varphi_{n+1}(q, r)$ is a slice polyanalytic function of order $n+1$ on $\mathbb{H}$ with respect to $q$, by Remark (5.4.1). Thus, the function $K_{n+1}(q, r)$ is a slice polyanalytic function of order $n+1$ on $\mathbb{H}$ with respect to the variable $q$. Now, by Theorem 5.2.2 for $q=x+I y$ we can write

$$
K_{n+1}(q, r)=\frac{(1-J I)}{2} K_{n+1}^{\mathbb{C}_{J}}(x+y I, r)+\frac{(1+J I)}{2} K_{n+1}^{\mathbb{C}_{J}}(x-y I, r),
$$

where $K_{n+1}^{\mathbb{C}_{J}}$ is the reproducing kernel of the complex true polyanalytic Fock space. From this formula it is clear that $K_{n+1}(q, r) \in \mathcal{F}_{T}^{n}(\mathbb{H})$. Now, by applying another time Theorem 5.2 .2 we obtain

$$
\begin{aligned}
\left\langle f(.), \overline{K_{n+1}(q, .)}\right\rangle_{\tilde{\mathcal{F}}_{\text {Slice }}^{n+1}(\mathbb{H})}= & \int_{\mathbb{C}_{J}} K_{n+1}(q, r) f(q) d \lambda_{J}(q) \\
= & \frac{(1-J I)}{2} \int_{\mathbb{C}_{J}} K_{n+1}^{\mathbb{C}_{J}}(x+y I, r) f(q) d \lambda_{J}(q)+ \\
& +\frac{(1+J I)}{2} \int_{\mathbb{C}_{J}} K_{n+1}^{\mathbb{C}_{J}}(x-y I, r) f(q) d \lambda_{J}(q) \\
= & \frac{(1-J I)}{2} f(x+I y)+\frac{(1+J I)}{2} f(x-I y) \\
= & f(q) .
\end{aligned}
$$

This ends the proof.
Remark 5.4.3. If $n=0$ in Proposition 5.4.2 we obtain (4.4) with $\nu=2 \pi$.
Now, we are ready to show an estimate for the quaternionic-full polyanalytic Bargmann transform and the true quaternionic one.
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Proposition 5.4.4. Let $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right)$ be a vector valued function in $L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)$. For every $q \in \mathbb{H}$ and every $\vec{\varphi} \in L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)$, we have

$$
|\mathfrak{B} \vec{\varphi}(q)| \leq \sqrt{2(n+1)} e^{\pi|q|^{2}}\|\vec{\varphi}\|_{L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)} .
$$

Proof. From [17, Prop 4.5] we know that for any $f \in \widetilde{\mathcal{F}}_{\text {Slice }}^{n+1}(\mathbb{H})$ and $q \in \mathbb{H}$ we have

$$
|f(q)| \leq \sqrt{2(n+1)} e^{\pi|q|^{2}} \|\left. f\right|_{\tilde{\mathcal{F}}_{\text {Slice }}^{n+\mathbb{H})}} .
$$

Now, we specify this inequality for the quaternionic full-polyanalytic Bargmann transform by setting $f(q):=\mathfrak{B} \vec{\varphi}(q)$ and get

$$
|\mathfrak{B} \vec{\varphi}(q)| \leq \sqrt{2(n+1)} e^{\pi|q|^{2}}| | \mathfrak{B} \vec{\varphi} \|_{\tilde{\mathcal{F}}_{\text {slice }}^{n+(\mathbb{H})}} .
$$

Thus, by the isometry property proved in Theorem 5.3.14 we obtain

$$
|\mathfrak{B} \vec{\varphi}(q)| \leq \sqrt{2(n+1)} e^{\pi|q|^{2}}\|\vec{\varphi}\|_{L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)} .
$$

Proposition 5.4.5. For every $f \in \mathcal{F}_{T}^{n}(\mathbb{H})$, we have the following estimate

$$
|f(q)| \leq \sqrt{2} e^{\pi|q|^{2}}| | f \|_{\mathcal{F}_{T}^{n}(\mathbb{H})} .
$$

Proof. From the reproducing kernel property of the space $\mathcal{F}_{T}^{n}(\mathbb{H})$ and the Cauchy-Schwartz inequality we have

$$
|f(q)|=\left|\left\langle f, K_{n+1}\right\rangle_{\mathcal{F}_{T}^{n}(\mathbb{H})}\right| \leq\left||f|_{\mathcal{F}_{T}^{n}(\mathbb{H})}\right|\left|K_{n+1}\right|_{\mathcal{F}_{T}^{n}(\mathbb{H})} .
$$

In particular, using Proposition 5.4.2 we have

$$
\left\|K_{n+1}\right\|_{\mathcal{F}_{T}^{n}(\mathbb{H})}^{2}=K_{n+1}(q, q)=2 e^{2 \pi|q|^{2}} .
$$

Thus, we have

$$
\left\|K_{n+1}\right\|_{\mathcal{F}_{T}^{n}(\mathbb{H})}=\sqrt{2} e^{\pi|q|^{2}} .
$$

Finally, we obtain

$$
|f(q)| \leq\left.\sqrt{2} e^{\pi|q|^{2}}| | f\right|_{\mathcal{F}_{T}^{n}(\mathbb{H})} .
$$

Proposition 5.4.6. For every $q \in \mathbb{H}$ and $\varphi \in L^{2}(\mathbb{R}, \mathbb{H})$, we have

$$
\left|B^{n+1} \varphi(q)\right| \leq \sqrt{2} e^{\pi|q|^{2}}\|\varphi\|_{L^{2}(\mathbb{R}, \mathbb{H})} .
$$

Proof. We follow a similar reasoning of Proposition 5.4.4, then we apply Theorem 3.9.

Remark 5.4.7. For $n=0$ in Proposition 5.4.4 and Proposition 5.4.6 we get the same estimate of Proposition 4.2.3 with $\nu=2 \pi$.
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Inspired from Vasilevski paper [134] we write the following closed integral transform of the true polyanalytic Bargmann in the complex case, for $\varphi \in$ $L^{2}(\mathbb{C})$

$$
\widehat{B}^{k+1} \varphi(z)=2^{\frac{3}{4}}\left(2^{k} k!(2 \pi)^{k}\right)^{-\frac{1}{2}} \int_{\mathbb{R}} e^{-\pi\left(z^{2}+x^{2}\right)+2 \pi \sqrt{2} z x} H_{k}\left(\frac{z+\bar{z}}{\sqrt{2}}-x\right) \varphi(x) d x
$$

where $H_{k}$ are the weighted Hermite polynomials defined as

$$
\begin{equation*}
H_{j}(y)=(-1)^{j} e^{2 \pi y^{2}} \frac{d^{j}}{d y^{j}} e^{-2 \pi y^{2}}=j!\sum_{m=0}^{\left[\frac{j}{2}\right]} \frac{(-1)^{m}(4 \pi y)^{j-2 m}}{m!(j-2 m)!}, \tag{5.34}
\end{equation*}
$$

and [.] denotes the integer part. We want to prove the equality between $\widehat{B}^{k+1} \varphi(z)$ and $B^{k+1} \varphi(z)$, which is defined by

$$
B^{k+1} \varphi(z)=\sqrt{\frac{1}{(2 \pi)^{k} k!}}(-1)^{k} \sum_{j=0}^{k}\binom{k}{j}(-2 \pi \bar{z})^{j} \partial_{z}^{k-j}(B \varphi)(z) .
$$

Thus, by definition of the Segal-Bargmann transform we have

$$
\begin{aligned}
B^{k+1} \varphi(z) & =2^{\frac{3}{4}} \sqrt{\frac{1}{(2 \pi)^{k} k!}}(-1)^{k} \int_{\mathbb{R}} \sum_{j=0}^{k}\binom{k}{j}(-2 \pi \bar{z})^{j} \partial_{z}^{k-j}\left(e^{-\pi\left(z^{2}+x^{2}\right)+2 \pi \sqrt{2} z x}\right) \\
& \cdot \varphi(x) d x \\
= & 2^{\frac{3}{4}} \sqrt{\frac{1}{(2 \pi)^{k} k!}}(-1)^{k} \int_{\mathbb{R}}\left[\left(\partial_{z}-2 \pi \bar{z}\right)^{k} e^{-\pi\left(z^{2}+x^{2}\right)+2 \pi \sqrt{2} z x}\right] \varphi(x) d x .
\end{aligned}
$$

Then, in order to prove the equality between $\widehat{B}^{k+1}$ and $B^{k+1}$ we need the following result.

Proposition 5.5.1. For any $k \geq 0, z \in \mathbb{C}$ and $x \in \mathbb{R}$, we have

$$
\left(\partial_{z}-2 \pi \bar{z}\right)^{k} e^{-\pi\left(z^{2}+x^{2}\right)+2 \pi \sqrt{2} z x}=(-1)^{k} 2^{-\frac{k}{2}} e^{-\pi\left(z^{2}+x^{2}\right)+2 \pi \sqrt{2} z x} H_{k}\left(\frac{z+\bar{z}}{\sqrt{2}}-x\right) .
$$

Proof. We prove the statement by induction. For $k=0$ we have $H_{0}\left(\frac{z+\bar{z}}{\sqrt{2}}-x\right)=$ 1 , thus the result holds in this case. Let us assume that the equality is true
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for $k$. We will prove the result for $k+1$ thanks to the induction hypothesis and Leibniz rule. Indeed, we have

$$
\begin{aligned}
& \left(\partial_{z}-2 \pi \bar{z}\right)^{k+1} e^{-\pi\left(z^{2}+x^{2}\right)+2 \pi \sqrt{2} z x} \\
= & \left(\partial_{z}-2 \pi \bar{z}\right)\left(\partial_{z}-2 \pi \bar{z}\right)^{k}\left(e^{-\pi\left(z^{2}+x^{2}\right)+2 \pi \sqrt{2} z x}\right) \\
= & \left(\partial_{z}-2 \pi \bar{z}\right)\left[(-1)^{k} 2^{-\frac{k}{2}} e^{-\pi\left(z^{2}+x^{2}\right)+2 \pi \sqrt{2} z x} H_{k}\left(\frac{z+\bar{z}}{\sqrt{2}}-x\right)\right] \\
= & (-1)^{k} 2^{-\frac{k}{2}}\left[\partial_{z}\left(e^{-\pi\left(z^{2}+x^{2}\right)+2 \pi \sqrt{2} z x}\right) H_{k}\left(\frac{z+\bar{z}}{\sqrt{2}}-x\right)\right. \\
& +e^{-\pi\left(z^{2}+x^{2}\right)+2 \pi \sqrt{2} z x} \partial_{z} H_{k}\left(\frac{z+\bar{z}}{\sqrt{2}}-x\right) \\
& \left.-2 \pi \bar{z} H_{k}\left(\frac{z+\bar{z}}{\sqrt{2}}-x\right) e^{-\pi\left(z^{2}+x^{2}\right)+2 \pi \sqrt{2} z x}\right] .
\end{aligned}
$$

We write $z=u+i v$ and develop the computations using formula (14.5) in Appendix B (with $\nu=2 \pi$ ) to get

$$
\begin{aligned}
\partial_{z} H_{k}\left(\frac{z+\bar{z}}{\sqrt{2}}-x\right) & =\frac{1}{2}\left(\frac{\partial}{\partial u}-i \frac{\partial}{\partial v}\right) H_{k}(\sqrt{2} u-x) \\
& =\frac{\sqrt{2}}{2} \frac{d}{d u} H_{k}(\sqrt{2} u-x) \\
& =2 \sqrt{2} \pi k H_{k-1}\left(\frac{z+\bar{z}}{\sqrt{2}}-x\right)
\end{aligned}
$$

and

$$
\partial_{z}\left(e^{-\pi\left(z^{2}+x^{2}\right)+2 \pi \sqrt{2} z x}\right)=(-2 \pi z+2 \pi \sqrt{2} x) e^{-\pi\left(z^{2}+x^{2}\right)+2 \pi \sqrt{2} z x}
$$

Thus, if we set $y=\frac{z+\bar{z}}{\sqrt{2}}-x$ and by using formula 14.4 in Appendix
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B (with $\nu=2 \pi$ ) we obtain

$$
\begin{aligned}
& \left(\partial_{z}-2 \pi \bar{z}\right)^{k+1} e^{-\pi\left(z^{2}+x^{2}\right)+2 \pi \sqrt{2} z x} \\
= & (-1)^{k} 2^{-\frac{k}{2}} e^{-\pi\left(z^{2}+x^{2}\right)+2 \pi \sqrt{2} z x}\left[(-2 \pi z+2 \pi \sqrt{2} x) H_{k}(y)\right. \\
& \left.+2 \sqrt{2} \pi k H_{k-1}(y)-2 \pi \bar{z} H_{k}(y)\right] \\
= & (-1)^{k+1} \frac{2^{-\frac{k}{2}}}{\sqrt{2}} \sqrt{2} e^{-\pi\left(z^{2}+x^{2}\right)+2 \pi \sqrt{2} z x}\left[2 \pi \sqrt{2} y H_{k}(y)-2 \sqrt{2} \pi k H_{k-1}(y)\right] \\
= & (-1)^{k+1} 2^{-\frac{k+1}{2}} e^{-\pi\left(z^{2}+x^{2}\right)+2 \pi \sqrt{2} z x}\left(4 \pi y H_{k}(y)-4 \pi k H_{k-1}(y)\right) \\
= & (-1)^{k+1} 2^{-\frac{k+1}{2}} e^{-\pi\left(z^{2}+x^{2}\right)+2 \pi \sqrt{2} z x} H_{k+1}(y) .
\end{aligned}
$$

Thus replacing $y$ by $\frac{z+\bar{z}}{\sqrt{2}}-x$ we have the result for $k+1$.

Due to Proposition 5.5.1 we have that

$$
\widehat{B}^{k+1} \varphi(z)=B^{k+1} \varphi(z) .
$$

Lemma 5.5.2. The weighted Hermite polynomials $H_{k}\left(\frac{q+\bar{q}}{\sqrt{2}}-x\right)$, with $q \in$ $\mathbb{H}$ and $x \in \mathbb{R}$, are slice polyanalytic of order $k+1$ on $\mathbb{H}$.

Proof. We know that

$$
H_{k}\left(\frac{q+\bar{q}}{\sqrt{2}}-x\right)=k!\sum_{m=0}^{\left[\frac{k}{2}\right]} \frac{(-1)^{m}\left(4 \pi\left(\frac{q+\bar{q}}{\sqrt{2}}-x\right)\right)^{k-2 m}}{m!(k-2 m)!}
$$

We note that $H_{k}\left(\frac{q+\bar{q}}{\sqrt{2}}-x\right)$ is a slice function since it is the sum of slice functions. To justify that it is slice polyanalytic of order $k+1$, we proceed by induction on $k$. In order, to get the thesis it is enough to prove that

$$
{\overline{\partial_{J}}}^{k+1}\left(4 \pi\left(\frac{q+\bar{q}}{\sqrt{2}}-x\right)^{k-2 m}\right)=0, \quad 0 \leq m \leq\left[\frac{k}{2}\right]
$$

Let us begin the induction: the case $k=1$ is trivial. Now, we assume that the statement holds for $k$ and we prove it for $k+1$. We have by inductive hypothesis
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$$
\begin{aligned}
{\overline{\partial_{J}}}^{k+2}\left(4 \pi\left(\frac{q+\bar{q}}{\sqrt{2}}-x\right)\right)^{k+1-2 m} & ={\overline{\partial_{J}}}^{k+1} \overline{\partial_{J}}\left(4 \pi\left(\frac{q+\bar{q}}{\sqrt{2}}-x\right)\right)^{k+1-2 m} \\
= & (k+1-2 m) 2 \sqrt{2} \pi \\
& \cdot{\overline{\partial_{J}}}^{k+1}\left(4 \pi\left(\frac{q+\bar{q}}{\sqrt{2}}-x\right)\right)^{k-2 m} \\
= & 0 .
\end{aligned}
$$

This means that when we apply ${\overline{\partial_{J}}}^{k+1}$ to $H_{k}\left(\frac{q+\bar{q}}{\sqrt{2}}-x\right)$ each member of the sum is zero. Thus,

$$
{\overline{\partial_{J}}}^{k+1} H_{k}\left(\frac{q+\bar{q}}{\sqrt{2}}-x\right)=0
$$

Let us recall $\widehat{B}^{k+1} \varphi$ expression in the quaternionic setting
$\widehat{B}^{k+1} \varphi(q)=2^{\frac{3}{4}}\left(2^{k} k!(2 \pi)^{k}\right)^{-\frac{1}{2}} \int_{\mathbb{R}} e^{-\pi\left(q^{2}+x^{2}\right)+2 \pi \sqrt{2} q x} H_{k}\left(\frac{q+\bar{q}}{\sqrt{2}}-x\right) \varphi(x) d x$.
Since the function $G(q):=e^{-\pi\left(q^{2}+x^{2}\right)+2 \pi \sqrt{2} x}$ is slice regular and $H_{k}\left(\frac{q+\bar{q}}{\sqrt{2}}-x\right)$ is intrinsic and we proved that it is slice polyanalytic of order $k+1$. Then, by [17, Prop 3.3] we have that the function $e^{-\pi\left(q^{2}+x^{2}\right)+2 \pi \sqrt{2} q} H_{k}\left(\frac{q+\bar{q}}{\sqrt{2}}-x\right)$ is slice polyanalytic of order $k+1$. This means that $\widehat{B}^{k+1} \varphi$ is slice polyanalytic of order $k+1$.

Proposition 5.5.3. The two true quaternionic full-polyanalytic Bargmann transforms $B^{k+1}$ and $\widehat{B}^{k+1}$ are equal.

Proof. Since $B^{k+1} \varphi(z)=\widehat{B}^{k+1} \varphi(z)$ and $\widehat{B}^{k+1} \varphi, B^{k+1} \varphi$ are slice polyanalytic of order $k+1$ by the Identity Principle for slice polyanalytic functions we get that

$$
\widehat{B}^{k+1} \varphi(q)=B^{k+1} \varphi(q)
$$

Remark 5.5.4. The formula for $\widehat{B}^{k+1} \varphi$ is a closed formula for the polyanalytic Bargmann transform. Moreover, for $k=0$ it turns out that $\widehat{B}^{k+1} \varphi$ reduces to the quaternionic analogue of the Segal-Bargmann transform (see (4.5) with $\nu=2 \pi$ ).

### 5.6 Quaternion short-time Fourier transform with normalized Hermite functions as windows

The short-time Fourier transform provides a simultaneous description of the temporal and spectral behaviour of a signal, which varies over the time. In order to find the frequency spectrum of a signal $\varphi$ at a specific time $x$, one can localize the signal $\varphi$ to neighbourhood of $x$ and after evaluates the Fourier transform of the restriction. This procedure of localization is made by choosing a cut-off function, called "window function".
The aim of this section is to introduce a quaternionic analogue of the shorttime Fourier transform in dimension one with normalized weighted Hermite functions as windows, $\psi_{n}(t)=\frac{h_{n}^{2 \pi}(t)}{\left\|h_{n}^{2 \pi}\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}}$, see (5.1). To develop this concept we need the theory of slice polyanalytic functions, see Section 2. We start by considering this formula [4, Prop.1]

$$
\begin{equation*}
V_{\psi_{n}} \varphi(x, \omega)=e^{-\pi i x \omega} G^{n+1} \varphi\left(\frac{\bar{z}}{\sqrt{2}}\right) e^{-\frac{\pi|z|^{2}}{2}}, \tag{5.35}
\end{equation*}
$$

where the variables $(x, \omega) \in \mathbb{R}^{2}$ have been converted into a complex vector $z=x+i \omega$, and $G^{n+1} \varphi(z)$ is the complex true polyanalytic version of the Segal-Bargmann transform.
In this context it is possible to consider a quaternion short-time Fourier transform of a vector-valued function $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right)$ with respect to $\vec{\psi}=$ $\left(\psi_{0}, \ldots, \psi_{n}\right)$. Also for this kind of signal it is possible to have a relation as (5.35). Let us consider the following formula [4, Formula 20]

$$
\begin{equation*}
\mathbf{V}_{\vec{\psi}} \vec{\varphi}(x, \omega)=e^{-\pi i x \omega} \mathbf{G} \vec{\varphi}\left(\frac{\bar{z}}{\sqrt{2}}\right) e^{-\frac{\pi|z|^{2}}{2}}, \tag{5.36}
\end{equation*}
$$

where G is the complex full-polyanalytic Segal-Bargmann transform. We want to extend (5.35) and (5.36) to the quaternionic setting.

Definition 5.6.1. Let $\varphi: \mathbb{R} \rightarrow \mathbb{H}$ be a function in $L^{2}(\mathbb{R}, \mathbb{H})$. We define the 1D-true polyanalytic quaternion short time Fourier transform (true-poly QSTFT) with respect to $\psi_{n}(t)=\frac{h_{n}^{2 \pi}(t)}{\left\|h_{n}^{\pi}\right\|_{L^{2}(\mathbb{R}, \mathrm{H})}}$ as

$$
\begin{equation*}
\mathcal{V}_{\psi_{n}} \varphi(x, \omega)=e^{-J \pi x \omega} B^{n+1}(\varphi)\left(\frac{\bar{q}}{\sqrt{2}}\right) e^{-\frac{|q|^{2} \pi}{2}}, \tag{5.37}
\end{equation*}
$$

where $q=x+J \omega$ and $B^{n+1}$ is the true quaternionic polyanalytic Bargmann transform, defined in (5.21).
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It is possible to define a vector-valued quaternionic short-time Fourier transform.

Definition 5.6.2. Let $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right)$ be a vector-valued function in $L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)$. We define the 1D-polyanalytic quaternion short-time Fourier transform (fullpoly QSTFT) with respect to $\vec{\psi}=\left(\psi_{0}, \ldots, \psi_{n}\right)$ as

$$
\begin{equation*}
\mathbb{V}_{\vec{\psi}} \vec{\varphi}(x, \omega)=e^{-J \pi x \omega} \mathfrak{B}(\vec{\varphi})\left(\frac{\bar{q}}{\sqrt{2}}\right) e^{-\frac{|q|^{2} \pi}{2}}, \tag{5.38}
\end{equation*}
$$

where $q=x+J \omega$ and $\mathfrak{B}$ is the quaternionic full-polyanalytic Bargmann transform, defined in (5.33).

Remark 5.6.3. For $n=0$ in (5.37) and (5.38) we obtain the definition of the 1D-quaternion short-time Fourier transform with respect to the Gaussian window $g(t)=2^{1 / 4} e^{-\pi t^{2}}$, see Definition 4.5.1. Indeed, by (5.1) we get

$$
\psi_{0}(t)=\frac{h_{0}^{2 \pi}(t)}{\left\|h_{0}^{2 \pi}\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}}=\frac{e^{-\pi t^{2}}}{\left(\frac{\pi}{2 \pi}\right)^{\frac{1}{4}}}=2^{1 / 4} e^{-\pi t^{2}} .
$$

Moreover, we have already observed that $B^{1} \varphi=\mathcal{B} \varphi$, which is the quaternionic analogue of the Bargmann transform. Therefore, with formulas (5.37) and (5.38) we are working in a more general setting than Chapter 4.

It is possible to put in relation the true-poly QSTFT and the full-poly one. Indeed, we have the following result.

Proposition 5.6.4. Let $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right)$ be a vector valued function in $L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)$. The sum of the true-poly QSTFTs with respect to $\psi_{j}$ of $\varphi_{j}$, with $0 \leq j \leq n$, is the full-poly QSTFT with respect to $\vec{\psi}$ of $\vec{\varphi}$, i.e.

$$
\begin{equation*}
\mathbb{V}_{\vec{\psi}} \vec{\varphi}(x, \omega)=\sum_{j=0}^{n} \mathcal{V}_{\psi_{j}} \varphi_{j}(x, \omega) . \tag{5.39}
\end{equation*}
$$

Proof. From (5.38) and (5.33) turns out that

$$
\begin{aligned}
\mathbb{V}_{\vec{\psi}} \vec{\varphi}(x, \omega) & =e^{-J \pi x \omega} \mathfrak{B}(\vec{\varphi})\left(\frac{\bar{q}}{\sqrt{2}}\right) e^{-\frac{|q|^{2} \pi}{2}} \\
& =e^{-J \pi x \omega}\left(\sum_{j=0}^{n} B^{j+1} \varphi_{j}\left(\frac{\bar{q}}{\sqrt{2}}\right)\right) e^{-\frac{|q|^{2} \pi}{2}} \\
& =\sum_{j=0}^{n} e^{-J \pi x \omega} B^{j+1} \varphi_{j}\left(\frac{\bar{q}}{\sqrt{2}}\right) e^{-\frac{| |^{2} \pi}{2}} .
\end{aligned}
$$
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Thus, by (5.37) we have

$$
\mathbb{V}_{\vec{\psi}} \vec{\varphi}(x, \omega)=\sum_{j=0}^{n} \mathcal{V}_{\psi_{j}} \varphi_{j}(x, \omega) .
$$

### 5.6.1 Moyal formulas

Here, we show that a Moyal formula and an isometric relation hold both for the true-poly QSTFT and the full-poly one.
Theorem 5.6.5. Let $\varphi, \phi$ be functions in $L^{2}(\mathbb{R}, \mathbb{H})$. Then we have

$$
\begin{equation*}
\left\langle\mathcal{V}_{\psi_{n}} \varphi, \mathcal{V}_{\psi_{n}} \phi\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}=2\langle\varphi, \phi\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} . \tag{5.40}
\end{equation*}
$$

Proof. By Definition 5.6.1 we have

$$
\begin{aligned}
&\left\langle\mathcal{V}_{\psi_{n}} \varphi, \mathcal{V}_{\psi_{n}} \phi\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}= \int_{\mathbb{R}^{2}} \overline{\mathcal{V}_{\psi_{n}} \phi(x, \omega)} \mathcal{V}_{\psi_{n}} \varphi(x, \omega) d x d \omega \\
&= \int_{\mathbb{R}^{2}} \overline{e^{-J \pi x \omega} B^{n+1}(\phi)\left(\frac{\bar{q}}{\sqrt{2}}\right) e^{-\frac{|q|^{2} \pi}{2}}} \\
& \cdot e^{-J \pi x \omega} B^{n+1}(\varphi)\left(\frac{\bar{q}}{\sqrt{2}}\right) e^{-\frac{|q|^{2} \pi}{2}} d x d \omega \\
&= \int_{\mathbb{R}^{2}} \overline{B^{n+1}(\phi)\left(\frac{\bar{q}}{\sqrt{2}}\right)} e^{J \pi x \omega} e^{-J \pi x \omega} B^{n+1}(\varphi)\left(\frac{\bar{q}}{\sqrt{2}}\right) \\
&= \cdot e^{-|q|^{2} \pi} d x d \omega \\
& B_{\mathbb{R}^{2}} B^{n+1}(\phi)\left(\frac{\bar{q}}{\sqrt{2}}\right) B^{n+1}(\varphi)\left(\frac{\bar{q}}{\sqrt{2}}\right) e^{-|q|^{2} \pi} d x d \omega
\end{aligned}
$$

We put $p=\frac{\bar{q}}{\sqrt{2}}$ and by Corollary 5.3.11 we get

$$
\begin{aligned}
\left\langle\mathcal{V}_{\psi_{n}} \varphi, \mathcal{V}_{\psi_{n}} \phi\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)} & =2 \int_{\mathbb{R}^{2}} \overline{B^{n+1}(\phi(p))} B^{n+1}(\varphi(p)) e^{-2|p|^{2} \pi} d p \\
& =2\left\langle B^{n+1} \varphi, B^{n+1} \phi\right\rangle_{\mathcal{F}_{T}^{n}(\mathbb{H})} . \\
& =2\langle\varphi, \phi\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} .
\end{aligned}
$$

Corollary 5.6.6. For any $\sigma \in L^{2}(\mathbb{R}, \mathbb{H})$ we have

$$
\left\|\mathcal{V}_{\psi_{n}} \sigma\right\|_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}=\sqrt{2}\|\sigma\|_{L^{2}(\mathbb{R}, \mathbb{H})} .
$$
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Proof. It follows trivially by Theorem 5.6.5 by putting $\phi=\varphi:=\sigma$.

We prove an isometry property for the full-poly QSTFT.
Theorem 5.6.7. Let $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right)$ be a vector valued function in $L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)$, then

$$
\left\|\mathbb{V}_{\vec{\psi}} \vec{\varphi}\right\|_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}=\sqrt{2}\|\vec{\varphi}\|_{L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)} .
$$

Proof. First of all we note that

$$
\left\|\mathbb{V}_{\vec{\psi}} \vec{\varphi}\right\|_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}^{2}=\sum_{j=0}^{n}\left\|\mathcal{V}_{\psi_{j}} \varphi_{j}\right\|_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}^{2}
$$

where $\mathcal{V}_{\psi_{j}}$ are the true-poly QSTFTs. Therefore by Corollary 5.6.6 we have

$$
\begin{aligned}
\left\|\mathbb{V}_{\vec{\psi}_{j}} \vec{\varphi}\right\|_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}^{2} & =\left\|\mathcal{V}_{\psi_{0}} \varphi_{0}\right\|_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}^{2}+\ldots+\left\|\mathcal{V}_{\psi_{n}} \varphi_{n}\right\|_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}^{2} \\
& =2\left\|\varphi_{0}\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2}+\ldots+2\left\|\varphi_{n}\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2} \\
& =2 \sum_{j=0}^{n}\left\|\varphi_{j}\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2}=2\|\vec{\varphi}\|_{L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)}^{2} .
\end{aligned}
$$

Now, we prove a Moyal formula for the full-poly QSTFT. In order to do this we need the following polarization identity (see [89, Formula 2.4]) for $u, v \in \mathbb{H}$

$$
\langle u, v\rangle=\frac{1}{4}\left(\|u+v\|^{2}-\|u-v\|^{2}\right)+\frac{1}{4} \sum_{\boldsymbol{\tau}=\boldsymbol{i , j}, \boldsymbol{k}}\left(\|u \boldsymbol{\tau}+v\|^{2}-\|u \boldsymbol{\tau}-v\|^{2}\right) \boldsymbol{\tau} .
$$

Proposition 5.6.8. Let $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right)$ and $\vec{\phi}=\left(\phi_{0}, \ldots, \phi_{n}\right)$ be vector valued functions in $L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)$. Then, we have

$$
\left\langle\mathbb{V}_{\vec{\psi}} \vec{\phi}, \mathbb{V}_{\vec{\psi}} \vec{\varphi}\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}=2\langle\vec{\phi}, \vec{\varphi}\rangle_{L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)}
$$

Proof. By the polarization identity with $u:=\mathbb{V}_{\vec{\psi}} \vec{\phi}$ and $v:=\mathbb{V}_{\vec{\psi}} \vec{\varphi}$ and the linearity of the full-poly QSTFT, which comes from the linearity of the
5.6. Quaternion short-time Fourier transform with normalized Hermite functions as windows
quaternionic full-polyanalytic Bargmann, we get

$$
\begin{aligned}
\left\langle\mathbb{V}_{\vec{\psi}} \vec{\phi}, \mathbb{V}_{\vec{\psi}} \vec{\varphi}\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}= & \frac{1}{4}\left(\left\|\mathbb{V}_{\vec{\psi}} \vec{\phi}+\mathbb{V}_{\vec{\psi}} \vec{\varphi}\right\|^{2}-\left\|\mathbb{V}_{\vec{\psi}} \vec{\phi}-\mathbb{V}_{\vec{\psi}} \vec{\varphi}\right\|^{2}\right)+ \\
& +\frac{1}{4} \sum_{\boldsymbol{\tau}=\boldsymbol{i}, \boldsymbol{j}, \boldsymbol{k}}\left(\left\|\mathbb{V}_{\vec{\psi}} \vec{\phi} \cdot \boldsymbol{\tau}+\mathbb{V}_{\vec{\psi}} \vec{\varphi}\right\|^{2}-\left\|\mathbb{V}_{\vec{\psi}} \vec{\phi} \cdot \boldsymbol{\tau}-\mathbb{V}_{\vec{\psi}} \vec{\varphi}\right\|^{2}\right) \boldsymbol{\tau} \\
= & \frac{1}{4}\left(\left\|\mathbb{V}_{\vec{\psi}}(\vec{\phi}+\vec{\varphi})\right\|^{2}-\left\|\mathbb{V}_{\vec{\psi}}(\vec{\phi}-\vec{\varphi})\right\|^{2}\right)+ \\
& +\frac{1}{4} \sum_{\boldsymbol{\tau}=\boldsymbol{i}, \boldsymbol{j}, \boldsymbol{k}}\left(\left\|\mathbb{V}_{\vec{\psi}}(\vec{\phi} \cdot \boldsymbol{\tau}+\vec{\varphi})\right\|^{2}-\left\|\mathbb{V}_{\vec{\psi}}(\vec{\phi} \cdot \boldsymbol{\tau}-\vec{\varphi})\right\|^{2}\right) \boldsymbol{\tau} .
\end{aligned}
$$

Since the space $L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)$ is a right vector quaternionic space we have that $\vec{\phi} \pm \vec{\varphi}$ and $\vec{\phi} \boldsymbol{\tau} \pm \vec{\varphi}$ stay in $L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)$. Therefore by Theorem 5.6.7 we have

$$
\begin{align*}
\left\langle\mathbb{V}_{\vec{\psi}} \vec{\phi}, \mathbb{V}_{\vec{\psi}} \vec{\varphi}\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}= & \frac{1}{2}\left(\|\vec{\phi}+\vec{\varphi}\|^{2}-\|\vec{\phi}-\vec{\varphi}\|^{2}\right)+  \tag{5.41}\\
& +\frac{1}{2} \sum_{\boldsymbol{\tau}=\boldsymbol{i}, \boldsymbol{j}, \boldsymbol{k}}\left(\|\vec{\phi} \cdot \boldsymbol{\tau}+\vec{\varphi}\|^{2}-\|\vec{\phi} \cdot \boldsymbol{\tau}-\vec{\varphi}\|^{2}\right) \boldsymbol{\tau} .
\end{align*}
$$

Using another time the polarization identity with $u:=\vec{\phi}$ and $v:=\vec{\varphi}$ in (5.41) we obtain

$$
\left\langle\mathbb{V}_{\vec{\psi}} \vec{\phi}, \mathbb{V}_{\vec{\psi}} \vec{\varphi}\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}=2\langle\vec{\phi}, \vec{\varphi}\rangle_{L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)}
$$

### 5.6.2 Reconstruction formula

It is possible to recover the value of the signal if we know its true-poly QSTFT. In order to show a reconstruction formula we recall the following formula for the true quaternionic polyanalytic Bargmann (see Section 5). Let $\varphi \in L^{2}(\mathbb{R}, \mathbb{H})$, thus we have

$$
\begin{equation*}
\left(B^{n+1} \varphi\right)(q)=c_{n} \int_{\mathbb{R}} e^{-\pi\left(q^{2}+t^{2}\right)+2 \pi \sqrt{2} q t} H_{n}\left(\frac{q+\bar{q}}{\sqrt{2}}-t\right) \varphi(t) d t \tag{5.42}
\end{equation*}
$$

where $c_{n}:=2^{\frac{3}{4}}\left(2^{n} n!(2 \pi)^{n}\right)^{-\frac{1}{2}}$ and $H_{n}$ are the weighted Hermite polynomials, see (5.34).
We have the following relation between the weighted Hermite functions and the weighted Hermite polynomials

$$
\begin{equation*}
h_{n}^{2 \pi}(u)=H_{n}(u) e^{-\pi u^{2}} . \tag{5.43}
\end{equation*}
$$
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Before to prove the reconstruction formula we need the following auxiliary result.

Lemma 5.6.9. Let $\varphi$ be a function in $L^{2}(\mathbb{R}, \mathbb{H})$ and $\psi_{n}(t)=\frac{h_{n}^{2 \pi}(t)}{\left\|h_{n}^{2 \pi}\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}}$. Then we have

$$
\begin{equation*}
\mathcal{V}_{\psi_{n}} \varphi(x, \omega)=\sqrt{2} \int_{\mathbb{R}} e^{-2 \pi J \omega t} \psi_{n}(x-t) \varphi(t) d t \tag{5.44}
\end{equation*}
$$

Proof. From (5.37) and (5.42) we get

$$
\begin{aligned}
\mathcal{V}_{\psi_{n}} \varphi(x, \omega)= & e^{-J \pi x \omega}\left(B^{n+1} \varphi\right)\left(\frac{\bar{q}}{\sqrt{2}}\right) e^{-\frac{|q|^{2} \pi}{2}} \\
= & 2^{\frac{3}{4}}\left(2^{n} n!(2 \pi)^{n}\right)^{-\frac{1}{2}} e^{-J \pi x \omega} \int_{\mathbb{R}} e^{-\pi\left(\frac{\bar{q}^{2}}{2}+t^{2}\right)+2 \pi \bar{q} t} \\
& \cdot H_{n}\left(\frac{\frac{\bar{q}}{\sqrt{2}}+\frac{q}{\sqrt{2}}}{\sqrt{2}}-t\right) \varphi(t) d t e^{-\frac{|q|^{2} \pi}{2}} .
\end{aligned}
$$

Now, since $q=x+J \omega$ we get

$$
\begin{aligned}
\mathcal{V}_{\psi_{n}} \varphi(x, \omega)= & 2^{\frac{3}{4}}\left(2^{n} n!(2 \pi)^{n}\right)^{-\frac{1}{2}} e^{-J \pi x \omega} e^{-\frac{\pi x^{2}}{2}} e^{J \pi x \omega} e^{\frac{\omega^{2} \pi}{2}} e^{-\frac{\pi x^{2}}{2}} e^{-\frac{\omega^{2} \pi}{2}} . \\
& \cdot \int_{\mathbb{R}} e^{-\pi t^{2}+2 \pi x t-2 \pi J \omega t} H_{n}(x-t) \varphi(t) d t \\
= & 2^{\frac{3}{4}}\left(2^{n} n!(2 \pi)^{n}\right)^{-\frac{1}{2}} \int_{\mathbb{R}} e^{-2 \pi J \omega t} e^{-\pi t^{2}+2 \pi x t-\pi x^{2}} H_{n}(x-t) \varphi(t) d t \\
= & 2^{\frac{3}{4}}\left(2^{n} n!(2 \pi)^{n}\right)^{-\frac{1}{2}} \frac{\left\|h_{n}^{2 \pi}\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}}{\left\|h_{n}^{2 \pi}\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}} \int_{\mathbb{R}} e^{-2 \pi J \omega t} e^{-\pi(x-t)^{2}} H_{n}(x-t) \varphi(t) d t .
\end{aligned}
$$

Hence by (5.43) we get

$$
\begin{aligned}
\mathcal{V}_{\psi_{n}} \varphi(x, \omega) & =2^{\frac{3}{4}}\left(2^{n} n!(2 \pi)^{n}\right)^{-\frac{1}{2}}\left(2^{n}(2 \pi)^{n} n!2^{-\frac{1}{2}}\right)^{\frac{1}{2}} \int_{\mathbb{R}} e^{-2 \pi J \omega t} \frac{h_{n}^{2 \pi}(x-t)}{\left\|h_{n}^{2 \pi}\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}} \varphi(t) d t \\
& =\sqrt{2} \int_{\mathbb{R}} e^{-2 \pi J \omega t} \psi_{n}(x-t) \varphi(t) d t .
\end{aligned}
$$

This concludes the proof.
It is possible to have something similar also for the full-poly QSFT.
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Corollary 5.6.10. Let $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right)$ be a vector-valued function in $L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)$. Then for $\vec{\psi}=\left(\psi_{0}, \ldots, \psi_{n}\right)$ we have

$$
\mathbb{V}_{\vec{\psi}} \vec{\varphi}(x, \omega)=\sqrt{2} \int_{\mathbb{R}} e^{-2 \pi J \omega t} \sum_{j=0}^{n} \psi_{j}(x-t) \varphi_{j}(t) d t
$$

Proof. By Proposition 5.6.4 we know that

$$
\mathbb{V}_{\vec{\psi}} \vec{\varphi}(x, \omega)=\sum_{j=0}^{n} \mathcal{V}_{\psi_{j}} \varphi_{j}(x, \omega)
$$

For each member of the sum we know that the equality (5.44) holds. So we have

$$
\mathbb{V}_{\vec{\psi}} \vec{\varphi}(x . \omega)=\sqrt{2} \int_{\mathbb{R}} e^{-2 \pi J \omega t} \sum_{j=0}^{n} \psi_{j}(x-t) \varphi_{j}(t) d t
$$

Now, we are ready to prove the reconstruction formula for the true-poly QSTFT.

Theorem 5.6.11. Let $\varphi \in L^{2}(\mathbb{R}, \mathbb{H})$. Then for all $y \in \mathbb{R}$ we have

$$
\begin{equation*}
\varphi(y)=\frac{1}{\sqrt{2}} \int_{\mathbb{R}^{2}} e^{2 \pi J \omega y}\left[\mathcal{V}_{\psi_{n}} \varphi(x, \omega)\right] \psi_{n}(x-y) d x d \omega \tag{5.45}
\end{equation*}
$$

Proof. Let us set

$$
\phi(y):=\frac{1}{\sqrt{2}} \int_{\mathbb{R}^{2}} e^{2 \pi J \omega y}\left[\mathcal{V}_{\psi_{n}} \varphi(x, \omega)\right] \psi_{n}(x-y) d x d \omega, \quad \forall y \in \mathbb{R}
$$

Let $\Theta \in L^{2}(\mathbb{R}, \mathbb{H})$. By Fubini's theorem, Lemma 5.6 .9 and the Moyal formula (5.40) we get

$$
\begin{aligned}
\langle\phi, \Theta\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} & =\int_{\mathbb{R}} \overline{\Theta(y)} \phi(y) d y \\
& =\frac{1}{\sqrt{2}} \int_{\mathbb{R}^{3}} \overline{\Theta(y)} e^{2 \pi J \omega y}\left[\mathcal{V}_{\psi_{n}} \varphi(x, \omega)\right] \psi_{n}(x-y) d x d \omega d y \\
& =\frac{1}{2} \int_{\mathbb{R}^{2}}\left(\sqrt{2} \int_{\mathbb{R}} \overline{e^{-2 \pi J \omega y} \psi_{n}(x-y) \Theta(y) d y}\right) \mathcal{V}_{\psi_{n}} \varphi(x, \omega) d x d \omega \\
& =\frac{1}{2} \int_{\mathbb{R}^{2}} \overline{\mathcal{V}_{\psi_{n}} \Theta(x, \omega)} \mathcal{V}_{\psi_{n}} \varphi(x, \omega) d x d \omega \\
& =\frac{1}{2}\left\langle\mathcal{V}_{\psi_{n}} \varphi, \mathcal{V}_{\psi_{n}} \Theta\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}=\langle\varphi, \Theta\rangle_{L^{2}(\mathbb{R}, H \mathbb{H})} .
\end{aligned}
$$
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Therefore, since for all $\Theta \in L^{2}(\mathbb{R}, \mathbb{H})$ we have $\langle\phi, \Theta\rangle_{L^{2}(\mathbb{R}, \mathbb{H})}=\langle\varphi, \Theta\rangle_{L^{2}(\mathbb{R}, \mathbb{H})}$ we conclude that

$$
\varphi(y)=\phi(y)=\frac{1}{\sqrt{2}} \int_{\mathbb{R}^{2}} e^{2 \pi J \omega y}\left[\mathcal{V}_{\psi_{n}} \varphi(x, \omega)\right] \psi_{n}(x-y) d x d \omega .
$$

Remark 5.6.12. It is possible to have a kind of reconstruction formula also for the full-poly QSTFT. Basically, we use the reconstruction formula (5.45) for each component of the vector-valued function $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right)$. Thus for $0 \leq j \leq n$ we have

$$
\varphi_{j}(y)=\frac{1}{\sqrt{2}} \int_{\mathbb{R}^{2}} e^{2 \pi J \omega y}\left[\mathcal{V}_{\psi_{j}} \varphi_{j}(x, \omega)\right] \psi_{j}(x-y) d x d \omega \quad \forall y \in \mathbb{R} .
$$

Remark 5.6.13. If $n=0$ in (5.45) we obtain the formula proved Theorem 4.5.8

Both the true-poly QTSFT and the full poly one admit a left-side inverse, which is possible to compute.

Theorem 5.6.14. Let us consider the operator $\mathcal{A}_{\psi_{n}}: L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right) \rightarrow L^{2}(\mathbb{R}, \mathbb{H})$ defined for any $\Lambda \in L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)$ by

$$
\begin{equation*}
\mathcal{A}_{\psi_{n}}(\Lambda)(y)=\sqrt{2} \int_{\mathbb{R}^{2}} e^{2 \pi J \omega y} \Lambda(x, \omega) \psi_{n}(x-y) d x d \omega, \quad \forall y \in \mathbb{R} . \tag{5.46}
\end{equation*}
$$

Then $\mathcal{A}_{\psi_{n}}$ is the adjoint of $\mathcal{V}_{\psi_{n}}$. Moreover, we have the following identity

$$
\begin{equation*}
\mathcal{V}_{\psi_{n}}^{*} \mathcal{V}_{\psi_{n}}=2 I d . \tag{5.47}
\end{equation*}
$$

Proof. Firstly we show that $\mathcal{A}_{\psi_{n}}$ is the adjoint operator of $\mathcal{V}_{\psi_{n}}$. Let $h \in$ $L^{2}(\mathbb{R}, \mathbb{H})$. The application of Fubini's theorem and formula (5.44) lead to

$$
\begin{aligned}
\left\langle\mathcal{A}_{\psi_{n}}(\Lambda), h\right\rangle_{L^{2}(\mathbb{R}, \mathbb{H})} & =\int_{\mathbb{R}} \overline{h(y)} \mathcal{A}_{\psi_{n}}(\Lambda)(y) d y \\
& =\sqrt{2} \int_{\mathbb{R}^{3}} \overline{h(y)} e^{2 \pi J \omega y} \Lambda(x, \omega) \psi_{n}(x-y) d x d \omega d y \\
& =\int_{\mathbb{R}^{2}} \sqrt{2}\left(\int_{\mathbb{R}} \overline{e^{-2 \pi J \omega y} \psi_{n}(x-y) h(y)} d y\right) \Lambda(x, \omega) d x d \omega \\
& =\int_{\mathbb{R}^{2}} \overline{\mathcal{V}_{\psi_{n}} h(x, \omega)} \Lambda(x, \omega) d x d \omega=\left\langle\Lambda, \mathcal{V}_{\psi_{n}} h\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)} .
\end{aligned}
$$

5.6. Quaternion short-time Fourier transform with normalized Hermite functions as windows

Now, we prove (5.47). It follows by formula (5.45)

$$
\begin{aligned}
\mathcal{V}_{\psi_{n}}^{*}\left(\mathcal{V}_{\psi_{n}} \varphi\right)(y) & =\sqrt{2} \int_{\mathbb{R}^{2}} e^{2 \pi J \omega y}\left[\mathcal{V}_{\psi_{n}} \varphi(x, \omega)\right] \psi_{n}(x-y) d x d \omega \\
& =2 \varphi(y)
\end{aligned}
$$

Remark 5.6.15. The formula (5.46) is the left-side inverse of the true-poly QSTFT.

We can prove a similar result for the full-poly QSTFT.
Theorem 5.6.16. Let us consider $\mathbb{A}_{\vec{\psi}}^{*}: L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right) \rightarrow L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)$ defined for any $\Lambda \in L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)$ by

$$
\begin{equation*}
\mathbb{A}_{\vec{\psi}}^{*} \Lambda=\left(\mathcal{A}_{\vec{\psi}}^{*} \Lambda, \ldots, \mathcal{A}_{\vec{\psi}}^{*} \Lambda\right) \tag{5.48}
\end{equation*}
$$

where $\vec{\psi}=\left(\psi_{0}, \ldots, \psi_{n}\right)$ and $\mathcal{A}_{\vec{\psi}}^{*} \Lambda$ are defined as follow

$$
\mathcal{A}_{\vec{\psi}}^{*} \Lambda=\sqrt{2} \int_{\mathbb{R}^{2}} e^{2 \pi J \omega y} \Lambda(x, \omega) \psi_{j}(x-y) d x d \omega \quad 0 \leq j \leq n
$$

Then $\mathbb{A}_{\vec{\psi}}^{*}$ is full-poly adjoint operator of $\mathbb{V}_{\vec{\psi}}$. Moreover,

$$
\begin{equation*}
\mathbb{V}_{\vec{\psi}}^{*} \mathbb{V}_{\vec{\psi}}=2 I d_{L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)} \tag{5.49}
\end{equation*}
$$

Proof. The construction of the vector (5.48) follows from the definition of the full-poly adjoint operator and Theorem 5.6.14, Finally, (5.49) follows from the fact that the full-poly QSTFT is an isometric operator, see Theorem 5.6.7,

Remark 5.6.17. The vectorial operator proposed in formula (5.48) can be considered a left-side inverse of the full-poly QSTFT.

### 5.6.3 Reproducing kernel property

Now, we will write the reproducing kernel of the quaternionic Gabor space associated to the true-poly QSTFT. We define this space as

$$
\mathcal{G}_{\mathbb{H}}^{\psi_{n}}:=\left\{\mathcal{V}_{\psi_{n}} \varphi, \varphi \in L^{2}(\mathbb{R}, \mathbb{H})\right\} .
$$

We also consider a vector-valued version of the previous space which is given by
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$$
\mathbb{G}_{\mathbb{H}}^{\vec{\psi}}=\left\{\mathbb{V}_{\vec{\psi}} \vec{\varphi}, \vec{\varphi} \in L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)\right\},
$$

where $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right)$ and $\vec{\psi}=\left(\psi_{0}, \ldots, \psi_{n}\right)$.
Theorem 5.6.18. Let $\varphi$ be in $L^{2}(\mathbb{R}, \mathbb{H})$ and $\psi_{n}(t)=\frac{h_{n}^{2 \pi}(t)}{\left\|h_{n}^{2 \pi}\right\|_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)}}$. If

$$
K_{\psi_{n}}\left(x, \omega ; x^{\prime}, \omega^{\prime}\right)=\int_{\mathbb{R}} e^{2 \pi I\left(\omega^{\prime}-\omega\right) t} \psi_{n}\left(x^{\prime}-t\right) \psi_{n}(x-t) d t .
$$

Then, $K_{\psi_{n}}$ is the reproducing kernel of the space $\mathcal{G}_{\mathbb{H}}^{\psi_{n}}$, i.e

$$
\mathcal{V}_{\psi_{n}} \varphi\left(x^{\prime}, \omega^{\prime}\right)=\left\langle\mathcal{V}_{\psi_{n}} \varphi, K_{\psi_{n}}\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)} .
$$

Proof. We use Lemma 5.6.9, the inversion formula (5.45) and Fubini's theorem to get

$$
\begin{aligned}
\mathcal{V}_{\psi_{n}} \varphi\left(x^{\prime}, \omega^{\prime}\right) & =\sqrt{2} \int_{\mathbb{R}} e^{-2 \pi J \omega^{\prime} t} \varphi(t) \psi_{n}\left(x^{\prime}-t\right) d t \\
& =\int_{\mathbb{R}} e^{-2 \pi J \omega^{\prime} t} \psi_{n}\left(x^{\prime}-t\right)\left(\int_{\mathbb{R}^{2}} e^{2 \pi J \omega t}\left[\mathcal{V}_{\psi_{n}} \varphi(x, \omega)\right] \psi_{n}(x-t) d x d \omega\right) d t \\
& =\int_{\mathbb{R}^{3}} e^{-2 \pi J \omega^{\prime} t} \psi_{n}\left(x^{\prime}-t\right) e^{2 \pi J \omega t} \psi_{n}(x-t) \mathcal{V}_{\psi_{n}} \varphi(x, \omega) d x d \omega d t \\
& =\int_{\mathbb{R}^{2}}\left(\int_{\mathbb{R}} e^{-2 \pi J t\left(\omega^{\prime}-\omega\right)} \psi_{n}\left(x^{\prime}-t\right) \psi_{n}(x-t) d t\right) \mathcal{V}_{\psi_{n}} \varphi(x, \omega) d x d \omega \\
& =\int_{\mathbb{R}^{2}} \overline{K_{\psi_{n}}\left(x, \omega ; x^{\prime}, \omega^{\prime}\right)} \mathcal{V}_{\psi_{n}} \varphi(x, \omega) d x d \omega \\
& =\left\langle\mathcal{V}_{\psi_{n}} \varphi, K_{\psi_{n}}\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)} .
\end{aligned}
$$

A similar theorem holds for the full-poly QSTFT, that we can state as follows.

Theorem 5.6.19. Let $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right) \in L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)$. The following functions

$$
K_{\vec{\psi}}\left(x, \omega ; x^{\prime}, \omega^{\prime}\right)=\sum_{j=0}^{n} \int_{\mathbb{R}} e^{2 \pi I\left(\omega^{\prime}-\omega\right) t} \psi_{j}\left(x^{\prime}-t\right) \psi_{j}(x-t) d t
$$

are the reproducing kernel of the space $\mathbb{G}_{\mathbb{H}}^{\vec{\psi}}$, i.e:

$$
\mathbb{V}_{\vec{\psi}} \vec{\varphi}\left(x^{\prime}, \omega^{\prime}\right)=\left\langle\mathbb{V}_{\psi_{N}} \vec{\varphi}, K_{\vec{\psi}}\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}^{n+1}\right)} .
$$
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Proof. It follows from the previous theorem and the fact that we can write the full-poly QSTFT as sums of true-poly QSTFTs (Proposition 5.6.4) and the definition of inner product of the space $L^{2}\left(\mathbb{R}^{2}, \mathbb{H}^{n+1}\right)$ (see (5.32). In particular, we have

$$
\begin{aligned}
\mathbb{V}_{\vec{\psi}} \vec{\varphi}\left(x^{\prime}, \omega^{\prime}\right) & =\sum_{j=0}^{n} \mathcal{V}_{\psi_{j}} \varphi_{j}\left(x^{\prime}, \omega^{\prime}\right) \\
& =\sum_{j=0}^{n}\left\langle\mathcal{V}_{\psi_{j}} \varphi_{j}, K_{\psi_{j}}\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)} \\
& =\left\langle\mathbb{V}_{\vec{\psi}} \vec{\varphi}, K_{\vec{\psi}}\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{H}^{n+1}\right)}
\end{aligned}
$$

Remark 5.6.20. If $n=0$ in Theorem 5.6.18 and Theorem 5.6.19 we recover the same result of Theorem 4.5.12,

### 5.6.4 Lieb's uncertainty principle

In this section we want to extend to the quaternionic polyanalytic theory the Lieb's uncertainty principle. Let us recall that the uncertainty principles state that a signal cannot be simultaneously sharply located both in time and frequency domains. This is emphasised by the following generic principle [92]:

## "A function cannot be concentrated on small sets in the time-frequency

 plane, no matter which time-frequency representation is used."Theorem 5.6.21. (Weak uncertainty principle) Let $\varphi \in L^{2}(\mathbb{R}, \mathbb{H})$ be an unit vector, $U$ an open set of $\mathbb{R}^{2}$ and $\varepsilon \geq 0$ such that

$$
\begin{equation*}
\int_{U}\left|\mathcal{V}_{\psi_{n}} \varphi(x, \omega)\right|^{2} d x d \omega \geq 1-\varepsilon \tag{5.50}
\end{equation*}
$$

then $|U| \geq \frac{1-\varepsilon}{2}$.
Proof. From the definition of true-poly QSTFT and Proposition 5.4.6 we have

$$
\begin{align*}
\left|\mathcal{V}_{\psi_{n}} \varphi(x, \omega)\right| & =\left|e^{-J \pi x \omega}\right|\left|B^{n+1} \varphi\left(\frac{\bar{q}}{\sqrt{2}}\right)\right| e^{-\frac{|q|^{2} \pi}{2}}  \tag{5.51}\\
& \leq \sqrt{2} e^{\frac{|q|^{2} \pi}{2}}\|\varphi\|_{L^{2}(\mathbb{R}, H 1)} e^{-\frac{|q|^{2} \pi}{2}} \\
& =\sqrt{2} .
\end{align*}
$$
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Thus by (5.50) we get

$$
1-\varepsilon \leq \int_{U}\left|\mathcal{V}_{\psi_{n}} \varphi(x, \omega)\right|^{2} d x d \omega \leq\left\|\mathcal{V}_{\psi_{n}} \varphi\right\|_{\infty}^{2}|U| \leq 2|U| .
$$

Hence

$$
|U| \geq \frac{1-\varepsilon}{2}
$$

A weak uncertainty principle holds also for the full-poly QSTFT.
Theorem 5.6.22. Let $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right)$ be a vector valued function in $L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)$ with $\left\|\varphi_{j}\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}=1$, for all $1 \leq j \leq n$, and $\vec{\psi}=\left(\psi_{0}, \ldots, \psi_{n}\right)$ be a vectorvalued window function. If $U$ is an open set of $\mathbb{R}^{2}$ and $\varepsilon \geq 0$ we suppose

$$
\begin{equation*}
\int_{U}\left|\mathbb{V}_{\vec{\psi}} \vec{\varphi}(x, \omega)\right|^{2} d x d \omega \geq 1-\varepsilon \tag{5.52}
\end{equation*}
$$

then $|U| \geq \frac{1-\varepsilon}{2(n+1)^{2}}$.
Proof. By Proposition 5.6.4 we know that

$$
\mathbb{V}_{\vec{\psi}} \vec{\varphi}=\sum_{j=0}^{n} \mathcal{V}_{\psi_{j}} \varphi_{j}(x, \omega) .
$$

Thus by the estimate (5.51) applied at each members of the sum turns out that

$$
\begin{equation*}
\left|\mathbb{V}_{\vec{\psi}} \vec{\varphi}(x, \omega)\right| \leq \sum_{j=0}^{n}\left|\mathcal{V}_{\psi_{j}} \varphi_{j}(x, \omega)\right| \leq \sqrt{2}(n+1) . \tag{5.53}
\end{equation*}
$$

Therefore by (5.52) and (5.53) we obtain

$$
1-\varepsilon \leq \int_{U}\left|\mathbb{V}_{\vec{\psi}} \vec{\varphi}(x, \omega)\right|^{2} d x d \omega \leq\left\|\mathbb{V}_{\vec{\psi}} \vec{\varphi}\right\|_{\infty}^{2}|U| \leq 2|U|(n+1)^{2} .
$$

Then

$$
|U| \geq \frac{1-\varepsilon}{2(n+1)^{2}}
$$

In order to improve the estimates of the weak uncertainty principles we need the following $L^{p}$ - estimate of the true-poly QSTFT and the full-poly one. For the first one we omit the proof since it can be shown with exactly the same computations of Theorem 4.5.14.
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5.6. Quaternion short-time Fourier transform with normalized Hermite functions as windows

Proposition 5.6.23. Let $\varphi \in L^{2}(\mathbb{R}, \mathbb{H})$ and $p \in[2, \infty)$ then we have

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}\left|\mathcal{V}_{\psi_{n}} \varphi(x, \omega)\right|^{p} d x d \omega \leq \frac{2^{p+1}}{p}\|\varphi\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{p} . \tag{5.54}
\end{equation*}
$$

Proposition 5.6.24. Let $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right)$ be a vector valued function in $L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)$. For $p \in[2, \infty)$ we have

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}\left|\mathbb{V}_{\vec{\psi}} \vec{\varphi}(x, \omega)\right|^{p} d x d \omega \leq \frac{2^{p+1}}{p}(n+1)^{p-1}\|\vec{\varphi}\|_{L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)}^{p} \tag{5.55}
\end{equation*}
$$

Proof. From (5.39) we obtain

$$
\left|\mathbb{V}_{\vec{\psi}} \vec{\varphi}(x, \omega)\right|^{p} \leq\left(\sum_{j=0}^{n}\left|\mathcal{V}_{\psi_{j}} \varphi_{j}(x, \omega)\right|\right)^{p} \leq(n+1)^{p-1} \sum_{j=0}^{n}\left|\mathcal{V}_{\psi_{j}} \varphi_{j}(x . \omega)\right|^{p}
$$

Now, we integrate and apply (5.54) at each member of the sum and we get

$$
\begin{aligned}
\int_{\mathbb{R}^{2}}\left|\mathbb{V}_{\vec{\psi}} \vec{\varphi}(x, \omega)\right|^{p} d x d \omega & \leq(n+1)^{p-1} \sum_{j=0}^{n} \int_{\mathbb{R}^{2}}\left|\mathcal{V}_{\psi_{j}} \varphi_{j}(x, \omega)\right|^{p} d x d \omega \\
& \leq \frac{2^{p+1}}{p}(n+1)^{p-1} \sum_{j=0}^{n}\left\|\varphi_{j}\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{p} \\
& \leq \frac{2^{p+1}}{p}(n+1)^{p-1}\left(\sum_{j=0}^{n}\left\|\varphi_{j}\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}^{2}\right)^{\frac{p}{2}} \\
& =\frac{2^{p+1}}{p}(n+1)^{p-1}\|\vec{\varphi}\|_{L^{2}\left(\mathbb{R}, \mathbb{H} H^{n+1}\right)}^{p} .
\end{aligned}
$$

Next, we show that the inequalities (5.54) and (5.55) yield a sharper estimate for Theorem 5.6.21 and Theorem 5.6.22, respectively.
Theorem 5.6.25. Let us consider $\vec{\varphi}=\left(\varphi_{0}, \ldots, \varphi_{n}\right) \in L^{2}\left(\mathbb{R}, \mathbb{H}^{n+1}\right)$, such that $\left\|\varphi_{j}\right\|_{L^{2}(\mathbb{R}, \mathbb{H})}=1$, for any $0 \leq j \leq n$. Let $U$ be an open set of $\mathbb{R}^{2}, \varepsilon \geq 0$ and

$$
\begin{equation*}
\int_{U}\left|\mathbb{V}_{\vec{\psi}} \vec{\varphi}(x, \omega)\right|^{2} d x d \omega \geq 1-\varepsilon \tag{5.56}
\end{equation*}
$$

then

$$
|U| \geq\left(\frac{2^{p+1}}{p}\right)^{-\frac{2}{p-2}}(1-\varepsilon)^{\frac{p}{p-2}}(n+1)^{\frac{2-3 p}{p-2}}, \quad \text { for } \quad p>2
$$

Chapter 5. On the polyanalytic short-time Fourier transform in the quaternionic setting

Proof. The estimate (5.55) implies that

$$
\begin{aligned}
1-\varepsilon & \leq \int_{U}\left|\mathbb{V}_{\vec{\psi}} \vec{\varphi}(x, \omega)\right|^{2} d x d \omega=\int_{\mathbb{R}^{2}}\left|\mathbb{V}_{\vec{\psi}} \vec{\varphi}(x, \omega)\right|^{2} \chi_{U}(x, \omega) d x d \omega \\
& \leq\left(\int_{\mathbb{R}^{2}}\left|\mathbb{V}_{\vec{\psi}} \vec{\varphi}(x, \omega)\right|^{p} d x d \omega\right)^{\frac{2}{p}}|U|^{\frac{p-2}{p}} \\
& \leq\left(\frac{2^{p+1}}{p}\right)^{\frac{2}{p}}(n+1)^{\frac{3 p-2}{p}}|U|^{\frac{p-2}{p}} .
\end{aligned}
$$

Therefore

$$
|U| \geq\left(\frac{2^{p+1}}{p}\right)^{-\frac{2}{p-2}}(1-\varepsilon)^{\frac{p}{p-2}}(n+1)^{\frac{2-3 p}{p-2}}, \quad \text { for } \quad p>2
$$

Theorem 5.6.26. Let $\varphi$ be in $L^{2}(\mathbb{R}, \mathbb{H})$. If we assume that $U$ is an open set of $\mathbb{R}^{2}, \varepsilon \geq 0$ and $\|\varphi\|_{L^{2}(\mathbb{R}, \mathbb{H})}=1$ such that

$$
\int_{U}\left|\mathcal{V}_{\psi_{n}} \varphi(x, \omega)\right|^{2} d x d \omega \geq 1-\varepsilon
$$

Then, we have

$$
|U| \geq\left(\frac{2^{p+1}}{p}\right)^{-\frac{2}{p-2}}(1-\varepsilon)^{\frac{p}{p-2}}, \quad \text { for } \quad p>2
$$

Proof. It follows by using similar techniques of Theorem 5.6.25.
Remark 5.6.27. If $n=0$ in Theorem 5.6.25 and Theorem 5.6.26, these results coincide with Theorem 4.5.15,

## On the Clifford short-time Fourier transform and its properties

### 6.1 Motivation

In this chapter we investigate how the short-time Fourier transform can be extended in a Clifford algebra setting. It is crucial to use a suitable generalization of the Fourier transform in the Clifford algebra setting. H.De Bie explains in [62] that nowadays the emphasis of the research on hypercomplex integral transform lies on three different methods: the eigenfunction approach, the generalized roots of -1 approach and the spin group approach.

In the first one the Clifford-Fourier transform is defined as the following integral transform

$$
\begin{equation*}
\mathcal{F}_{ \pm} f(y):=(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} K_{ \pm}(x, y) f(x) d x \tag{6.1}
\end{equation*}
$$

where the kernel $K_{ \pm}(x, y)$ is given by an explicit expression. For this kind of Clifford-Fourier transform many generalizations were found, see [29,61, 63-65] and some important properties such as the uncertainty principle and Riemann-Lebesgue lemma were proved [81,82].

In the second approach the definition of Fourier transform is given in the following way.
Definition 6.1.1. Denote by $\mathcal{I}_{n}$ the set $\left\{i \in \mathbb{R}_{n} \mid i^{2}=-1\right\}$ of geometric square roots of minus one. Let $F_{1}:=\left\{i_{1}, \ldots, i_{\mu}\right\}, F_{2}=\left\{i_{\mu+1}, \ldots, i_{n}\right\}$ be two ordered finite sets of such square roots, $i_{k} \in \mathcal{I}_{n}$, for all $k=1, \ldots, n$. The geometric Fourier transform $\mathcal{F}_{F_{1}, F_{2}}$ of a function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}_{n}$ takes the form

$$
\mathcal{F}_{F_{1}, F_{2}}(f)(u):=(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}}\left(\prod_{k=1}^{\mu} e^{-i_{k} x_{k} u_{k}}\right) f(x)\left(\prod_{k=\mu+1}^{n} e^{-i_{k} x_{k} u_{k}}\right) d x .
$$

Finally, in the third approach the Fourier transform is defined as follows

$$
\hat{f}(\phi):=\int_{\mathbb{R}^{2}} \phi(x, y) f(x, y) \phi(-x,-y) d x d y
$$

where $\phi$ is a group of morphism.
The aim of this chapter is to generalize the short-time Fourier transform on the Clifford algebra setting using the first approach.

Now, we recall briefly some notions that we will use in this chapter. The product of two 1 -vectors $x=\sum_{j=0}^{n} x_{j} e_{j}$ and $y=\sum_{j=0}^{n} y_{j} e_{j}$ splits into a scalar part and a 2 -vector part

$$
\underline{x} \underline{y}=-\langle\underline{x}, \underline{y}\rangle+\underline{x} \wedge \underline{y},
$$

with

$$
\langle\underline{x}, \underline{y}\rangle=\sum_{j=1}^{n} x_{j} y_{j}=-\frac{1}{2}(\underline{x} \underline{y}+\underline{y} \underline{x}),
$$

and

$$
\underline{x} \wedge \underline{y}=\sum_{j<k} e_{j} e_{k}\left(x_{j} y_{k}-x_{k} y_{j}\right)=\frac{1}{2}(\underline{x} \underline{y}-\underline{y} \underline{x}) .
$$

For any $\underline{x}, \underline{y} \in \mathbb{R}_{n}$, we have $|\underline{x} y| \leq 2^{n}|\underline{x}||y|$ and $|\underline{x}+y| \leq|\underline{x}|+|y|$.
In the sequel, we consider functions defined on $\mathbb{R}^{n}$ and taking values in the real Clifford algebra $\mathbb{R}_{n}$. Such functions can be expressed as

$$
f(x)=\sum_{A} e_{A} f_{A}(x)
$$

where $e_{A}=e_{i_{1}} e_{i_{2}} \ldots e_{i_{k}}, 1 \leq i_{1}<i_{2}<\ldots<i_{k} \leq n$ and $f_{A}$ are real valued functions. We define the modulus $|f|$ of any function $f$ which takes values
in $\mathbb{R}_{n}$ as

$$
\begin{equation*}
|f|:=\sqrt{\sum_{A}\left|f_{A}\right|^{2}} \tag{6.2}
\end{equation*}
$$

Now, we indicate the Dirac operator in $\mathbb{R}^{n}$ as

$$
\partial_{\underline{x}}=\sum_{i=1}^{n} e_{i} \partial_{x_{i}} .
$$

We denote by $\mathcal{P}$ the space of polynomials taking values in $\mathbb{R}_{n}$, i.e

$$
\mathcal{P}:=\mathbb{R}\left[x_{1}, \ldots, x_{n}\right] \otimes \mathbb{R}_{n}
$$

The set of homogeneous polynomials of degree $k$ is then denoted by $\mathcal{P}_{k}$, while the space $\mathcal{M}_{k}:=\operatorname{ker} \partial_{\underline{x}} \cap \mathcal{P}_{k}$ is called the space of spherical monogenics of degree $k$.

We denote by $L^{p}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ as the module of all Clifford-valued functions $f: \mathbb{R}^{n} \rightarrow \mathbb{R}_{n}$ with finite norm

$$
\|f\|_{p}= \begin{cases}\left(\int_{\mathbb{R}^{n}}|f(x)|^{p} d x\right)^{\frac{1}{p}}, \quad 1 \leq p<\infty \\ \operatorname{ess} \sup _{x \in \mathbb{R}^{n}}|f(x)|, \quad p=\infty\end{cases}
$$

where $d x=d x_{1} \ldots d x_{n}$ represents the usual Lebesgue measure in $\mathbb{R}^{n}$. We consider the following inner product for two functions $f, g: \mathbb{R}^{n} \rightarrow \mathbb{R}_{n}$

$$
\langle f, g\rangle=\int_{\mathbb{R}^{n}} \overline{f(x)} g(x) d x
$$

Let us denote the Schwartz space as $\mathcal{S}\left(\mathbb{R}^{n}\right)$. In the rest of the chapter we will consider functions in this space which are radial, so real valued functions, or which takes value in the Clifford algebra $\mathbb{R}_{n}$. In this last case we denote the Schwartz space as $\mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$. For this kind of space it is possible to introduce a basis $\left\{\psi_{j, k, l}\right\}$ (see [128]), which is defined by

$$
\begin{align*}
\psi_{2 j, k, l}(x) & :=L_{j}^{\frac{n}{2}+k-1}\left(|\underline{x}|^{2}\right) M_{k}^{(l)} e^{-\frac{|x|^{2}}{2}},  \tag{6.3}\\
\psi_{2 j+1, k, l}(x) & :=L_{j}^{\frac{n}{2}+k}\left(|\underline{x}|^{2}\right) \underline{x} M_{k}^{(l)} e^{-\frac{|x|^{2}}{2}}, \tag{6.4}
\end{align*}
$$

where $j, k \in \mathbb{N},\left\{M_{k}^{(l)} \in \mathcal{M}_{k}: l=1, \ldots, \operatorname{dim} \mathcal{M}_{k}\right\}$ is a basis for $\mathcal{M}_{k}$, and $L_{j}^{\alpha}$ are the Laguerre polynomials.

In the sequel we define the commutator of the Clifford operators $A, B$ in the following way

$$
\begin{equation*}
[A, B]=A B-B A \tag{6.5}
\end{equation*}
$$

### 6.2 Clifford-Fourier transform

In this section, we recall the definition and some properties of the CliffordFourier transform introduced by H.De Bie and Y.Xu in [66].
Definition 6.2.1 (Clifford-Fourier Transform). On the Schwartz class of functions $\mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$, we define the Clifford-Fourier transform as

$$
\begin{equation*}
\mathcal{F}_{ \pm} f(y):=(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} K_{ \pm}(x, y) f(x) d x \tag{6.6}
\end{equation*}
$$

and their inverses as

$$
\mathcal{F}_{ \pm}^{-1} f(y):=(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \widetilde{K_{ \pm}}(x, y) f(x) d x
$$

where

$$
K_{ \pm}(x, y):=e^{\mp i \frac{\pi}{2} \Gamma_{\underline{y}}} e^{-i\langle\underline{x}, \underline{y}\rangle},
$$

and

$$
\widetilde{K_{ \pm}}(x, y):=e^{ \pm i \frac{\pi}{2} \Gamma_{\underline{y}}} e^{i(\underline{x}, \underline{y}\rangle},
$$

$\Gamma_{\underline{y}}:=\frac{\partial_{y} y-y \partial_{y}}{2}+\frac{n}{2}=-\sum_{j<k} e_{j} e_{k}\left(x_{j} \partial_{x_{k}}-x_{k} \partial_{x_{j}}\right)$ is the Gamma operator.
In the paper [66] the authors write an explicit formula of the kernel by using the Gegenbauer polynomials $C_{k}^{\lambda}(\omega)$ and the Bessel functions $J_{\alpha}(t)$ :

$$
\begin{equation*}
K_{-}(x, y)=A_{\lambda}+B_{\lambda}+(\underline{x} \wedge \underline{y}) C_{\lambda}, \tag{6.7}
\end{equation*}
$$

with

$$
\begin{aligned}
A_{\lambda} & =2^{\lambda-1} \Gamma(\lambda+1) \sum_{k=0}^{\infty}\left(i^{n}+(-1)^{k}\right)(|\underline{x}||\underline{y}|)^{-\lambda} J_{k+\lambda}(|\underline{x}||\underline{y}|) C_{k}^{\lambda}(\langle\xi, \eta\rangle), \\
B_{\lambda} & =-2^{\lambda-1} \Gamma(\lambda) \sum_{k=0}^{\infty}(k+\lambda)\left(i^{n}-(-1)^{k}\right)(|\underline{x}||\underline{y}|)^{-\lambda} J_{k+\lambda}(|\underline{x}||\underline{y}|) C_{k}^{\lambda}(\langle\xi, \eta\rangle), \\
C_{\lambda} & =-(2 \lambda) 2^{\lambda-1} \Gamma(\lambda) \sum_{k=0}^{\infty}\left(i^{n}+(-1)^{k}\right)(|\underline{x}||\underline{y}|)^{-\lambda-1} J_{k+\lambda}(|\underline{x}||\underline{y}|) C_{k-1}^{\lambda+1}(\langle\xi, \eta\rangle),
\end{aligned}
$$

where $\xi=\frac{x}{\mid \underline{x}}, \eta=\frac{\underline{y}}{|y|}$ and $\lambda=\frac{n-2}{2}$.
It is important to observe that the kernel is not symmetric, in the sense that $K_{-}(x, y) \neq K_{-}(y, x)$. Hence, we adopt the convention that we always integrate over the first variable in the kernels. Throughout the paper, we only focus on the kernel $K_{-}=e^{i \frac{\pi}{2} \Gamma_{\underline{y}}} e^{-i\langle\underline{x}, \underline{y}\rangle}$, from the following proposition (see [66, Prop. 3.4]) it is possible to recover $K_{+}(x, y)=e^{-i \frac{\pi}{2} \Gamma \underline{v}_{\underline{y}}} e^{-i\langle x, y y}$.

Remark 6.2.2. The main difference between this Fourier transform and the ones considered in [30, 96, 97] is that the kernel of the Clifford-Fourier transform is developed by considering that it is the eigenvalue of a basis of the Clifford-space $L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$. On the other hand, the approach considered by Hitzer and collaborators consists of replacing the classic complex imaginary unit $i$ with generalized roots of -1 .

Proposition 6.2.3. For $x, y \in \mathbb{R}^{n}$,

$$
\begin{gathered}
K_{+}(x, y)=\left(K_{-}(x,-y)\right)^{c}, \\
\widetilde{K_{ \pm}}(x, y)=\left(K_{ \pm}(x, y)\right)^{c},
\end{gathered}
$$

where ${ }^{c}$ stands for the complex conjugate.
It is important to remark that in the case $d$ is even $A_{\lambda}, B_{\lambda}, C_{\lambda}$ are real valued so the complex conjugate in $K_{-}(x, y)$ can be omitted.

From the explicit expression of the kernel it is possible to derive some easy properties [66, Prop. 5.1].

Proposition 6.2.4. Let $n=2$. Then the kernel of Clifford-Fourier transform satisfies

$$
K_{-}(x, z) K_{-}(y, z)=K_{-}(x+y, z) .
$$

If the dimension $d$ is even and $n>2$ then

$$
K_{-}(x, z) K_{-}(y, z) \neq K_{-}(x+y, z) .
$$

If we consider the Clifford conjugate and even dimension (see [109, Prop. 3.5]) we have

$$
\begin{equation*}
K_{-}(y, x)=\overline{K_{-}(x, y)} . \tag{6.8}
\end{equation*}
$$

Furthermore, the following trivial formula holds

$$
\begin{equation*}
K_{-}(-x, y)=K_{-}(x,-y) . \tag{6.9}
\end{equation*}
$$

Moreover, in [66] for even dimensions the kernel is rewritten as a finite sum of Bessel functions (see [66, Thm. 4.3])

$$
K_{-}(x, y)=(-1)^{\lambda+1}\left(\frac{\pi}{2}\right)^{\frac{1}{2}}\left(A_{\lambda}^{*}(s, t)+B_{\lambda}^{*}(s, t)+(\underline{x} \wedge \underline{y}) C_{\lambda}^{*}(s, t)\right),
$$

where $s=\langle\underline{x}, \underline{y}\rangle$ and $t=|\underline{x} \wedge \underline{y}|=\sqrt{|\underline{x}|^{2}|\underline{y}|^{2}-s^{2}}$ and

$$
\begin{gathered}
A_{\lambda}^{*}(s, t)=\sum_{l=0}^{\left\lfloor\frac{\lambda+1}{2}-\frac{3}{4}\right\rfloor} s^{\lambda-1-2 l} \frac{1}{2^{l} l!} \frac{\Gamma(\lambda+1)}{\Gamma(\lambda-2 l)} \tilde{J}_{(2 \lambda-2 l-1) / 2}(t), \\
B_{\lambda}^{*}(s, t)=-\sum_{l=0}^{\left\lfloor\frac{\lambda+1}{2}-\frac{1}{2}\right\rfloor} s^{\lambda-2 l} \frac{1}{2^{l} l!} \frac{\Gamma(\lambda+1)}{\Gamma(\lambda-2 l+1)} \tilde{J}_{(2 \lambda-2 l-1) / 2}(t), \\
C_{\lambda}^{*}(s, t)=-\sum_{l=0}^{\left\lfloor\frac{\lambda+1}{2}-\frac{1}{2}\right\rfloor} s^{\lambda-2 l} \frac{1}{2^{l} l!} \frac{\Gamma(\lambda+1)}{\Gamma(\lambda-2 l+1)} \tilde{J}_{(2 \lambda-2 l+1) / 2}(t)
\end{gathered}
$$

with $\tilde{J}_{\alpha}(t)=t^{-\alpha} J_{\alpha}(t)$.
The above formula helps H.De Bie and Y.Xu to prove a very important estimate of the kernel, [66, Thm. 5.3].

Lemma 6.2.5. Let $n$ be even. For $x, y \in \mathbb{R}^{n}$, one has

$$
\begin{equation*}
\left|K_{-}(x, y)\right| \leq c(1+|\underline{x}|)^{\lambda}(1+|\underline{y}|)^{\lambda} . \tag{6.10}
\end{equation*}
$$

Some problems for the Clifford-Fourier transform arise when we consider odd dimensions. Indeed in this case it is not known if it is possible to write $K_{-}(x, y)$ as sums of Bessel functions. Moreover, it seems not possible to obtain an upper bound of the kernel as in (6.10). So in the rest of the chapter we focus only on the even dimensions more than two.

Let us define the following space of functions

$$
\begin{equation*}
B\left(\mathbb{R}^{n}\right):=\left\{f \in L^{1}\left(\mathbb{R}^{n}\right):\|f\|_{B}:=\int_{\mathbb{R}^{n}}(1+|\underline{y}|)^{\lambda}|f(y)| d y<\infty\right\} . \tag{6.11}
\end{equation*}
$$

Due to the boundedness of the kernel we have the following important theorem (see [66, Thm 6.1]).
Theorem 6.2.6. Let $d$ be an even integer. The Clifford-Fourier transform is well defined on $B\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$. In particular, for $f \in B\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}, \mathcal{F}_{ \pm} f$ is a continuous function.

Now, we list some important properties of the Clifford-Fourier transform.
Proposition 6.2.7. [109 Prop. 3.6][Plancherel theorem] If $f, g \in \mathcal{S}\left(\mathbb{R}^{n}\right) \otimes$ $\mathbb{R}_{n}$ then

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \overline{f(y)} g(y) d y=\int_{\mathbb{R}^{n}} \overline{\mathcal{F}_{-}(f)(x)} \mathcal{F}_{-}(g)(x) d x \tag{6.12}
\end{equation*}
$$

### 6.2. Clifford-Fourier transform

Proposition 6.2.8. [109] Prop. 3.7][Parseval's identity] If $f \in \mathcal{S}\left(\mathbb{R}^{n}\right) \otimes$ $\mathbb{R}_{n}$, then

$$
\begin{equation*}
\|f\|_{2}=\left\|\mathcal{F}_{-}(f)\right\|_{2} . \tag{6.13}
\end{equation*}
$$

Theorem 6.2.9. [66, Thm. 6.6] For the basis $\left\{\psi_{j, k, l}\right\}$ of $\mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}($ see (6.3) and (6.4)), one has

$$
\begin{gathered}
\mathcal{F}_{ \pm}\left(\psi_{2 j, k, l}\right)=(-1)^{j+k}(\mp 1)^{k} \psi_{2 j, k, l}, \\
\mathcal{F}_{ \pm}\left(\psi_{2 j+1, k, l}\right)=i^{n}(-1)^{j+1}(\mp 1)^{k+n-1} \psi_{2 j+1, k, l} .
\end{gathered}
$$

When we restrict to the basis $\left\{\psi_{j, k, l}\right\}$ we have

$$
\begin{equation*}
\mathcal{F}_{ \pm}^{-1} \mathcal{F}_{ \pm}=I d \tag{6.14}
\end{equation*}
$$

Moreover, when $n$ is even, (6.14) holds for all $f \in \mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$.
Now we prove a property, which was proved in a more general setting in [65, Thm. 6.3].

Theorem 6.2.10. When $n$ is even for the basis $\left\{\psi_{j, k, l}\right\}$ of $\mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$, one has

$$
\begin{equation*}
\mathcal{F}_{ \pm}\left(\mathcal{F}_{ \pm}\left(\psi_{j, k, l}\right)\right)=\psi_{j, k, l} . \tag{6.15}
\end{equation*}
$$

Moreover, the formula (6.15) holds for all $f \in \mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$.
Proof. We distinguish two cases depending on $j$.
If $j$ is even we apply two times Theorem6.2.9 and we get

$$
\mathcal{F}_{ \pm}\left(\mathcal{F}_{ \pm}\left(\psi_{j, k, l}\right)\right)=(-1)^{j+k}(-1)^{j+k}(\mp 1)^{k}(\mp 1)^{k} \psi_{2 j, k, l}=\psi_{2 j, k, l} .
$$

If $j$ is odd, as before, we apply two times Theorem 6.2.9 and we obtain

$$
\begin{aligned}
\mathcal{F}_{ \pm}\left(\mathcal{F}_{ \pm}\left(\psi_{j, k, l}\right)\right) & =i^{n}(-1)^{j+1}(\mp 1)^{k+n-1} i^{n}(-1)^{j+1}(\mp 1)^{k+n-1} \psi_{2 j+1, k, l} \\
& =\left(i^{2}\right)^{n} \psi_{2 j+1, k, l}=(-1)^{n} \psi_{2 j+1, k, l}=\psi_{2 j+1, k, l} .
\end{aligned}
$$

This proves formula 6.15).
Finally, since $\mathcal{F}_{ \pm}$is continuous on $\mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ [66, Thm. 6.3] and $\left\{\psi_{j, k, l}\right\}$ is a dense subset of $\mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ we obtain that for all $f \in \mathcal{S}\left(\mathbb{R}^{n}\right) \otimes$ $\mathbb{R}_{n}$

$$
\begin{equation*}
\mathcal{F}_{ \pm}\left(\mathcal{F}_{ \pm}(f)\right)(x)=f(x) . \tag{6.16}
\end{equation*}
$$

Remark 6.2.11. Due to the density of $\mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ in $L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ the Plancherel's theorem, Parseval's identity, and the equations (6.14) and (6.16) can be extended to functions in $L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$.

### 6.3 Generalized translation and modulation operators

In this section we introduce the generalized translation and the generalized modulation, which are fundamental tools for developing a time-frequency analysis in a Clifford algebra setting. The generalized translation was introduced for the first time in the paper [66], where the authors "fixed" the well-known property of the translation of the classical Fourier transform and derived the following definition.

Definition 6.3.1. Let $f \in \mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$. For $y \in \mathbb{R}^{n}$ the generalized translation operator $f \mapsto \tau_{y} f$ is defined by

$$
\mathcal{F}_{-} \tau_{y} f(x)=K_{-}(y, x) \mathcal{F}_{-} f(x), \quad x \in \mathbb{R}^{n} .
$$

By the inversion formula of $\mathcal{F}_{-}$, the translation can be expressed as an integral operator

$$
\tau_{y} f(x)=(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}}\left(K_{-}(\xi, x)\right)^{c} K_{-}(y, \xi) \mathcal{F}_{-} f(\xi) d \xi
$$

Since we are working with even dimensions $K_{-}(\xi, x)$ is a real-valued function so we can omit the complex conjugate

$$
\begin{equation*}
\tau_{y} f(x)=(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} K_{-}(\xi, x) K_{-}(y, \xi) \mathcal{F}_{-} f(\xi) d \xi \tag{6.17}
\end{equation*}
$$

We note that the generalized translation has the following properties, see [66, Prop. 7.2].

Proposition 6.3.2. If $n=2$ for all functions $f \in \mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ one has

$$
\tau_{y} f(x)=f(x-y) .
$$

If the dimension $n$ is even and $n>2$ then in general

$$
\tau_{y} f(x) \neq f(x-y) .
$$

However, $\tau_{y}$ coincides with the classical translation operator if $f$ is a radial function [66, Thm. 7.3].

Proposition 6.3.3. Let $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ be a radial function on $\mathbb{R}^{n}, f(x)=$ $f_{0}(|\underline{x}|)$, with $f_{0}: \mathbb{R}_{+} \mapsto \mathbb{R}$, then $\tau_{y} f(x)=f(x-y)$.

Using the generalized translation, it is possible to define a convolution operation for functions with values in Clifford algebra.

Definition 6.3.4. For $f, g \in \mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$, the generalized convolution is defined by

$$
\left(f *_{C l} g\right)(x):=(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \tau_{y} f(x) g(y) d y, \quad x \in \mathbb{R}^{n}
$$

We remark that if $f$ and $g$ take value in the Clifford algebra, then $f *_{C l}$ $g$ is not commutative in general. Moreover, in the case when one of the two functions is radial we have the following well-known property of the Fourier transform [66, Thm. 8.2].

Theorem 6.3.5. If $g \in \mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$, and $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ is a radial function, then $f *_{C l} g$ satisfies

$$
\mathcal{F}_{-}\left(f *_{C l} g\right)(x)=\mathcal{F}_{-} f(x) \mathcal{F}_{-} g(x) .
$$

In particular, since $f$ is a scalar function we have the commutativity of the convolution, i.e.

$$
f *_{C l} g=g *_{C l} f .
$$

Now we have all the tools to build the generalized modulation. Let $f$ be in $\mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ and like the generalized translation we fix the following property:

$$
\begin{equation*}
\mathcal{F}_{-}\left(M_{y} f\right)(\xi)=\tau_{y} \mathcal{F}_{-}(f)(\xi), \quad \xi, y \in \mathbb{R}^{n} \tag{6.18}
\end{equation*}
$$

where $M_{y}$ is the generalized modulation operator. By Definition 6.3.1 we have

$$
\mathcal{F}_{-}\left(M_{y} f\right)(\xi)=\mathcal{F}_{-}^{-1}\left(K_{-}(y, x) \mathcal{F}_{-}\left(\mathcal{F}_{-}(f)\right)(x)\right)(\xi) .
$$

Now we apply $\mathcal{F}_{-}$and use Theorem 6.2.10, so we are able to give the following definition.

Definition 6.3.6. Let $f \in \mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$. For $y \in \mathbb{R}^{n}$ the generalized modulation is defined by

$$
M_{y} f(x)=K_{-}(y, x) f(x), \quad x \in \mathbb{R}^{n} .
$$

Remark 6.3.7. As in the classical Fourier analysis we can relate the CliffordFourier transform of the translation with the modulation of the CliffordFourier transform:

$$
\begin{equation*}
\mathcal{F}_{-}\left(\tau_{y} f(x)\right)=K_{-}(y, x) \mathcal{F}_{-} f(x)=M_{y}\left(\mathcal{F}_{-} f(x)\right) . \tag{6.19}
\end{equation*}
$$

Remark 6.3.8. In the theory that we are going to develop for even dimensions $n>2$ there is not a commutative relationship between the modulation operator and the translation operator, as it happens in the classical

## Chapter 6. On the Clifford short-time Fourier transform and its properties

case. Indeed, let $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ be a radial function, by Definition 6.3.6 and Proposition 6.3.3 we get

$$
\begin{equation*}
M_{\omega} \tau_{y} f(x)=K_{-}(\omega, x) f(x-y), \quad \omega, y \in \mathbb{R}^{n} \tag{6.20}
\end{equation*}
$$

Now, if we exchange the roles between the translation and modulation operators by formulas (6.17) and (6.18) we have

$$
\begin{aligned}
\tau_{y} M_{\omega} f(x) & =(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} K_{-}(\xi, x) K_{-}(y, \xi) \mathcal{F}_{-}\left(M_{\omega} f\right)(\xi) d \xi \\
& =(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} K_{-}(\xi, x) K_{-}(y, \xi) \tau_{\omega} \mathcal{F}_{-}(f)(\xi) d \xi, \quad \omega, y \in \mathbb{R}^{n}
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\tau_{y} M_{\omega} f(x)=(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} K_{-}(\xi, x) K_{-}(y, \xi) \tau_{\omega} \mathcal{F}_{-}(f)(\xi) d \xi \tag{6.21}
\end{equation*}
$$

Since (6.20) and (6.21) are very different we do not have any commutative relations between the generalised translation and modulation operators.
Remark 6.3.9. One my wonder if for dimension $d=2$ there exists a commutative formula between the generalized translation and modulation operator. One can verify by Proposition 6.3.2 that for $f \in \mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$

$$
\begin{gathered}
M_{\omega} \tau_{y} f(x)=K_{-}(\omega, x) f(x-y), \\
\tau_{y} M_{\omega} f(x)=K_{-}(\omega, x-y) f(x-y) .
\end{gathered}
$$

Now, due to Proposition 6.2.4 and the fact that $K_{-}$is not symmetric we deduce that it is not possible to make this computation $K_{-}(\omega, x-y)=$ $K_{-}(\omega, x) K_{-}(\omega,-y)$. Thus, we conclude that never exists a commutative formula between the generalized translation and modulation operator.

We end this section proving some easy but important formulas of timefrequency analysis.
Lemma 6.3.10. If $f \in \mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ and $y, \omega \in \mathbb{R}^{n}$ then

$$
\begin{array}{cc}
\mathcal{F}_{-}\left(\tau_{y} M_{\omega} f\right)(x)=M_{y} \tau_{\omega} \mathcal{F}_{-} f(x), & x \in \mathbb{R}^{n}, \\
\mathcal{F}_{-}\left(M_{\omega} \tau_{y} f\right)(x)=\tau_{\omega} M_{y} \mathcal{F}_{-} f(x) & x \in \mathbb{R}^{n} . \tag{6.23}
\end{array}
$$

Proof. Formula (6.22) follows by applying (6.19) and (6.18)

$$
\mathcal{F}_{-}\left(\tau_{y} M_{\omega} f\right)(x)=M_{y} \mathcal{F}_{-}\left(M_{\omega} f\right)(x)=M_{y} \tau_{\omega} \mathcal{F}_{-} f(x) .
$$

Formula (6.23) follows by applying (6.18) and (6.19)

$$
\mathcal{F}_{-}\left(M_{\omega} \tau_{y} f\right)(x)=\tau_{\omega} \mathcal{F}_{-}\left(\tau_{y} f\right)(x)=\tau_{\omega} M_{y} \mathcal{F}_{-}(f)(x)
$$

### 6.4 The Clifford short-time Fourier transform

In this section we generalize the short-time Fourier transform, using the Clifford-Fourier transform. As signal we consider a function $f$ Cliffordvalued and firstly we assume the same hypothesis also for the window function $g$.
Definition 6.4.1. Let $f, g \in \mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$. The Clifford short-time Fourier transform of a function $f$ with respect to $g$ is defined as

$$
\begin{equation*}
\mathcal{V}_{g} f(x, \omega)=\mathcal{F}_{-}\left(\tau_{x} \bar{g} \cdot f\right)(\omega), \quad \text { for } \quad x, \omega \in \mathbb{R}^{n} . \tag{6.24}
\end{equation*}
$$

We want to manipulate formula (6.24) in order to write it as an integral. From the definition of the Clifford-Fourier transform (6.6) and the formula of the generalized translation operator (6.17) we get

$$
\begin{aligned}
\mathcal{V}_{g} f(x, \omega)= & \mathcal{F}_{-}\left(\tau_{x} \bar{g} \cdot f\right)(\omega) \\
= & (2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} K_{-}(t, \omega) \tau_{x} \bar{g}(t) f(t) d t \\
= & (2 \pi)^{-n} \int_{\mathbb{R}^{2 n}} K_{-}(t, \omega) K_{-}(\xi, t) K_{-}(x, \xi) \mathcal{F}_{-}(\bar{g})(\xi) f(t) d \xi d t \\
= & (2 \pi)^{-\frac{3}{2} n} \int_{\mathbb{R}^{3 n}} K_{-}(t, \omega) K_{-}(\xi, t) K_{-}(x, \xi) K_{-}(z, \xi) \\
& \bar{g}(z) f(t) d z d \xi d t .
\end{aligned}
$$

Since it is difficult to work with this amount of non commuting kernels we choose to work with a radial window function. So if $g \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ is a radial function by definition of the Clifford-Fourier transform and Proposition 6.3.3 we get

$$
\begin{aligned}
\mathcal{V}_{g} f(x, \omega) & =(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} K_{-}(t, \omega) \tau_{x} g(t) f(t) d t \\
& =(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} K_{-}(t, \omega) g(t-x) f(t) d t .
\end{aligned}
$$

Thus we have the following definition.
Definition 6.4.2. Let $f \in \mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ and $g \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ be a radial function. The Clifford short-time Fourier transform of a function with respect to $g$ is defined, for $x, \omega \in \mathbb{R}^{n}$, as

$$
\begin{align*}
\mathcal{V}_{g} f(x, \omega) & =\mathcal{F}_{-}\left(\tau_{x} \bar{g} \cdot f\right)(\omega)  \tag{6.25}\\
& =(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} K_{-}(t, \omega) g(t-x) f(t) d t
\end{align*}
$$

In the sequel we will use this integral formula for proving all the properties of the Clifford short-time Fourier transform.

Now we are going to show that the Clifford short-time Fourier transform as the Clifford-Fourier transform is well-defined on $B\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$. First of all we recall the following notion

$$
B\left(\mathbb{R}^{n}\right):=\left\{f \in L^{1}\left(\mathbb{R}^{n}\right):\|f\|_{B}:=\int_{\mathbb{R}^{n}}(1+|\underline{y}|)^{\lambda}|f(y)| d y<\infty\right\}
$$

where $\lambda=\frac{d-2}{2}$ and $d$ is even more that two. Now, we introduce the following spaces of real valued functions for $1 \leq p<\infty$

$$
\begin{aligned}
& B^{p}\left(\mathbb{R}^{n}\right):=\left\{f \in L^{p}\left(\mathbb{R}^{n}\right):\|f\|_{B^{p}}:=\left(\int_{\mathbb{R}^{n}}(1+|\underline{y}|)^{\lambda}|f(y)|^{p} d y\right)^{\frac{1}{p}}<\infty\right\}, \\
& W_{p \lambda}\left(\mathbb{R}^{n}\right)=\left\{f \in L^{p}\left(\mathbb{R}^{n}\right):\|f\|_{W_{p \lambda}} ;=\left(\int_{\mathbb{R}^{n}}(1+|\underline{y}|)^{\lambda p}|f(y)|^{p} d y\right)^{\frac{1}{p}}<\infty\right\} .
\end{aligned}
$$

Remark 6.4.3. If $p=1$ all the spaces introduced coincide.
For the spaces $B^{p}\left(\mathbb{R}^{n}\right)$ and $W_{p \lambda}\left(\mathbb{R}^{n}\right)$ we have the following inclusion.
Lemma 6.4.4. Let $n$ be even more than two. For $p \geq 1$ we have

$$
W_{p \lambda}\left(\mathbb{R}^{n}\right) \subseteq B^{p}\left(\mathbb{R}^{n}\right)
$$

Proof. It is enough to prove that $\|\cdot\|_{B^{p}} \leq\|\cdot\|_{W_{p \lambda}}$. Firstly we observe that since $\lambda=\frac{n-2}{2} \geq 1$ and $p \geq 1$ we have

$$
(1+|\underline{y}|)^{\lambda} \leq(1+|\underline{y}|)^{\lambda p} .
$$

Then

$$
(1+|\underline{y}|)^{\lambda}|f(y)|^{p} \leq(1+|\underline{y}|)^{\lambda p}|f(y)|^{p} .
$$

Therefore, by the monotonicity of the integral we have

$$
\int_{\mathbb{R}^{n}}(1+|\underline{y}|)^{\lambda}|f(y)|^{p} d y \leq \int_{\mathbb{R}^{n}}(1+|\underline{y}|)^{\lambda p}|f(y)|^{p} d y .
$$

Thus

$$
\|f\|_{B^{p}} \leq\|f\|_{W_{p \lambda}} .
$$

### 6.4. The Clifford short-time Fourier transform

Remark 6.4.5. From the properties of the $L^{p}$-spaces we do not have any relations of inclusion between the spaces $B\left(\mathbb{R}^{n}\right)$ and $B^{p}\left(\mathbb{R}^{n}\right)$. For the same reason there is not any inclusion between $B\left(\mathbb{R}^{n}\right)$ and $W_{p \lambda}\left(\mathbb{R}^{n}\right)$.

Now we prove two inequalities which will be fundamental for defining the domain of the Clifford short-time Fourier transform.
Lemma 6.4.6. Let $d$ be even more than two. If $f \in L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ and $g \in W_{2 \lambda}\left(\mathbb{R}^{n}\right)$ is a radial function, then $f \cdot g \in B\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$. In particular we have,

$$
\begin{equation*}
\|f \cdot g\|_{B} \leq c\|g\|_{W_{2 \lambda}}\|f\|_{2}, \tag{6.26}
\end{equation*}
$$

where $c$ is a positive constant.
Proof. From the Hölder inequality we get

$$
\begin{aligned}
\|f \cdot g\|_{B} & \leq c \int_{\mathbb{R}^{n}}(1+|\underline{y}|)^{\lambda}|f(y) \| g(y)| d y \\
& =c \int_{\mathbb{R}^{n}}(1+|\underline{y}|)^{\lambda}|g(y) \| f(y)| d y \\
& \leq c\left(\int_{\mathbb{R}^{n}}(1+|\underline{y}|)^{2 \lambda}|g(y)|^{2} d y\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}^{n}}|f(y)|^{2} d y\right)^{\frac{1}{2}} \\
& =c\|g\|_{W_{2 \lambda}}\|f\|_{2} .
\end{aligned}
$$

Proposition 6.4.7. Let $d$ be even more than two. If $f \in B^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ and $g \in B^{2}\left(\mathbb{R}^{n}\right)$ is a radial function, then $f \cdot g \in B\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$. In particular, we have

$$
\begin{equation*}
\|f \cdot g\|_{B} \leq c\|f\|_{B^{2}}\|g\|_{B^{2}} \tag{6.27}
\end{equation*}
$$

where $c$ is a positive constant.
Proof. From the Hölder inequality we obtain

$$
\begin{aligned}
\|f \cdot g\|_{B} & \leq c \int_{\mathbb{R}^{n}}(1+|\underline{y}|)^{\lambda}|f(y) \| g(y)| d y \\
& =c \int_{\mathbb{R}^{n}}(1+|\underline{y}|)^{\frac{\lambda}{2}}|f(y)|(1+|\underline{y}|)^{\frac{\lambda}{2}}|g(y)| d y \\
& \leq c\left(\int_{\mathbb{R}^{n}}(1+|\underline{y}|)^{\lambda}|f(y)|^{2} d y\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}^{n}}(1+|\underline{\mid y}|)^{\lambda}|g(y)|^{2} d y\right)^{\frac{1}{2}} \\
& =c\|f\|_{B^{2}}\|g\|_{B^{2}} .
\end{aligned}
$$

Now we show that the space $W_{p \lambda}\left(\mathbb{R}^{n}\right)$ is invariant under translation of radial functions.

Lemma 6.4.8. Let $d$ be even more than two and $p \geq 1$. If $g$ is a radial function in $W_{p \lambda}\left(\mathbb{R}^{n}\right)$ then $\tau_{x} g \in W_{p \lambda}\left(\mathbb{R}^{n}\right)$, i.e

$$
\begin{equation*}
\left\|\tau_{x} g\right\|_{W_{p \lambda}} \leq(1+|\underline{x}|)^{\lambda}\|g\|_{W_{p \lambda} \lambda}, \quad x \in \mathbb{R}^{n} \tag{6.28}
\end{equation*}
$$

Proof. Since $g$ is a radial function by Proposition 6.3.3 we have

$$
\left\|\tau_{x} g\right\|_{W_{p \lambda}}^{p}=\int_{\mathbb{R}^{n}}(1+|\underline{t}|)^{p \lambda}\left|\tau_{x} g(t)\right|^{p} d t=\int_{\mathbb{R}^{n}}(1+\mid \underline{t})^{p \lambda}|g(t-x)|^{p} d t .
$$

Now, we put $t-x=z$ and by the triangle inequality we obtain

$$
\begin{aligned}
\left\|\tau_{x} g\right\|_{W_{p \lambda}}^{p} & =\int_{\mathbb{R}^{n}}(1+|\underline{z}+\underline{x}|)^{p \lambda}|g(z)|^{p} d t \\
& \leq \int_{\mathbb{R}^{n}}(1+|\underline{z}|+|\underline{x}|)^{p \lambda}|g(z)|^{p} d z \\
& \leq \int_{\mathbb{R}^{n}}(1+|\underline{z}|)^{p \lambda}(1+|\underline{x}|)^{p \lambda}|g(z)|^{p} d z \\
& =(1+|\underline{x}|)^{p \lambda} \int_{\mathbb{R}^{n}}(1+|\underline{z}|)^{p \lambda}|g(z)|^{p} d z \\
& =(1+|\underline{x}|)^{p \lambda}\|g\|_{W_{p \lambda}}^{p} .
\end{aligned}
$$

So we gain the thesis.
Remark 6.4.9. Using the same techniques and the hypothesis of Lemma 6.4 .8 it is possible to prove that also the space $B^{p}\left(\mathbb{R}^{n}\right)$ is invariant under translation. Indeed

$$
\begin{equation*}
\left\|\tau_{x} g\right\|_{B^{p}} \leq(1+|\underline{x}|)^{\frac{\lambda}{p}}\|g\|_{B^{p}}, \quad x \in \mathbb{R}^{n} . \tag{6.29}
\end{equation*}
$$

Now, we have all the tools for proving that $\mathcal{V}_{g} f \in B\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$.
Theorem 6.4.10. Let $n>2$ and even. If $f \in B^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ and $g \in B^{2}\left(\mathbb{R}^{n}\right)$ is a radial function, then the Clifford short-time Fourier transform is well defined.

Proof. If we prove that $\tau_{x} g \cdot f \in B\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$, then by Theorem 6.2.6 and Definition 6.4.2 we have the thesis.
So, we focus on proving that $\tau_{x} g \cdot f \in B\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$. By inequalities (6.27) and (6.29) we have

$$
\left\|\tau_{x} g \cdot f\right\|_{B} \leq c\left\|\tau_{x} g\right\|_{B^{2}}\|f\|_{B^{2}} \leq c(1+|\underline{x}|)^{\frac{\lambda}{2}}\|g\|_{B^{2}}\|f\|_{B^{2}}<\infty,
$$

where $c$ is a positive constant.

It is possible to prove the well-posedness of the Clfford short-time Fourier transform choosing different spaces for the signal $f$ and the window function $g$.

Theorem 6.4.11. Let $n>2$ and even. If $f \in L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ and $g \in$ $W_{2 \lambda}\left(\mathbb{R}^{n}\right)$ is a radial function, then the Clifford short-time Fourier transform is well defined.

Proof. As before it is an application of Theorem 6.2.6. So we focus on proving that $\tau_{x} g \cdot f \in B\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$. By inequalities (6.26) and (6.28) we have

$$
\left\|\tau_{x} g \cdot f\right\|_{B} \leq c\left\|\tau_{x} g\right\|_{W_{2 \lambda}}\|f\|_{2} \leq c(1+|\underline{x}|)^{\lambda}\|g\|_{W_{2 \lambda}}\|f\|_{2}<\infty
$$

where $c$ is positive constant.
In the rest of the chapter we consider (except some cases) the signal $f \in L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ and the window function $g \in W_{2 \lambda}\left(\mathbb{R}^{n}\right)$ a radial function.

### 6.5 Elementary properties of the Clifford short-time Fourier transform

In this section we prove some basic properties of the Clifford short-time Fourier transform.

Proposition 6.5.1. Let $n>2$ and even. If $f \in L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ and $g \in$ $W_{2 \lambda}\left(\mathbb{R}^{n}\right)$ is a radial function then

1 (Right linearity) If $\lambda, \mu \in \mathbb{R}_{n}$ and $h \in L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ then

$$
\left[\mathcal{V}_{g}(f \lambda+h \mu)\right](\omega, x)=\mathcal{V}_{g}(f)(x, \omega) \lambda+\mathcal{V}_{g}(h)(x, \omega) \mu
$$

2 (Parity)

$$
\mathcal{V}_{g} f(x, \omega)=\mathcal{V}_{g} f(-x, \omega)
$$

Proof. The first one follows from the Definition 6.4.2. The second one follows from the hypothesis of radiality of $g$.

In the next proposition we list some equivalent forms of the Clifford short-time Fourier transform.

Proposition 6.5.2. Let $n>2$ and even. We suppose that $g \in W_{2 \lambda}\left(\mathbb{R}^{n}\right)$ is a radial function and $f \in L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$. Then
1.

$$
\begin{equation*}
\mathcal{V}_{g} f(x, \omega)=(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{M_{\omega} \tau_{x} g(t)} f(t) d t, \tag{6.30}
\end{equation*}
$$

2. 

$$
\begin{equation*}
\mathcal{V}_{g} f(x, \omega)=(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{\tau_{\omega} M_{x}\left(\mathcal{F}_{-} g\right)(t)}\left(\mathcal{F}_{-} f\right)(t) d t \tag{6.31}
\end{equation*}
$$

3. 

$$
\begin{align*}
\mathcal{V}_{g} f(x, \omega)= & \mathcal{V}_{\mathcal{F}_{-}(g)} \mathcal{F}_{-}(f)(\omega, x)  \tag{6.32}\\
& -(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{\left[\tau_{x}, M_{\omega}\right] g(t)} f(t) d t
\end{align*}
$$

4. 

$$
\begin{align*}
\mathcal{V}_{g} f(x, \omega)= & \mathcal{F}_{-}\left(\mathcal{F}_{-}(f) \cdot \tau_{\omega} \mathcal{F}_{-}(g)\right)(x)  \tag{6.33}\\
& -(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{\left[\tau_{x}, M_{\omega}\right] g(t)} f(t) d t
\end{align*}
$$

where $[.,$.$] is the commutator defined in (6.5).$
Proof. 1. To prove the equality 6.30) we use Definition 6.4.2, the relation (6.8) and the radiality of the function $g$

$$
\begin{aligned}
\mathcal{V}_{g} f(x, \omega) & =(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} K_{-}(t, \omega) \tau_{x} g(t) f(t) d t \\
& =(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{K_{-}(\omega, t) \tau_{x} g(t)} f(t) d t \\
& =(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{M_{\omega} \tau_{x} g(t)} f(t) d t .
\end{aligned}
$$

2. We prove (6.31) using (6.30), Plancherel's theorem (see Proposition 6.2 .7 ) and the formula (6.23)

$$
\begin{aligned}
\mathcal{V}_{g} f(x, \omega) & =(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{\left(\mathcal{F}_{-}\left(M_{\omega} \tau_{x} g\right)(y)\right.} \mathcal{F}_{-}(f)(y) d y \\
& =(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{\tau_{\omega} M_{x} \mathcal{F}_{-}(g)(y)} \mathcal{F}_{-}(f)(y) d y
\end{aligned}
$$

3. To show (6.32) we observe that since $g$ is a radial function also its Clifford-Fourier transform is radial. Thus by relation (6.8) we have

$$
\begin{aligned}
\mathcal{V}_{\mathcal{F}_{-}(g)} \mathcal{F}_{-}(f)(\omega, x) & =(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} K_{-}(t, x) \tau_{\omega} \mathcal{F}_{-} g(t) \mathcal{F}_{-} f(t) d t \\
& =(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{K_{-}(x, t) \tau_{\omega} \mathcal{F}_{-} g(t)} \mathcal{F}_{-} f(t) d t \\
& =(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{M_{x} \tau_{\omega} \mathcal{F}_{-} g(t)} \mathcal{F}_{-} f(t) d t .
\end{aligned}
$$

Finally, using Plancherel's theorem, Theorem 6.2.10 and the relation (6.23) we obtain

$$
\begin{align*}
\mathcal{V}_{\mathcal{F}_{-}(g)} \mathcal{F}_{-}(f)(\omega, x) & =(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{\mathcal{F}_{-}\left(M_{x} \tau_{\omega} \mathcal{F}_{-} g(t)\right)} f(t) d t \\
& =(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{\tau_{x} M_{\omega} g(t)} f(t) d t \tag{6.34}
\end{align*}
$$

Since the generalized translation and generalized modulation does not commute (see Remark 6.3.8) we cannot exchange the rules of $\tau_{x}$ and $M_{\omega}$. To change the order we use the commutator defined in (6.5), so we can relate this formula with the Clifford short-time Fourier transform of $f$ with respect to $g$ by using (6.30):

$$
\begin{aligned}
\mathcal{V}_{\mathcal{F}_{-}(g)} \mathcal{F}_{-}(f)(\omega, x)= & (2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{\left[\tau_{x}, M_{\omega}\right] g(t)} f(t) d t+ \\
& +(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{M_{\omega} \tau_{x} g(t)} f(t) d t \\
= & (2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{\left[\tau_{x}, M_{\omega}\right] g(t)} f(t) d t+\mathcal{V}_{g} f(x, \omega) .
\end{aligned}
$$

4. Finally, formula (6.33) follows from the relations (6.8) and (6.30)

$$
\begin{aligned}
\mathcal{F}_{-}\left(\left(\mathcal{F}_{-}(f) \cdot \tau_{\omega} \mathcal{F}_{-}(g)\right)(x)=\right. & (2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} K_{-}(y, x) \mathcal{F}_{-}(f)(y) \\
& \cdot \tau_{\omega} \mathcal{F}_{-}(g)(y) d y \\
= & (2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{K_{-}(x, y) \tau_{\omega} \mathcal{F}_{-}(g)(y)} \\
& \cdot \mathcal{F}_{-}(f)(y) d y \\
= & (2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{M_{x} \tau_{\omega} \mathcal{F}_{-}(g)(y)} \\
& \cdot \mathcal{F}_{-}(f)(y) d y \\
= & \mathcal{V}_{\mathcal{F}_{-}(g)} \mathcal{F}_{-}(\omega, x) .
\end{aligned}
$$

Using formula (6.32) we obtain the thesis.

Remark 6.5.3. The formulas proved in Proposition 6.5 .2 are similar to the classical case ( see [92, Lemma 3.1.1]). The main difference is the presence of the following integral

$$
\int_{\mathbb{R}^{n}} \overline{\left[\tau_{x}, M_{\omega}\right] g(t)} f(t) d t .
$$

This is due to the lack of commutativity.
Remark 6.5.4. Another difference with respect to the classical case is that it is not possible to write the Clifford short-Fourier transform as a convolution of the Clifford-Fourier transfrom of the signal and the Clifford-Fourier transform of the window function. For example it is not possible to prove a formula like this

$$
\mathcal{V}_{g} f(x, \omega)=\left(\overline{M_{x} \mathcal{F}_{-}(g)} *_{C l} \mathcal{F}_{-}(f)\right)(\omega) .
$$

Indeed, by the definition of convolution (see Definition 6.3.4) we have

$$
\left(\overline{M_{x} \mathcal{F}_{-}(g)} *_{C l} \mathcal{F}_{-}(f)\right)(\omega)=(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} \overline{\tau_{y} M_{x} \mathcal{F}_{-}(g)(\omega) \mathcal{F}_{-}(f)(y)} d y .
$$

Now, it is not possible to compute $\tau_{y} M_{x} \mathcal{F}_{-}(g)$ using the classic formula of the translation because $M_{x} \mathcal{F}_{-}(g)$ is no longer radial and so it is not possible to derive a relation with the Clifford short-time Fourier transform.

Now we study the continuity of the Clifford short-time Fourier transform.

Theorem 6.5.5. Let $n>2$ and even. If $g \in W_{2 \lambda}\left(\mathbb{R}^{n}\right)$ is a radial function and $f \in L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ then the Clifford short-time Fourier transform is a continuous operator on $L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$.
Proof. We remark that $g \in W_{2 \lambda}\left(\mathbb{R}^{n}\right) \subseteq L^{2}\left(\mathbb{R}^{n}\right)$, hence by the formula (6.30) it is enough to prove the continuity of the operators $\tau_{x}$ and $M_{\omega}$. The continuity of the translation operator follows from the following fact

$$
\lim _{x \rightarrow 0}\left\|\tau_{x} g-g\right\|_{2}=0
$$

On the other side the continuity of the modulation operator follows from the formula (6.18) and the Parseval's identity (see Proposition 6.2.8)

$$
\lim _{\omega \rightarrow 0}\left\|M_{\omega} g-g\right\|_{2}=\lim _{\omega \rightarrow 0}\left\|\tau_{\omega} \mathcal{F}_{-}(g)-\mathcal{F}_{-}(g)\right\|_{2}=0
$$

Before to state the next result, we have to introduce some notations. We call $f \otimes g$ the tensor product between $f$ and $g$ and it acts in the following way

$$
(f \otimes g)(x, t)=f(x) g(t)
$$

Let $\mathcal{T}$ be the asymmetric coordinate transform of a function $f$ on $\mathbb{R}^{2 n}$

$$
\begin{equation*}
\mathcal{T} f(x, t)=f(t, t-x) \tag{6.35}
\end{equation*}
$$

Definition 6.5.6 (Partial Clifford-Fourier transform). Let $f \in \mathcal{S}\left(\mathbb{R}^{2 n}\right) \otimes \mathbb{R}_{n}$. We define the partial Clifford-Fourier transform in the following way

$$
\begin{equation*}
\mathcal{F}_{2^{-}} f(x, \omega)=(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} K_{-}(t, \omega) f(x, t) d t \tag{6.36}
\end{equation*}
$$

Remark 6.5.7. The partial Clifford-Fourier transform is the Cliffrod Fourier transform defined in (6.6) with respect to the second variable, hence the variable $x$ is considered as a parameter.
Remark 6.5.8. All the properties which hold for the Clifford-Fourier transform as the Plancherel's theorem and the Parseval's identity hold also for the partial Clifford-Fourier transform.

Now, we show another way to write the Clifford short-time Fourier transform using the tensor product and the partial Clifford-Fourier transform, as in the classical case [92].
Lemma 6.5.9. If $g \in W_{2 \lambda}\left(\mathbb{R}^{n}\right)$ is a radial function and $f \in L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ then

$$
\mathcal{V}_{g} f(x, \omega)=\mathcal{F}_{2^{-}}(\mathcal{T}(f \otimes g)(x, \omega))
$$
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Proof. From the definition of the partial Clifford-Fourier transform and the definition of $\mathcal{T}$ (see formula (6.35)) we obtain

$$
\begin{aligned}
\mathcal{F}_{2^{-}}(\mathcal{T}(f \otimes g)(x, \omega)) & =\int_{\mathbb{R}^{n}} K_{-}(t, \omega) \mathcal{T}(f \otimes g)(x, t) d t \\
& =\int_{\mathbb{R}^{n}} K_{-}(t, \omega) \mathcal{T}(f(x) g(t)) d t \\
& =\int_{\mathbb{R}^{n}} K_{-}(t, \omega) f(t) g(t-x) d t
\end{aligned}
$$

Now, using the fact that the window function $g$ is real-valued, thus can commute, and Definition 6.4.2 we get

$$
\begin{aligned}
\mathcal{F}_{2^{-}}(\mathcal{T}(f \otimes g)(x, \omega)) & =\int_{\mathbb{R}^{n}} K_{-}(t, \omega) f(t) g(t-x) \\
& =\int_{\mathbb{R}^{n}} K_{-}(t, \omega) g(t-x) f(t) d t \\
& =\mathcal{V}_{g} f(x, \omega)
\end{aligned}
$$

Now, we prove a sort of "covariance" property. The main difference from the classical case (see [92, Lemma 3.1.3]) is that we do not have an equality, this is due to the lack of commutativity.
Lemma 6.5.10. Let $n>2$ and even. We suppose that $g \in W_{2 \lambda}\left(\mathbb{R}^{n}\right)$ is a radial function and $f \in L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$, thus for $x, \mu, \omega, \eta \in \mathbb{R}^{n}$ we have
$\left|\mathcal{V}_{g} f(x-\mu, \omega-\eta)\right| \leq c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{\eta}|)^{\lambda}(1+|\underline{x}|)^{\lambda}(1+|\underline{\mu}|)^{\lambda}\|f\|_{2}\|g\|_{W_{2 \lambda}}$, where $c$ is a positive constant.

Proof. Firstly we use Lemma 6.2.5

$$
\begin{aligned}
\left|\mathcal{V}_{g} f(x-\mu, \omega-\eta)\right| & \leq c \int_{\mathbb{R}^{n}}\left|K_{-}(t, \omega-\eta)\right||f(t) g(t-x+\mu)| d t \\
& \leq c \int_{\mathbb{R}^{n}}(1+|\underline{t}|)^{\lambda}(1+|\underline{\omega}-\underline{\eta}|)^{\lambda}|f(t) g(t-x+\mu)| d t \\
& \leq c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{\eta}|)^{\lambda} \int_{\mathbb{R}^{n}}(1+|\underline{t}|)^{\lambda}|f(t)||g(t-x+\mu)| d t,
\end{aligned}
$$

where $c$ is a positive constant. Now, by Hölder inequality we get

$$
\left|\mathcal{V}_{g} f(x-\mu, \omega-\eta)\right| \leq c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{\eta}|)^{\lambda}\|f\|_{2}\left(\int_{\mathbb{R}^{n}}(1+|\underline{t}|)^{2 \lambda}|g(t-x+\mu)|^{2} d t\right)^{\frac{1}{2}}
$$

Putting $t-x+\mu=z$ in the integral above we obtain

$$
\begin{aligned}
\left|\mathcal{V}_{g} f(x-\mu, \omega-\eta)\right| \leq & c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{\eta}|)^{\lambda}\|f\|_{2} \\
& \left(\int_{\mathbb{R}^{n}}(1+|\underline{z}+\underline{x}-\underline{\mu}|)^{2 \lambda}|g(z)|^{2} d z\right)^{\frac{1}{2}} \\
\leq & c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{\eta}|)^{\lambda}\|f\|_{2} \\
& \cdot\left(\int_{\mathbb{R}^{n}}(1+|\underline{z}|+|\underline{x}|+|\underline{\mu}|)^{2 \lambda}|g(z)|^{2} d z\right)^{\frac{1}{2}} \\
\leq & c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{\eta}|)^{\lambda}(1+|\underline{x}|)^{\lambda}(1+|\underline{\mu}|)^{\lambda}\|f\|_{2} \\
& \cdot\left(\int_{\mathbb{R}^{n}}(1+|\underline{z}|)^{2 \lambda}|g(z)|^{2} d z\right)^{\frac{1}{2}} \\
= & c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{\eta}|)^{\lambda}(1+|\underline{x}|)^{\lambda}(1+|\underline{\mu}|)^{\lambda}\|f\|_{2}\|g\|_{W_{2 \lambda}} .
\end{aligned}
$$

### 6.6 Modulation and translation of the signal and of the window function

In this section we discuss what happens if we modulate and translate the signal and the window function, respectively. Surprisingly, there are some differences with respect to the classical Fourier analysis: the estimates depends on the Clifford-Fourier transform of $f$ and the convolution between a function and $g$.

Proposition 6.6.1. Let $n>2$ and even. If $f \in \mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ and $g$ is a radial function in $\mathcal{S}\left(\mathbb{R}^{n}\right)$, then for $\theta, \eta, \mu, x, \omega \in \mathbb{R}^{n}$ we have

$$
\begin{aligned}
\left|\mathcal{V}_{\tau_{\theta} g} \tau_{\mu} M_{\eta} f(x, \omega)\right| \leq & c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{\mu}|)^{\lambda}(1+|\underline{\theta}|)^{2 \lambda}\left((1+|.|)^{2 \lambda} *|g|\right)(x) \\
& \cdot \int_{\mathbb{R}^{n}}(1+|.|)^{2 \lambda}\left|\tau_{\eta} \mathcal{F}_{-} f(.)\right| d .
\end{aligned}
$$

where . is a fixed variable and $c$ is a positive constant.
Proof. By Definition 6.4.2 we get

$$
\begin{equation*}
\left|\mathcal{V}_{\tau_{\theta} g} \tau_{\mu} M_{\eta} f(x, \omega)\right| \leq c \int_{\mathbb{R}^{n}}\left|K_{-}(t, \omega)\right|\left|\tau_{\theta} g(t-x)\right|\left|\tau_{\mu} M_{\eta} f(t)\right| d t \tag{6.37}
\end{equation*}
$$

Since by hypothesis the function $g$ is radial to compute the translation of the function $g(t-x)$ we can use the ordinary formula of the translation (see
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Proposition 6.3.3, thus

$$
\begin{equation*}
\tau_{\theta} g(t-x)=g(t-x-\theta) \tag{6.38}
\end{equation*}
$$

On the other hand, in order to compute $\tau_{\mu} M_{\eta} f(t)$, since we are not translating a radial function, we have to use the formula (6.17) and the relation (6.18)

$$
\begin{aligned}
\tau_{\mu} M_{\eta} f(t) & =(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{n}} K_{-}(\xi, t) K_{-}(\mu, \xi) \mathcal{F}_{-}\left(M_{\eta} f\right)(\xi) d \xi \\
& =(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{n}} K_{-}(\xi, t) K_{-}(\mu, \xi) \tau_{\eta}\left(\mathcal{F}_{-} f\right)(\xi) d \xi
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\tau_{\mu} M_{\eta} f(t)=(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{n}} K_{-}(\xi, t) K_{-}(\mu, \xi) \tau_{\eta}\left(\mathcal{F}_{-} f\right)(\xi) d \xi \tag{6.39}
\end{equation*}
$$

Putting (6.38) and (6.39) in (6.37) we obtain

$$
\left|\mathcal{V}_{\tau_{\theta} g} \tau_{\mu} M_{\eta} f(x, \omega)\right| \leq \underset{c}{ } \underset{\substack{ \\\cdot \\ \cdot \tau_{\eta}^{2 n} \mathcal{F}_{-}}}{ }\left|K_{-}(t, \omega)\right| \mid d \xi d t .
$$

Using the upper bound of the kernel $K_{-}$(see Lemma 6.2.5) we get

$$
\begin{aligned}
\left|\mathcal{V}_{\tau_{\theta} g} \tau_{\mu} M_{\eta} f(x, \omega)\right| \leq & c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{\mu}|)^{\lambda} \int_{\mathbb{R}^{2 n}}(1+|\underline{t}|)^{2 \lambda}(1+|\underline{\xi}|)^{2 \lambda}|g(t-x-\theta)| \\
& \left|\tau_{\eta} \mathcal{F}_{-} f(\xi)\right| d \xi d t .
\end{aligned}
$$

Now, we put $z=t-\theta$

$$
\begin{aligned}
\left|\mathcal{V}_{\tau_{\theta} g} \tau_{\mu} M_{\eta} f(x, \omega)\right| \leq & c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{\mu}|)^{\lambda} \int_{\mathbb{R}^{2 n}}(1+|\underline{z}+\underline{\theta}|)^{2 \lambda}(1+|\underline{\xi}|)^{2 \lambda}|g(z-x)| \\
& \cdot\left|\tau_{\eta} \mathcal{F}_{-} f(\xi)\right| d \xi d z \\
\leq & c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{\mu}|)^{\lambda}(1+|\underline{\theta}|)^{2 \lambda} \int_{\mathbb{R}^{2 n}}(1+|\underline{z}|)^{2 \lambda}|g(z-x)| \cdot \\
& \cdot(1+|\underline{\xi}|)^{2 \lambda}\left|\tau_{\eta} \mathcal{F}_{-} f(\xi)\right| d \xi d z .
\end{aligned}
$$

Now, since $g$ is radial we have the following equality

$$
\begin{equation*}
g(z-x)=g(x-z)=\tau_{z} g(x) \tag{6.40}
\end{equation*}
$$
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By Fubini' theorem and the definition of convolution we get

$$
\begin{aligned}
\left|\mathcal{V}_{\tau_{\theta} g} \tau_{\mu} M_{\eta} f(x, \omega)\right| \leq & c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{\mu}|)^{\lambda}(1+|\underline{\theta}|)^{2 \lambda}\left((1+|z|)^{2 \lambda} *|g|\right)(x) \\
& \cdot \int_{\mathbb{R}^{n}}(1+|\underline{\xi}|)^{2 \lambda}\left|\tau_{\eta} \mathcal{F}_{-} f(\xi)\right| d \xi .
\end{aligned}
$$

We observed that in Clifford-Fourier analysis there is not a commutative relations between the modulation and the translation operator (see Remark 6.3.8). This is confirmed by the following estimate where we exchange the order of the modulation and translation in the signal.

Proposition 6.6.2. Let $n>2$ and even. If $f \in \mathcal{S}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ and $g$ is a radial function in $\mathcal{S}\left(\mathbb{R}^{n}\right)$, then for $\theta, \eta, \mu, x, \omega \in \mathbb{R}^{n}$ we have

$$
\begin{aligned}
\left|\mathcal{V}_{\tau_{\theta} g} M_{\eta} \tau_{\mu} f(x, \omega)\right| \leq & c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{\eta}|)^{\lambda}(1+|\underline{\mu}|)^{\lambda}(1+|\underline{\theta}|)^{3 \lambda} \\
& \left((1+|\cdot|)^{3 \lambda} *|g|\right)(x) \int_{\mathbb{R}^{n}}(1+|\cdot|)^{2 \lambda}\left|\mathcal{F}_{-} f(.)\right| d .
\end{aligned}
$$

where. is a fixed variable and $c$ is a positive constant.
Proof. By Definition 6.4.2 and the radiality of $g$ we get

$$
\begin{equation*}
\left|\mathcal{V}_{\tau_{\theta} g} M_{\eta} \tau_{\mu} f(x, \omega)\right| \leq c \int_{\mathbb{R}^{n}}\left|K_{-}(t, \omega)\right||g(t-x-\theta)|\left|M_{\eta} \tau_{\mu} f(t)\right| d t \tag{6.41}
\end{equation*}
$$

To translate the function $f$ we need the formula (6.17) (because $f$ is not radial), thus

$$
\begin{align*}
M_{\eta} \tau_{\mu} f(t) & =K_{-}(\eta, t) \tau_{\mu} f(t) \\
& =K_{-}(\eta, t) \int_{\mathbb{R}^{n}} K_{-}(\xi, t) K_{-}(\mu, \xi) \mathcal{F}_{-} f(\xi) d \xi . \tag{6.42}
\end{align*}
$$

Putting (6.42) in (6.41) we obtain

$$
\begin{aligned}
\left|\mathcal{V}_{\tau_{\theta} g} M_{\eta} \tau_{\mu} f(x, \omega)\right| \leq & c \int_{\mathbb{R}^{2 n}}\left|K_{-}(t, \omega)\right||g(t-x-\theta)|\left|K_{-}(\eta, t)\right| \\
& \cdot\left|K_{-}(\xi, t)\right|\left|K_{-}(\mu, \xi)\right|\left|\mathcal{F}_{-} f(\xi)\right| d \xi d t .
\end{aligned}
$$

Now by the upper bound of the kernel (see Lemma 6.2.5) we get

$$
\begin{aligned}
\left|\mathcal{V}_{\tau_{\theta} g} M_{\eta} \tau_{\mu} f(x, \omega)\right| \leq & c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{\eta}|)^{\lambda}(1+|\underline{\mu}|)^{\lambda} \int_{\mathbb{R}^{2 n}}(1+|\underline{t}|)^{3 \lambda}(1+|\underline{\xi}|)^{2 \lambda} \\
& \cdot|g(t-x-\theta)|\left|\mathcal{F}_{-} f(\xi)\right| d \xi d t .
\end{aligned}
$$
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Putting $z=t-\theta$, using the equality (6.40) and the Fubini's theorem we obtain

$$
\begin{aligned}
\left|\mathcal{V}_{\tau_{\theta} g} M_{\eta} \tau_{\mu} f(x, \omega)\right| \leq & c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{\eta}|)^{\lambda}(1+|\underline{\mu}|)^{\lambda} \int_{\mathbb{R}^{2 n}}(1+|\underline{z}+\underline{\theta}|)^{3 \lambda} \\
& \cdot(1+|\underline{\xi}|)^{2 \lambda}|g(z-x)|\left|\mathcal{F}_{-} f(\xi)\right| d \xi d z \\
= & c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{\eta}|)^{\lambda}(1+|\underline{\mu}|)^{\lambda}(1+|\underline{\theta}|)^{3 \lambda} \\
& \cdot\left((1+|z|)^{3 \lambda} *|g|\right)(x) \int_{\mathbb{R}^{n}}(1+|\xi|)^{2 \lambda}\left|\mathcal{F}_{-} f(\xi)\right| d \xi .
\end{aligned}
$$

Remark 6.6.3. One can wonder if it is possible to have an estimate for

$$
\begin{equation*}
\left|\mathcal{V}_{M_{q} \tau_{\theta g}} M_{\eta} \tau_{\mu} f(x, \omega)\right|, \quad q, \theta, \eta, \mu, x, \omega \in \mathbb{R}^{n} . \tag{6.43}
\end{equation*}
$$

Basically with respect to Proposition 6.6.2 we make the modulation of the window function. However, it is not possible to have an estimate for (6.43). From Definition 6.4.2 we have

$$
\begin{equation*}
\left|\mathcal{V}_{M_{q} \tau_{\theta} g} M_{\eta} \tau_{\mu} f(x, \omega)\right| \leq c \int_{\mathbb{R}^{n}}\left|K_{-}(t, \omega)\right|\left|\tau_{x} M_{q} \tau_{\theta} g(t)\right|\left|M_{\eta} \tau_{\mu} f(t)\right| d t \tag{6.44}
\end{equation*}
$$

It is not possible to use the ordinary formula of translation for computing $\tau_{x} M_{q} \tau_{\theta} g$, because we are not translating a radial function. Thus by formula (6.17) and the property (6.23) we obtain

$$
\begin{aligned}
\tau_{x} M_{q} \tau_{\theta} g(t) & =(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{n}} K_{-}(z, t) K_{-}(x, z) \mathcal{F}_{-}\left(M_{q} \tau_{\theta} g\right)(z) d z \\
& =(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{n}} K_{-}(z, t) K_{-}(x, z) \tau_{q} M_{\theta} \mathcal{F}_{-}(g)(z) d z
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\tau_{x} M_{q} \tau_{\theta} g(t)=(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{n}} K_{-}(z, t) K_{-}(x, z) \tau_{q} M_{\theta} \mathcal{F}_{-}(g)(z) d z . \tag{6.45}
\end{equation*}
$$

Putting (6.42) and (6.45) in (6.44) we get

$$
\begin{aligned}
\left|\mathcal{V}_{M_{q} \tau_{\theta} g} M_{\eta} \tau_{\mu} f(x, \omega)\right| \leq & c \int_{\mathbb{R}^{3 d}}\left|K_{-}(t, \omega)\right|\left|K_{-}(z, t)\right|\left|K_{-}(x, z)\right|\left|K_{-}(\eta, t)\right| \\
& \cdot\left|K_{-}(\xi, t)\right|\left|K_{-}(\mu, \xi)\right|\left|\tau_{q} M_{\theta} \mathcal{F}_{-}(g)(z)\right|\left|\mathcal{F}_{-} f(\xi)\right| d z d \xi d t .
\end{aligned}
$$
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Using the upper bound of the kernel (see Lemma (6.2.5)) and the Fubini's theorem we obtain

$$
\begin{aligned}
\left|\mathcal{V}_{M_{q} \tau_{\theta} g} M_{\eta} \tau_{\mu} f(x, \omega)\right| \leq & c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{x}|)^{\lambda}(1+|\underline{\eta}|)^{\lambda}(1+|\underline{\mu}|)^{\lambda} . \\
& \int_{\mathbb{R}}(1+|\underline{t}|)^{4 \lambda} d t \cdot \int_{\mathbb{R}^{n}}(1+|\underline{z}|)^{2 \lambda}\left|\tau_{q} M_{\theta} \mathcal{F}_{-}(g)(z)\right| d z \\
& \cdot \int_{\mathbb{R}^{n}}(1+|\underline{\xi}|)^{2 \lambda}\left|\mathcal{F}_{-}(f)(\xi)\right| d \xi .
\end{aligned}
$$

Since $\lambda=\frac{d-2}{2}$ and $n>2$ is even we have that the integral $\int_{\mathbb{R}}(1+|\underline{t}|)^{4 \lambda} d t$ is not convergent. Therefore it is not possible to have an estimate for $\left|\mathcal{V}_{M_{q} \tau_{\theta g}} M_{\eta} \tau_{\mu} f(x, \omega)\right|$.

A similar reasoning proves that we cannot obtain estimates also for $\left|\mathcal{V}_{\tau_{\theta} M_{q} g} M_{\eta} \tau_{\mu} f(x, \omega)\right|,\left|\mathcal{V}_{\tau_{\theta} M_{q} g} \tau_{\mu} M_{\eta} f(x, \omega)\right|,\left|\mathcal{V}_{M_{q} \tau_{\theta} g} \tau_{\mu} M_{\eta} f(x, \omega)\right|$.

Remark 6.6.4. It is not possible to repeat the same estimates of Proposition 6.6 .1 and Proposition 6.6.2 using as a window function the modulation of $g$. Below, we perform the computation to show where the problem arises. Let $\theta, \mu, \eta, x, \omega \in \mathbb{R}^{n}$, we want to make an estimate of $\left|\mathcal{V}_{M_{\theta}} \tau_{\mu} M_{\eta} f(x, \omega)\right|$. From the Definition 6.4.2 we have

$$
\begin{equation*}
\left|\mathcal{V}_{M_{\theta} g} \tau_{\mu} M_{\eta} f(x, \omega)\right| \leq c \int_{\mathbb{R}^{n}}\left|K_{-}(t, \omega)\right|\left|\tau_{x} M_{\theta} g(t)\right|\left|\tau_{\mu} M_{\eta} f(t)\right| d t \tag{6.46}
\end{equation*}
$$

Since $M_{\theta} g$ is no longer radial we have to use the formula 6.17) for computing the translation. Thus by formula (6.18) we get

$$
\begin{aligned}
\tau_{x} M_{\theta} g(t) & =(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{n}} K_{-}(z, t) K_{-}(x, z) \mathcal{F}_{-}\left(M_{\theta} g\right)(z) d z \\
& =(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{n}} K_{-}(z, t) K_{-}(x, z) \tau_{\theta} \mathcal{F}_{-}(g)(z) d z
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\tau_{x} M_{\theta} g(t)=(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{n}} K_{-}(z, t) K_{-}(x, z) \tau_{\theta} \mathcal{F}_{-}(g)(z) d z . \tag{6.4}
\end{equation*}
$$

Putting (6.47) and (6.39) in (6.46) and using the upper bound of the kernel
we obtain

$$
\begin{aligned}
\left|\mathcal{V}_{M_{\theta} g} \tau_{\mu} M_{\eta} f(x, \omega)\right| \leq & c \int_{\mathbb{R}^{n}}\left|K_{-}(t, \omega)\right|\left|K_{-}(z, t)\right|\left|K_{-}(x, z)\right|\left|\tau_{\theta} \mathcal{F}_{-}(g)(z)\right| \cdot \\
& \cdot\left|K_{-}(\xi, t)\right|\left|K_{-}(\mu, \xi)\right|\left|\tau_{\eta} \mathcal{F}_{-}(f)(\xi)\right| d z d \xi d t \\
\leq & c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{x}|)^{\lambda}(1+|\underline{\mu}|)^{\lambda} \int_{\mathbb{R}^{n}}(1+|\underline{t}|)^{3 \lambda} d t \\
& \cdot \int_{\mathbb{R}^{n}}(1+|\underline{z}|)^{2 \lambda}\left|\tau_{\theta} \mathcal{F}_{-}(g)(z)\right| d z \int_{\mathbb{R}^{n}}(1+|\underline{\xi}|)^{2 \lambda} \\
& \left|\tau_{\eta} \mathcal{F}_{-}(f)(\xi)\right| d \xi .
\end{aligned}
$$

As in the previous remark the integral $\int_{\mathbb{R}^{n}}(1+|\underline{t}|)^{3 \lambda} d t$ does not converge, so it not possible to have an estimate. The same considerations hold also for $\left|\mathcal{V}_{M_{\theta} g} M_{\eta} \tau_{\mu} f(x, \omega)\right|$.

### 6.7 Further properties of the Clifford short-time Fourier transform

There are some properties for the Clifford short-time Fourier transform which hold also for the complex case and quaternionic case (see [111]).

Theorem 6.7.1 (Orthogonality relation). Let $n>2$ and even. Let $g_{1}, g_{2} \in$ $\mathcal{S}\left(\mathbb{R}^{n}\right)$ be radial functions and $f_{1}, f_{2} \in L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$. Then we have

$$
\begin{equation*}
\int_{\mathbb{R}^{2 n}} \overline{\mathcal{V}_{g_{1}} f_{1}(x, \omega)} \mathcal{V}_{g_{2}} f_{2}(x, \omega) d \omega d x=\left\langle f_{1}, f_{2}\right\rangle\left(\int_{\mathbb{R}^{n}} g_{1}(z) g_{2}(z) d z\right) . \tag{6.48}
\end{equation*}
$$

Proof. From Definition 6.4.2 and the Plancherel's theorem (see Proposition 6.2.7) we have

$$
\begin{aligned}
\int_{\mathbb{R}^{2 n}} \overline{\mathcal{V}_{g_{1}} f_{1}(x, \omega)} \mathcal{V}_{g_{2}} f_{2}(x, \omega) d \omega d x & =\int_{\mathbb{R}^{2 n}} \overline{\mathcal{F}_{-}\left(\tau_{x} \bar{g}_{1} \cdot f_{1}\right)(\omega)} \mathcal{F}_{-}\left(\tau_{x} \bar{g}_{2} \cdot f_{2}\right)(\omega) \\
& =\int_{\mathbb{R}^{2 n}} \overline{(\omega x} \overline{\left(\tau_{x} \bar{g}_{1} \cdot f_{1}\right)}(t)\left(\tau_{x} \bar{g}_{2} \cdot f_{2}\right)(t) d t d x
\end{aligned}
$$

Now, since $g_{1}$ and $g_{2}$ are real valued functions we can omit the conjugate. Moreover, the window functions $g_{1}, g_{2}$ can commute. Thus

$$
\int_{\mathbb{R}^{2 n}} \overline{\mathcal{V}_{g_{1}} f_{1}(x, \omega)} \mathcal{V}_{g_{2}} f_{2}(x, \omega) d \omega d x=\int_{\mathbb{R}^{2 n}} \overline{f_{1}}(t) f_{2}(t) g_{1}(t-x) g_{2}(t-x) d t d x
$$
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### 6.7. Further properties of the Clifford short-time Fourier transform

By hypothesis we can use Fubini's theorem for changing the order of integration

$$
\begin{aligned}
\int_{\mathbb{R}^{2 n}} \overline{\mathcal{V}_{g_{1}} f_{1}(x, \omega)} \mathcal{V}_{g_{2}} f_{2}(x, \omega) d \omega d x= & \int_{\mathbb{R}^{n}} \overline{f_{1}}(t) f_{2}(t) \\
& \left(\int_{\mathbb{R}^{n}} g_{1}(t-x) g_{2}(t-x) d x\right) d t .
\end{aligned}
$$

Finally, by a change of variable we get

$$
\begin{aligned}
\int_{\mathbb{R}^{2 n}} \overline{\mathcal{V}_{g_{1}} f_{1}(x, \omega)} \mathcal{V}_{g_{2}} f_{2}(x, \omega) d \omega d x & =\int_{\mathbb{R}^{n}} \overline{f_{1}}(t) f_{2}(t)\left(\int_{\mathbb{R}^{n}} g_{1}(z) g_{2}(z) d z\right) d t \\
& =\left\langle f_{1}, f_{2}\right\rangle\left(\int_{\mathbb{R}^{n}} g_{1}(z) g_{2}(z) d z\right) .
\end{aligned}
$$

Remark 6.7.2. We can prove the above theorem also using Lemma 6.5.9. and this proof may be of interest in some other contexts. Supposing the same hypothesis of Theorem 6.7.1, by Plancherel's theorem and the fact that $g_{1}$ and $g_{2}$ are real valued, then we have

$$
\begin{aligned}
\int_{\mathbb{R}^{2 n}} \overline{\mathcal{V}_{g_{1}} f_{1}(x, \omega)} \mathcal{V}_{g_{2}} f_{2}(x, \omega) d \omega d x= & \int_{\mathbb{R}^{2 n}} \overline{\mathcal{F}_{2}-\mathcal{T}\left(f_{1} \otimes g_{1}\right)(x, \omega)} \\
& \cdot \mathcal{F}_{2} \mathcal{T}\left(f_{2} \otimes g_{2}\right)(x, \omega) d \omega d x \\
= & \int_{\mathbb{R}^{2 n}} \overline{\mathcal{T}\left(f_{1} \otimes g_{1}\right)(x, t)} \\
& \cdot \mathcal{T}\left(f_{2} \otimes g_{2}\right)(x, t) d t d x \\
= & \int_{\mathbb{R}^{2 n}} \overline{f_{1}}(t) f_{2}(t) g_{1}(t-x) g_{2}(t-x) d t d x .
\end{aligned}
$$

Using the same arguments of Theorem 6.7.1 we obtain the equality (6.48).
Corollary 6.7.3. Let $n>2$ and even. If $g \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ is a radial function and $f \in L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ then

$$
\left\|\mathcal{V}_{g} f(x, \omega)\right\|_{2}^{2}=\|f\|_{2}^{2} \int_{\mathbb{R}^{n}} g^{2}(z) d z .
$$

Proof. If we put $f_{1}=f_{2}:=f$ and $g_{1}=g_{2}:=g$ in the equality we obtain the thesis.
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Theorem 6.7.4 (Reconstruction formula). Let us assume that $f \in L^{2}\left(\mathbb{R}^{n}\right) \otimes$ $\mathbb{R}_{n}, g \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ is a radial function and $\int_{\mathbb{R}^{n}} g^{2}(z) d z \neq 0$. Then for all $f \in L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ we have

$$
f(y)=\frac{1}{\int_{\mathbb{R}^{n}} g^{2}(z) d z} \int_{\mathbb{R}^{2 n}} M_{\omega} \tau_{x} g(y) \mathcal{V}_{g} f(x, \omega) d \omega d x
$$

Proof. Let us assume

$$
\widetilde{f}(y):=\frac{1}{\int_{\mathbb{R}^{n}} g^{2}(z) d z} \int_{\mathbb{R}^{2 n}} M_{\omega} \tau_{x} g(y) \mathcal{V}_{g} f(x, \omega) d \omega d x
$$

Let $h \in L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$. By the equality (6.30), the orthogonality relation (see Theorem6.7.1) and Fubini's theorem we obtain

$$
\begin{aligned}
\langle\tilde{f}, h\rangle & =\int_{\mathbb{R}^{n}} \overline{\tilde{f}(y)} h(y) d y=\frac{1}{\int_{\mathbb{R}^{n}} g^{2}(z) d z}\left(\int_{\mathbb{R}^{3 d}} \overline{M_{\omega} \tau_{x} g(y) \mathcal{V}_{g} f(x, \omega)} d \omega d x\right) \\
& =\frac{1}{\int_{\mathbb{R}^{n}} g^{2}(z) d z} \int_{\mathbb{R}^{3 d}} \overline{M_{\omega} \tau_{x} g(y) \mathcal{V}_{g} f(x, \omega)} h(y) d \omega d x d y \\
& =\frac{1}{\int_{\mathbb{R}^{n}} g^{2}(z) d z} \int_{\mathbb{R}^{3 d}} \overline{\mathcal{V}_{g} f(x, \omega)} \overline{M_{\omega} \tau_{x} g(y)} h(y) d y d \omega d x \\
& =\frac{1}{\int_{\mathbb{R}^{n}} g^{2}(z) d z} \int_{\mathbb{R}^{2 n}} \overline{\mathcal{V}_{g} f(x, \omega)}\left(\int_{\mathbb{R}^{n}} \overline{M_{\omega} \tau_{x} g(y)} h(y) d y\right) d \omega d x \\
& =\frac{1}{\int_{\mathbb{R}^{n}} g^{2}(z) d z} \int_{\mathbb{R}^{2 n}} \overline{\mathcal{V}_{g} f(x, \omega)} \mathcal{V}_{g} h(x, \omega) d \omega d x \\
& =\frac{1}{\int_{\mathbb{R}^{n}} g^{2}(z) d z}\langle f, h\rangle \int_{\mathbb{R}^{n}} g^{2}(z) d z=\langle f, h\rangle .
\end{aligned}
$$

We proved that for all $h \in L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$

$$
\langle\widetilde{f}, h\rangle=\langle f, h\rangle
$$

This implies $\widetilde{f}(y)=f(y)$.
The inversion formula gives us the possibility to write the Clifford shorttime Fourier transform using the reproducing kernel associated to the Clifford Gabor space, introduced in [4], defined by

$$
\mathcal{G}_{\mathbb{R}_{n}}^{g}:=\left\{\mathcal{V}_{g} f, \quad f \in L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}\right\}
$$

where $g$ is a radial window function.
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### 6.7. Further properties of the Clifford short-time Fourier transform

Theorem 6.7.5 (Reproducing kernel). Let $n>2$ and even. If $f \in L^{2}\left(\mathbb{R}^{n}\right) \otimes$ $\mathbb{R}_{n}$ and $g$ is a radial function in $\mathcal{S}\left(\mathbb{R}^{n}\right)$, we have that $\mathbb{K}_{g}\left(\omega, x ; \omega^{\prime}, x^{\prime}\right)=\frac{1}{(2 \pi)^{\frac{d}{2}} \int_{\mathbb{R}^{n}} g^{2}(z) d z} \int_{\mathbb{R}^{n}} K_{-}\left(t, \omega^{\prime}\right) g\left(t-x^{\prime}\right) \overline{K_{-}(t, \omega) g(t-x)} d t$ is the reproducing kernel of the space $\mathcal{G}_{\mathbb{R}_{n}}^{g}$, i.e

$$
\mathcal{V}_{g} f\left(x^{\prime}, \omega^{\prime}\right)=\int_{\mathbb{R}^{2 n}} \mathbb{K}_{g}\left(\omega, x ; \omega^{\prime}, x^{\prime}\right) \mathcal{V}_{g} f(x, \omega) d \omega d x
$$

Proof. By the reconstruction formula (see Theorem 6.7.4), Fubini's theorem and since $g$ is a real valued function we have

$$
\begin{aligned}
\mathcal{V}_{g} f\left(x^{\prime}, \omega^{\prime}\right)= & (2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} K_{-}\left(t, \omega^{\prime}\right) g\left(t-x^{\prime}\right) f(t) d t \\
= & (2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} K_{-}\left(t, \omega^{\prime}\right) g\left(t-x^{\prime}\right) \frac{1}{\int_{\mathbb{R}^{n}} g^{2}(z) d z} \\
& \left(\int_{\mathbb{R}^{2 n}} M_{\omega} \tau_{x} g(t) \mathcal{V}_{g} f(x, \omega) d \omega d x\right) d t \\
= & (2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{3 d}} K_{-}\left(t, \omega^{\prime}\right) g\left(t-x^{\prime}\right) \frac{1}{\int_{\mathbb{R}^{n}} g^{2}(z) d z} \\
& M_{\omega} \tau_{x} g(t) \mathcal{V}_{g} f(x, \omega) d \omega d x d t \\
= & (2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{3 d}} K_{-}\left(t, \omega^{\prime}\right) g\left(t-x^{\prime}\right) \frac{1}{\int_{\mathbb{R}^{n}} g^{2}(z) d z} K_{-}(\omega, t) \\
& g(t-x) \mathcal{V}_{g} f(x, \omega) d t d \omega d x \\
= & \int_{\mathbb{R}^{2 n}}\left(\int_{\mathbb{R}^{n}} K_{-}\left(t, \omega^{\prime}\right) g\left(t-x^{\prime}\right) \frac{1}{(2 \pi)^{\frac{d}{2}} \int_{\mathbb{R}^{n}} g^{2}(z) d z} K_{-}(\omega, t) g(t-x) d t\right) \\
& \mathcal{V}_{g} f(x, \omega) d \omega d x \\
= & \int_{\mathbb{R}^{2 n}} \mathbb{K}_{g}\left(\omega, x ; \omega^{\prime}, x^{\prime}\right) \mathcal{V}_{g} f(x, \omega) d \omega d x .
\end{aligned}
$$

For this reproducing kernel it is possible to have the following bound.
Corollary 6.7.6. Let $n>2$ and even. Let us assume that $f \in L^{2}\left(\mathbb{R}^{n}\right) \otimes \mathbb{R}_{n}$ and $g \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ is a radial function, then we have that

$$
\left|\mathbb{K}_{g}\left(\omega, x ; \omega^{\prime}, x^{\prime}\right)\right| \leq C(1+|\underline{\omega}|)^{\lambda}\left(1+\left|\underline{\omega}^{\prime}\right|\right)^{\lambda}(1+|\underline{x}|)^{2 \lambda}\left(1+\left|\underline{x}^{\prime}\right|\right)^{2 \lambda},
$$

where $C$ is a constant.

Proof. By the relation (6.8) and the fact that $g$ is a real valued function we have that
$\mathbb{K}_{g}\left(\omega, x ; \omega^{\prime}, x^{\prime}\right)=\frac{1}{(2 \pi)^{\frac{d}{2}} \int_{\mathbb{R}^{n}} g^{2}(z) d z} \int_{\mathbb{R}^{n}} K_{-}\left(t, \omega^{\prime}\right) K_{-}(\omega, t) g\left(t-x^{\prime}\right) g(t-x) d t$.
Using the upper bound of the kernel $K_{-}$(see Lemma 6.2.5) we get

$$
\begin{aligned}
\left|\mathbb{K}_{g}\left(\omega, x ; \omega^{\prime}, x^{\prime}\right)\right| \leq & \frac{c}{(2 \pi)^{\frac{d}{2}}\left|\int_{\mathbb{R}^{n}} g^{2}(z) d z\right|} \int_{\mathbb{R}^{n}}\left|K_{-}\left(t, \omega^{\prime}\right)\right|\left|K_{-}(\omega, t) \| g\left(t-x^{\prime}\right)\right| \\
\leq & \frac{|g(t-x)| d t}{(2 \pi)^{\frac{d}{2}}\left|\int_{\mathbb{R}^{n}} g^{2}(z) d z\right|}(1+|\underline{\omega}|)^{\lambda}\left(1+\left|\underline{\omega^{\prime}}\right|\right)^{\lambda} \\
& \cdot \int_{\mathbb{R}^{n}}(1+|\underline{t}|)^{2 \lambda}\left|g\left(t-x^{\prime}\right)\right||g(t-x)| d t
\end{aligned}
$$

where $c$ is a positive constant. If we put $t=z+x+x^{\prime}$ we get

$$
\begin{aligned}
\left|\mathbb{K}_{g}\left(\omega, x ; \omega^{\prime}, x^{\prime}\right)\right| \leq & \frac{c}{(2 \pi)^{\frac{d}{2}}\left|\int_{\mathbb{R}^{n}} g^{2}(z) d z\right|}(1+|\underline{\omega}|)^{\lambda}\left(1+\left|\underline{\omega^{\prime}}\right|\right)^{\lambda} . \\
& \cdot \int_{\mathbb{R}^{n}}\left(1+|\underline{z}|+|\underline{x}|+\left|\underline{x^{\prime}}\right|\right)^{2 \lambda}|g(z+x)|\left|g\left(z+x^{\prime}\right)\right| d z \\
\leq & \frac{c}{(2 \pi)^{\frac{d}{2}}\left|\int_{\mathbb{R}^{n}} g^{2}(z) d z\right|}(1+|\underline{\omega}|)^{\lambda}\left(1+\left|\underline{\omega^{\prime}}\right|\right)^{\lambda}(1+|\underline{x}|)^{2 \lambda} \\
& \cdot\left(1+\left|\underline{x^{\prime}}\right|\right)^{2 \lambda} \int_{\mathbb{R}^{n}}(1+|\underline{z}|)^{2 \lambda}|g(z+x)|\left|g\left(z+x^{\prime}\right)\right| d z .
\end{aligned}
$$

We denote as $C:=\frac{c \int_{\mathbb{R} n}(1+\mid \underline{z})^{2 \lambda}|g(z+x)|\left|g\left(z+x^{\prime}\right)\right| d z}{(2 \pi)^{\frac{d}{2}}\left|\int_{\mathbb{R}^{n}} g^{2}(z) d z\right|}$. Thus we get

$$
\left|\mathbb{K}_{g}\left(\omega, x ; \omega^{\prime}, x^{\prime}\right)\right| \leq C(1+|\underline{\omega}|)^{\lambda}\left(1+\left|\underline{\omega}^{\prime}\right|\right)^{\lambda}(1+|\underline{x}|)^{2 \lambda}\left(1+\left|\underline{\mid x}^{\prime}\right|\right)^{2 \lambda} .
$$

### 6.8 Lieb's Uncertainty principle

In this section we want to extend the Lieb's Uncertainty Principle [110] in the Clifford algebra setting. Firstly let us recall that in general the uncertainty principles state that a function and its Fourier transform cannot be simultaneously sharply localized.

Before to prove a weak uncertainty principle for the Clifford short-time Fourier transform we go through the following important estimate.

Proposition 6.8.1. Let $n>2$ and even. If $g$ is a radial function in $W_{p \lambda}\left(\mathbb{R}^{n}\right)$, with $p \geq 1$, then

$$
\left\|M_{\omega} \tau_{x} g\right\|_{p} \leq c(1+|\underline{\omega}|)^{\lambda}(1+|\underline{x}|)^{\lambda}\|g\|_{W_{p \lambda}},
$$

where $c$ is a positive constant.
Proof. Since $g$ is a radial function by Proposition 6.3.3 we get

$$
\left\|M_{\omega} \tau_{x} g\right\|_{p}^{p}=\int_{\mathbb{R}^{n}}\left|K_{-}(\omega, t) g(t-x)\right|^{p} d t .
$$

Now, if we put $s=t-x$ by the upper bound of Lemma 6.2.5 we obtain

$$
\begin{aligned}
\left\|M_{\omega} \tau_{x} g\right\|_{p}^{p} & \leq c \int_{\mathbb{R}^{n}}\left|K_{-}(\omega, s+x)\right|^{p}|g(s)|^{p} d s \\
& \leq c \int_{\mathbb{R}^{n}}(1+|\underline{\omega}|)^{\lambda p}(1+|\underline{s}+\underline{x}|)^{\lambda p}|g(s)|^{p} d s \\
& \leq c(1+|\underline{\omega}|)^{\lambda p}(1+|\underline{x}|)^{\lambda p} \int_{\mathbb{R}^{n}}(1+|\underline{s}|)^{\lambda p}|g(s)|^{p} d s \\
& =c(1+|\underline{\omega}|)^{\lambda p}(1+|\underline{x}|)^{\lambda p}\|g\|_{W_{p \lambda}}^{p} .
\end{aligned}
$$

Remark 6.8.2. This result it is very different from the classical result of the Fourier analysis, in which we have $\left\|M_{\omega} \tau_{x} f\right\|_{p}=\|f\|_{p}$.

Proposition 6.8.3 (Weak uncertainty principle). Let $n>2$ and even. Suppose that $\|f\|_{2}=\|g\|_{W_{2 \lambda}}=1$, with $g$ a radial function. Let $U \subseteq \mathbb{R}^{2 n}$ be an open set and $\varepsilon \geq 0$ such that

$$
\begin{equation*}
\iint_{U}(1+|\underline{x}|)^{-2 \lambda}(1+|\underline{\omega}|)^{-2 \lambda}\left|\mathcal{V}_{g} f(x, \omega)\right|^{2} d x d \omega \geq 1-\varepsilon \tag{6.49}
\end{equation*}
$$

Then $|U| \geq(1-\varepsilon) \frac{1}{c}$, where $c$ is positive constant different from zero.
Proof. Formula 6.30, Hölder inequality and Proposition 6.8.1 imply that

$$
\begin{aligned}
\left|\mathcal{V}_{g} f(x, \omega)\right| & =\int_{\mathbb{R}^{n}}\left|\overline{M_{\omega} \tau_{x} g(t)}\|f(t) \mid d t \leq\| M_{\omega} \tau_{x} g\left\|_{2}\right\| f \|_{2}\right. \\
& \leq c(1+|\underline{x}|)^{\lambda}(1+|\underline{\omega}|)^{\lambda}\|g\|_{W_{2 \lambda}}\|f\|_{2}=c(1+|\underline{x}|)^{\lambda}(1+|\underline{\omega}|)^{\lambda}
\end{aligned}
$$

Therefore, using this calculus we get

$$
\begin{aligned}
1-\varepsilon & \leq \iint_{U}(1+|\underline{x}|)^{-2 \lambda}(1+|\underline{\omega}|)^{-2 \lambda}\left|\mathcal{V}_{g} f(x, \omega)\right|^{2} d x d \omega \\
& \leq c \int_{U}(1+|\underline{x}|)^{-2 \lambda}(1+|\underline{\omega}|)^{-2 \lambda}(1+|\underline{x}|)^{2 \lambda}(1+|\underline{\omega}|)^{2 \lambda} d x d \omega \\
& =c|U|
\end{aligned}
$$

hence $|U| \geq(1-\varepsilon) \frac{1}{c}$.
Remark 6.8.4. The Lieb's uncertainty principle in this context is quite different from the classical one, since we have the presence of polynomials in (6.49), but these are crucial for the convergence of the integrals.

Remark 6.8.5. In order to improve the above proposition, in the classical Fourier analysis, Lieb [110] estimated the $L^{p}$ - norm of the short-time Fourier transform using the Hausdorff-Young's inequality. However, as remarked in [109], it is not possible to extend this inequality in the Clifford algebra setting since we cannot use the Riesz interpolation theorem.


## Part II: Functional calculi based on the $S$-spectrum and the Fueter-Sce theorem

In this second part of the dissertation we present new functional calculi based on the $S$-spectrum. For our construction it is essential the Fueter-Sce theorem.

In chapter 7, we give an overview of the proof of the Fueter-Sce theorem done by M. Sce in a very general and pioneering way. Then we recall from [54] that even the Fueter-Sce map can be considered as an integral transform, that maps slice hyperholomorphic functions into monogenic functions. This result is achieved by applying the Fueter-Sce map, namely a suitable integer power of the Laplace operator in $n+1$ variables, to the slice hyperholomorphic Cauchy kernel.

In Chapter 8 we compute the Fourier transform of the slice Cauchy kernel. This is the correct tool to compute the Fueter-Sce-Qian map applied to the slice hyperholomorphic Cauchy kernel. The Fueter-Sce-Qian map is the fractional version of the Laplace operator, therefore we have to deal with Fourier multipliers.

Based on the integral representation of the Fueter-Sce theorem, in Chapter 9 we provide a new functional calculus: the $F$-functional calculus. This a monogenic functional calculus in the same spirit of McIntosh and collaborators but it is based on the commutative version of the $S$-spectrum. Therefore the $F$-functional calculus can be considered as a bridge between
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the spectral theory on the $S$-spectrum and the monogenic spectral theory.
In Chapter 10 and Chapter 11 we provide the definitions and the main properties of the harmonic and polyanalytic functional calculi based on the $S$ spectrum. These are based on integral representations of axially harmonic and polyanalytic functions.

## Fueter-Sce theorem

### 7.1 Motivation

Holomorphic functions of one complex variable $f: \Omega \subseteq \mathbb{C} \rightarrow \mathbb{C}$ can be extended to quaternionic-valued functions or, more in general, to Clifford algebra-valued functions using the Fueter-Sce-Qian extension theorem. This theorem is due to R.Fueter [85] for the quaternionic setting, it was generalized by M.Sce [126], to Clifford algebra $\mathbb{R}_{n}$ for $n$ odd while the case of even dimension was proved by T.Qian in [122] (see also the recent monograph [125]). The method of T.Qian requires the use of the Fourier transform in the space of distributions and is deeply different from the method of R. Fueter and M. Sce.

This extension theorem is also called the Fueter-Sce-Qian construction and gives two different notions of hyperholomorphic functions. Consider functions defined on an open set $U$ in the quaternions $\mathbb{H}$ or in $\mathbb{R}^{n+1}$ for Clifford algebra-valued functions, then the Fueter-Sce-Qian extension consists of two steps.

Step (A) extends holomorphic functions to the class of slice hyperholomorphic functions. These functions are also called slice monogenic for Clifford algebra-valued functions and slice regular in the quaternionic case.

## Chapter 7. Fueter-Sce theorem

See Chapter 3 .
Step (B) extends slice hyperholomorphic functions to monogenic functions or Fueter regular functions in the case of the quaternions. The theory of monogenic functions is widely studied and the literature is rich, see e.g. the books [28, 55, 67, 94] and references therein.

Both the classes of hyperholomorphic functions have a Cauchy formula that can be used to define functions of quaternionic operators or of $n$-tuples of operators.

The Cauchy formula of slice hyperholomorphic functions generates the $S$-functional calculus for quaternionic linear operators or for $n$-tuples of not necessarily commuting operators. This calculus is based on the notion of $S$-spectrum, see Chapter 3.

Step (A) has generated the following research directions: the foundation of the quaternionic spectral theory on the $S$-spectrum, see the books [44, 45] and, for paravector operators, [59]; quaternionic evolution operators; Phillips functional calculus; $H^{\infty}$-functional calculus, see [44]; the characteristic operator functions and applications to linear system theory [14]; quaternionic perturbation theory and invariant subspaces [33]; Schur analysis in this setting [13]. For some new classes of fractional diffusion problems based on fractional powers of quaternionic linear operators, see the book [44] and the more recent contributions [39,40,48].

Step (B) generates the monogenic functional calculus based on the monogenic spectrum. Some of the research directions in this area are: monogenic spectral theory and applications [99]; singular integrals and Fourier transform, see the recent book [125].

The first mathematicians who understood the importance of hypercomplex analysis to define functions of noncommuting operators on Banach spaces have been A. McIntosh and his collaborators. Using the theory of monogenic functions they developed the monogenic functional calculus and several of its applications, see [99, 101, 108, 112].

In this chapter we give a detailed proof of the Fueter-Sce theorem in a very general setting, see [57]. Moreover, we show that it is possible to write the Fueter-Sce mapping theorem in integral form. To prove this we follow the arguments of [54].

### 7.2 Futer-Sce theorem in quadratic algebras

In this section we recall the proof of the Fueter-Sce theorem, see [57, 126]. The proof was made in a very general setting. We consider modules with
units which are quadratic. This means that each element of the quadratic modules satisfies a quadratic equation with respect to the multiplicative structure induced in the module by their tensor algebra. This quadratic modules generalizes the quaternionic and Clifford algebras.

Let $\mathbf{M}$ be a module on a field $\mathbf{F}$ with characteristic not equal 2 and let $1=i_{0}, i_{1}, \ldots, i_{n}$ be a basis. After identifying the unit of $\mathbf{F}$ with the unit of M , we can write the elements in M in the form

$$
x=x_{0}+x_{1} i_{1}+\cdots+x_{n} i_{n}=x_{0}+\mathbf{x} \quad\left(x_{i} \in \mathbf{F}\right) .
$$

Let $\mathbf{T}$ be the tensor algebra over M and let us assume that for the elements $x^{2}$ in $\mathbf{T}$ one has

$$
\begin{equation*}
\mathbf{x}^{2}=q(\mathbf{x})=\sum_{j, k=1}^{n} a_{j k} x_{j} x_{k}, \tag{7.1}
\end{equation*}
$$

where $q(\mathbf{x})$ denotes a quadratic form on $\mathbf{F}$; it follows that $x^{2}$ (which belongs to $\mathbf{T}$ ) is in $\mathbf{M}$.

We observe that M is closed with respect to the operation that to the pair $x, y$ associates $\frac{x y+y x}{2}$. This gives a Jordan algebra $\mathbf{M}^{+}$.
Definition 7.2.1 (Quadratic module). If we consider the module M in T equipped with the multiplicative structure of $\mathrm{M}^{+}$, we will say that M is a quadratic module and we denote it by $\mathbf{M}_{q}$.

Remark 7.2.2. By reducing $q(\mathbf{x})$ to a canonical form, it is possible to note that $\mathbf{M}^{+}$is a Jordan algebra, central, simple, of degree 2 , then $\mathbf{M}_{q}$ can be embedded only in algebras $\mathbf{A}$ such that $\mathbf{A}^{+}$contains such a Jordan algebra. Among these algebras we find those obtainable with the Cayley-Dickson process; these algebras are themselves quadratic modules.

Remark 7.2.3. If, in addition, $\mathbf{A} \supset \mathbf{M}_{q}$ is associative, it contains the algebra quotient of $\mathbf{T}$ and of the ideal generated by (7.1); thus the smallest associative algebra containing a quadratic module is a Clifford algebra.

Now, we give the definition of conjugate element of $x \in \mathbf{M}_{q}$.
Definition 7.2.4. We call conjugate of an element $x=x_{0}+\mathbf{x}$ in $\mathbf{M}_{q}$ the element $\bar{x}=x_{0}-\mathbf{x}$.

It is immediate that

$$
x+\bar{x}=2 x_{0}=t(x) \quad(\text { trace of } x)
$$
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$$
x \bar{x}=x_{0}^{2}-q(\mathbf{x})=n(x) \quad(\text { norm of } x)
$$

are in $\mathbf{F}$ and that the elements $x$ in $\mathbf{M}_{q}$ satisfy the equation in $\mathbf{F}$

$$
\begin{equation*}
x^{2}-t(x) x+n(x)=0 . \tag{7.2}
\end{equation*}
$$

Now, we define the inverse element in $\mathbf{M}_{q}$.
Definition 7.2.5. If $x$ is an element in $\mathbf{M}_{q}$ with nonzero norm, then the inverse element of $x$ is defined by

$$
\begin{equation*}
x^{-1}:=\frac{\bar{x}}{n(x)} . \tag{7.3}
\end{equation*}
$$

Remark 7.2.6. It is obvious that the element in (7.3) is a solution to the equation $x \cdot y=1$ in the variable $y$.

Now, we set

$$
y^{2}:=\frac{1}{\varepsilon} q(\mathbf{x}),
$$

and so

$$
n(x)=x_{0}^{2}-\varepsilon y^{2},
$$

where $y, \varepsilon \in \mathbf{F}$ or to one of its extensions $\mathbf{F}^{o}$.
In the sequel, we shall consider $\mathbf{M}_{q}$ on $\mathbf{F}^{o}$ and we will focus on the case $y \neq 0$.

Definition 7.2.7. We say that a function $w(x)$ in $\mathbf{M}_{q}$ is biholomorphic if

$$
\begin{equation*}
w(x)=u\left(x_{0}, y\right)+\frac{1}{y} v\left(x_{0}, y\right) \mathbf{x} \tag{7.4}
\end{equation*}
$$

where $u\left(x_{0}, y\right)$ and $v\left(x_{0}, y\right)$ are functions of $x_{0}$ and $y$, satisfying

$$
\begin{equation*}
\frac{\partial u}{\partial x_{0}}=\frac{\partial v}{\partial y} \quad \frac{\partial u}{\partial y}=\varepsilon \frac{\partial v}{\partial x_{0}} . \tag{7.5}
\end{equation*}
$$

Remark 7.2.8. The derivations have the usual formal properties.
Remark 7.2.9. If we consider $\varepsilon=-1$ in Definition 7.2.7 we get the Definition of a slice hyperholomorhic function, see Definition 3.1.3.

The biholomorphic functions enjoy the following fundamental property.
Theorem 7.2.10. The powers of a biholomorphic function are still biholomorphic functions.
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Proof. Let us consider $w$ a biholomorphic function of the form (7.4). Then by the binomial theorem we have

$$
w^{m}=\left(u+\frac{1}{y} v \mathbf{x}\right)^{m}=\sum_{k=0}^{m}\binom{m}{k} u^{m-k} \frac{1}{y^{k}} v^{k} \mathbf{x}^{k} .
$$

Splitting the sum and considering that $\mathbf{x}^{2 k}=(q(\mathbf{x}))^{k}=\varepsilon^{k} y^{2 k}$, we have

$$
\begin{aligned}
w^{m} & =\sum_{k=0}^{m}\binom{m}{k} u^{m-k} \frac{1}{y^{k}} v^{k} \mathbf{x}^{k} \\
& =\sum_{k=0}^{[m / 2]}\binom{m}{2 k} u^{m-2 k} \frac{1}{y^{2 k}} v^{2 k} \mathbf{x}^{2 k}+\sum_{k=0}^{[m / 2]}\binom{m}{2 k+1} u^{m-2 k-1} \frac{1}{y^{2 k+1}} v^{2 k+1} \mathbf{x}^{2 k+1} \\
& =\sum_{k=0}^{[m / 2]}\binom{m}{2 k} u^{m-2 k} \frac{1}{y^{2 k}} v^{2 k} \varepsilon^{k} y^{2 k}+\sum_{k=0}^{[m / 2]}\binom{m}{2 k+1} u^{m-2 k-1} \frac{1}{y^{2 k+1}} v^{2 k+1} \varepsilon^{k} y^{2 k} \mathbf{x} \\
& =\left(\sum_{k=0}^{[m / 2]}(\varepsilon)^{k}\binom{m}{2 k} u^{m-2 k} v^{2 k}\right)+\frac{1}{y}\left(\sum_{k=0}^{[m / 2]}(\varepsilon)^{k}\binom{m}{2 k+1} u^{m-2 k-1} v^{2 k+1}\right) \mathbf{x}
\end{aligned}
$$

where $[m / 2]$ is the integer part of $m / 2$. We get the thesis since $x$ and $x^{-1}$ are biholomorphic functions.

We denote by $\partial$ the operator

$$
i_{1} \frac{\partial}{\partial x_{1}}+\cdots+i_{n} \frac{\partial}{\partial x_{n}} .
$$

We set the quadratic form inverse of $q(\mathbf{x})$ as

$$
q^{-1}(\mathbf{x})=\sum_{j, k=1}^{n} \alpha_{j k} x_{j} x_{k}
$$

This is helpful to give the definition of the following operator

$$
\begin{equation*}
\square w=\frac{\partial^{2} w}{\partial x_{0}^{2}}-q^{-1}(\partial) w \tag{7.6}
\end{equation*}
$$

Remark 7.2.11. The operator defined in (7.6) in the Clifford algebras setting is the Laplace operator.
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Lemma 7.2.12. Let $s \in \mathbb{N}$. Then we set

$$
\begin{gather*}
u_{s}:=\frac{\partial u_{s-1}}{\partial y} \frac{1}{y}, \quad v_{s}:=\frac{\partial v_{s-1}}{\partial y} \frac{1}{y}-\frac{v_{s-1}}{y^{2}}=\frac{\partial}{\partial y} \frac{v_{s-1}}{y}  \tag{7.7}\\
w_{s}=u_{s}+\frac{1}{y} v_{s} \mathbf{x} .
\end{gather*}
$$

We assume that the function $w_{0}$ is holomorphic. Then the functions $u_{s}, v_{s}$ satisfy the relations

$$
\begin{equation*}
\frac{\partial u_{s}}{\partial x_{0}}=\frac{\partial v_{s}}{\partial y}+2 s \frac{v_{s}}{y}, \quad \frac{\partial u_{s}}{\partial y}=\varepsilon \frac{\partial v_{s}}{\partial x_{0}} . \tag{7.8}
\end{equation*}
$$

Proof. We show the result by induction on $s$. For $s=0$, formula (7.8) reduces to (7.5), which holds because $w_{0}$ is biholomorphic by hypothesis. So let us suppose that 7.8 hold for $s-1$; then

$$
\begin{aligned}
\frac{\partial u_{s}}{\partial x_{0}} & =\frac{1}{y} \frac{\partial^{2} u_{s-1}}{\partial x_{0} \partial y}=\frac{1}{y} \frac{\partial}{\partial y}\left[\frac{\partial v_{s-1}}{\partial y}+2(s-1) \frac{v_{s-1}}{y}\right] \\
& =\frac{1}{y} \frac{\partial}{\partial y}\left[y v_{s}+\frac{v_{s-1}}{y}+2(s-1) \frac{v_{s-1}}{y}\right] \\
& =\frac{1}{y} \frac{\partial}{\partial y}\left[y v_{s}+(2 s-1) \frac{v_{s-1}}{y}\right] \\
& =\frac{1}{y} \frac{\partial}{\partial y}\left[y v_{s}-\frac{v_{s-1}}{y}\right]+\frac{2 s}{y} \frac{\partial}{\partial y} \frac{v_{s-1}}{y} \\
& =\frac{1}{y} \frac{\partial}{\partial y} y v_{s}-\frac{1}{y} \frac{\partial}{\partial y} \frac{v_{s-1}}{y}+2 s \frac{v_{s}}{y} \\
& =\frac{1}{y} \frac{\partial}{\partial y} y v_{s}-\frac{v_{s}}{y}+2 s \frac{v_{s}}{y} \\
& =\frac{\partial}{\partial y} v_{s}+\frac{v_{s}}{y}-\frac{v_{s}}{y}+2 s \frac{v_{s}}{y} \\
& =\frac{\partial}{\partial y} v_{s}+2 s \frac{v_{s}}{y} .
\end{aligned}
$$
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This prove the first equality of (7.7).

$$
\begin{aligned}
\frac{\partial u_{s}}{\partial y} & =\frac{\partial}{\partial y}\left(\frac{1}{y} \frac{\partial u_{s-1}}{\partial y}\right)=\varepsilon \frac{\partial}{\partial y}\left(\frac{1}{y} \frac{\partial v_{s-1}}{\partial x_{0}}\right) \\
& =\varepsilon\left(-\frac{1}{y^{2}} \frac{\partial v_{s-1}}{\partial x_{0}}+\frac{1}{y} \frac{\partial}{\partial y} \frac{\partial}{\partial x_{0}} v_{s-1}\right) \\
& =\varepsilon \frac{\partial}{\partial x_{0}}\left(\frac{1}{y} \frac{\partial v_{s-1}}{\partial y}-\frac{v_{s-1}}{y^{2}}\right) \\
& =\varepsilon \frac{\partial v_{s}}{\partial x_{0}} .
\end{aligned}
$$

Theorem 7.2.13. If $w_{0}=u_{0}+\frac{1}{y} v_{0} \mathbf{x}$ is a biholomorphic function and $n$ is odd, then:

$$
\begin{equation*}
\square^{(n-1) / 2} w_{0}=0 . \tag{7.9}
\end{equation*}
$$

Before to show the previous theorem we need some preliminary results.

Proof. We use the same notations of Lemma 7.2.12. By applying the equations in (7.7). We get

$$
\begin{align*}
\frac{\partial^{2} u_{s}}{\partial x_{0}^{2}} & =\frac{\partial}{\partial x_{0}}\left(\frac{\partial v_{s}}{\partial y}+2 s \frac{v_{s}}{y}\right)  \tag{7.10}\\
& =\frac{\partial}{\partial y} \frac{\partial v_{s}}{\partial x_{0}}+2 s \frac{\partial}{\partial x_{0}}\left(\frac{v_{s}}{y}\right) \\
& =\frac{1}{\varepsilon} \frac{\partial^{2} u_{s}}{\partial y^{2}}+\frac{2 s}{\varepsilon} \frac{\partial u_{s}}{\partial y} \frac{1}{y}=\frac{1}{\varepsilon} \frac{\partial\left(y u_{s+1}\right)}{\partial y}+\frac{2 s}{\varepsilon} u_{s+1} \\
& =\frac{1}{\varepsilon}\left(u_{s+1}+y \frac{\partial u_{s+1}}{\partial y}+2 s u_{s+1}\right) \\
& =\frac{1}{\varepsilon}\left[(2 s+1) u_{s+1}+y \frac{\partial u_{s+1}}{\partial y}\right]
\end{align*}
$$

Similarly we have

$$
\begin{equation*}
\frac{\partial^{2} v_{s}}{\partial x_{0}^{2}}=\frac{\partial}{\partial x_{0}}\left(\frac{\partial v_{s}}{\partial x_{0}}\right)=\frac{1}{\varepsilon} \frac{\partial}{\partial x_{0}}\left(\frac{\partial u_{s}}{\partial y}\right)=\frac{1}{\varepsilon} \frac{\partial}{\partial y}\left(\frac{\partial v_{s}}{\partial y}+2 s \frac{v_{s}}{y}\right) . \tag{7.11}
\end{equation*}
$$
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Hence (7.11) and (7.11) imply

$$
\begin{aligned}
\frac{\partial^{2} w_{s}}{\partial x_{0}^{2}} & =\frac{\partial^{2} u_{s}}{\partial x_{0}^{2}}+\frac{1}{y} \frac{\partial^{2} v_{s}}{\partial x_{0}^{2}} \mathbf{x} \\
& =\frac{1}{\varepsilon}\left[y \frac{\partial u_{s+1}}{\partial y}+(2 s+1) u_{s+1}\right]+\frac{1}{y \varepsilon} \frac{\partial}{\partial y}\left(\frac{\partial v_{s}}{\partial y}+2 s \frac{v_{s}}{y}\right) \mathbf{x} \\
& =\frac{1}{\varepsilon}\left[y \frac{\partial u_{s+1}}{\partial y}+(2 s+1) u_{s+1}\right]+\frac{1}{y \varepsilon} \frac{\partial}{\partial y}\left[y v_{s+1}+\frac{1}{y}(2 s+1) v_{s}\right] \mathbf{x} \\
& =\frac{1}{\varepsilon}\left[y \frac{\partial u_{s+1}}{\partial y}+(2 s+1) u_{s+1}\right]+\frac{1}{y \varepsilon}\left[v_{s+1}+y \frac{\partial v_{s+1}}{\partial y}-\frac{1}{y^{2}}(2 s+1) v_{s}+\right. \\
& \left.+\frac{(2 s+1)}{y} \frac{\partial v_{s}}{\partial y}\right] \mathbf{x} \\
& =\frac{1}{\varepsilon}\left[y \frac{\partial u_{s+1}}{\partial y}+(2 s+1) u_{s+1}\right]+\frac{1}{y \varepsilon}\left[v_{s+1}+y \frac{\partial v_{s+1}}{\partial y}+v_{s+1}(2 s+1)\right] \mathbf{x} \\
& =\frac{1}{\varepsilon}\left[y \frac{\partial u_{s+1}}{\partial y}+(2 s+1) u_{s+1}\right]+\frac{1}{y \varepsilon}\left[y \frac{\partial v_{s+1}}{\partial y}+(2 s+2) v_{s+1}\right] \mathbf{x} \\
& =\frac{1}{\varepsilon}\left[y \frac{\partial u_{s+1}}{\partial y}+(2 s+1) u_{s+1}\right]+\frac{1}{\varepsilon}\left[\frac{\partial v_{s+1}}{\partial y}+(2 s+2) \frac{v_{s+1}}{y}\right] \mathbf{x} .
\end{aligned}
$$

Therefore

$$
\frac{\partial^{2} w_{s}}{\partial x_{0}^{2}}=\frac{1}{\varepsilon}\left[y \frac{\partial u_{s+1}}{\partial y}+(2 s+1) u_{s+1}\right]+\frac{1}{\varepsilon}\left[\frac{\partial v_{s+1}}{\partial y}+(2 s+2) \frac{v_{s+1}}{y}\right] \mathbf{x} .
$$

Since $y^{2}=\frac{1}{\varepsilon} q(\mathbf{x})$ we get

$$
\frac{\partial}{\partial q} y^{2}=\frac{1}{\varepsilon} \frac{\partial}{\partial q} q .
$$

This implies

$$
\frac{\partial y}{\partial q}=\frac{1}{2 y \varepsilon}
$$

Hence, we have

$$
\begin{equation*}
\frac{\partial u_{s}}{\partial x_{j}}=\frac{\partial u_{s}}{\partial y} \frac{\partial y}{\partial q} \frac{\partial q}{\partial x_{j}}=\frac{\partial u_{s}}{\partial y} \frac{1}{2 \varepsilon y} \frac{\partial q}{\partial x_{j}}=\frac{1}{2 \varepsilon} u_{s+1} \frac{\partial q}{\partial x_{j}} . \tag{7.12}
\end{equation*}
$$
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and

$$
\begin{align*}
\frac{\partial}{\partial x_{j}}\left(\frac{1}{y} v_{s} \mathbf{x}\right) & =\left(\frac{\partial}{\partial x_{j}} \frac{1}{y}\right) v_{s} \mathbf{x}+\frac{1}{y}\left(\frac{\partial}{\partial x_{j}} v_{s}\right) \mathbf{x}+\frac{1}{y} v_{s} \frac{\partial \mathbf{x}}{\partial x_{j}} \\
& =\frac{\partial y^{-1}}{\partial y} \frac{\partial y}{\partial q} \frac{\partial q}{\partial x_{j}} v_{s} \mathbf{x}+\frac{1}{y} \frac{\partial v_{s}}{\partial y} \frac{\partial y}{\partial q} \frac{\partial q}{\partial x_{j}} \mathbf{x}+\frac{1}{y} v_{s} i_{j} \\
& =-\frac{1}{y^{2}} \frac{1}{2 \varepsilon y} \frac{\partial q}{\partial x_{j}} v_{s} \mathbf{x}+\frac{1}{y} \frac{1}{2 \varepsilon y} \frac{\partial v_{s}}{\partial y} \frac{\partial q}{\partial x_{j}} \mathbf{x}+\frac{1}{y} v_{s} i_{j} \\
& =-\frac{1}{2 \varepsilon y^{3}} v_{s} \frac{\partial q}{\partial x_{j}} \mathbf{x}+\frac{1}{2 \varepsilon y^{2}} \frac{\partial v_{s}}{\partial y} \frac{\partial q}{\partial x_{j}} \mathbf{x}+\frac{1}{y} v_{s} i_{j} \\
& =\frac{1}{2 \varepsilon y}\left[\frac{1}{y} \frac{\partial v_{s}}{\partial y}-\frac{1}{y^{2}} v_{s}\right] \frac{\partial q}{\partial x_{j}} \mathbf{x}+\frac{1}{y} v_{s} i_{j} \\
& =\frac{1}{2 \varepsilon y} v_{s+1} \frac{\partial q}{\partial x_{j}} \mathbf{x}+\frac{1}{y} v_{s} i_{j} .
\end{align*}
$$

Therefore we have

$$
\begin{equation*}
\frac{\partial w_{s}}{\partial x_{j}}=\frac{1}{2 \varepsilon} u_{s+1} \frac{\partial q}{\partial x_{j}}+\frac{1}{2 \varepsilon y} v_{s+1} \frac{\partial q}{\partial x_{j}} \mathbf{x}+\frac{1}{y} v_{s} i_{j} . \tag{7.14}
\end{equation*}
$$

From (7.12) and the definition of $v_{s}$ (see (7.7)) we have

$$
\begin{aligned}
\frac{\partial}{\partial x_{k}}\left(\frac{1}{2 \varepsilon} u_{s+1} \frac{\partial q}{\partial x_{j}}\right) & =\frac{1}{2 \varepsilon}\left(\frac{\partial u_{s+1}}{\partial x_{k}}\right) \frac{\partial q}{\partial x_{j}}+\frac{1}{2 \varepsilon} u_{s+1} \frac{\partial^{2} q}{\partial x_{k} \partial x_{j}} \\
& =\frac{1}{4 \varepsilon^{2}} u_{s+2} \frac{\partial q}{\partial x_{k}} \frac{\partial q}{\partial x_{j}}+\frac{1}{2 \varepsilon} u_{s+1} 2 a_{j k} \\
& =\frac{1}{4 \varepsilon^{2} y} \frac{\partial u_{s+1}}{\partial y} \frac{\partial q}{\partial x_{k}} \frac{\partial q}{\partial x_{j}}+\frac{1}{\varepsilon} u_{s+1} a_{j k} .
\end{aligned}
$$

Now, from (7.13) we have

$$
\begin{aligned}
\frac{\partial}{\partial x_{k}}\left(\frac{1}{2 \varepsilon y} v_{s+1} \frac{\partial q}{\partial x_{j}} \mathbf{x}\right)= & \frac{1}{2 \varepsilon} \frac{\partial}{\partial x_{k}}\left(\frac{v_{s+1}}{y}\right) \frac{\partial q}{\partial x_{j}} \mathbf{x}+\frac{1}{2 \varepsilon} \frac{v_{s+1}}{y} \frac{\partial^{2} q}{\partial x_{k} \partial x_{j}} \mathbf{x}+ \\
& +\frac{1}{2 \varepsilon} \frac{v_{s+1}}{y} \frac{\partial q}{\partial x_{j}} \frac{\partial \mathbf{x}}{\partial x_{k}} \\
= & \frac{1}{4 \varepsilon^{2} y}\left(\frac{1}{y} \frac{\partial v_{s+1}}{\partial y}-\frac{1}{y^{2}} v_{s+1}\right) \frac{\partial q}{\partial x_{k}} \frac{\partial q}{\partial x_{j}} \mathbf{x}+ \\
& +\frac{1}{2 \varepsilon} \frac{v_{s+1}}{y} 2 a_{j k} \mathbf{x}+\frac{1}{2 \varepsilon} \frac{v_{s+1}}{y} \frac{\partial q}{\partial x_{j}} i_{k} \\
= & \frac{1}{4 \varepsilon^{2} y^{2}} \frac{\partial v_{s+1}}{\partial y} \frac{\partial q}{\partial x_{k}} \frac{\partial q}{\partial x_{j}} \mathbf{x}-\frac{1}{4 \varepsilon^{2} y^{3}} v_{s+1} \frac{\partial q}{\partial x_{k}} \frac{\partial q}{\partial x_{j}} \mathbf{x} \\
& +\frac{1}{\varepsilon} \frac{v_{s+1}}{y} a_{j k} \mathbf{x}+\frac{1}{2 \varepsilon} \frac{v_{s+1}}{y} \frac{\partial q}{\partial x_{j}} i_{k} .
\end{aligned}
$$

Therefore from (7.13) we get

$$
\frac{\partial}{\partial x_{k}}\left(\frac{v_{s}}{y}\right) i_{j}=\frac{1}{2 \varepsilon y} v_{s+1} \frac{\partial q}{\partial x_{k}} i_{j} .
$$

Hence, we have

$$
\begin{aligned}
\frac{\partial^{2} w_{s}}{\partial x_{k} \partial x_{j}}= & \frac{1}{4 \varepsilon^{2} y} \frac{\partial u_{s+1}}{\partial y} \frac{\partial q}{\partial x_{k}} \frac{\partial q}{\partial x_{j}}+\frac{1}{\varepsilon} u_{s+1} a_{j k}-\frac{1}{4 \varepsilon^{2} y^{3}} v_{s+1} \frac{\partial q}{\partial x_{k}} \frac{\partial q}{\partial x_{j}} \mathbf{x} \\
& +\frac{1}{4 \varepsilon^{2} y^{2}} \frac{\partial v_{s+1}}{\partial y} \frac{\partial q}{\partial x_{k}} \frac{\partial q}{\partial x_{j}} \mathbf{x}+\frac{v_{s+1}}{\varepsilon y}\left[a_{j k} \mathbf{x}+\frac{1}{2} \frac{\partial q}{\partial x_{j}} i_{k}+\frac{1}{2} \frac{\partial q}{\partial x_{k}} i_{j}\right] .
\end{aligned}
$$

Since

$$
\sum_{j, k=1}^{n} \alpha_{j k} \frac{\partial q}{\partial x_{k}} \frac{\partial q}{\partial x_{j}}=4 q(x)=4 \varepsilon y^{2} \quad \sum_{j, k=1}^{n} \alpha_{j k} a_{j k}=n,
$$

and

$$
\sum_{j, k=1}^{n} \alpha_{j k} \frac{\partial q}{\partial x_{j}} i_{k}=\sum_{j, k=1}^{n} \alpha_{j k} \frac{\partial q}{\partial x_{k}} i_{j}=2 \mathbf{x}
$$

we get

$$
\begin{aligned}
\sum_{j, k=1}^{n} \alpha_{j k} \frac{\partial^{2} w_{s}}{\partial x_{k} \partial x_{j}} & =\frac{1}{\varepsilon}\left[\frac{\partial u_{s+1}}{\partial y} y+n u_{s+1}+\frac{\partial v_{s+1}}{\partial y} \mathbf{x}-\frac{v_{s+1}}{y} \mathbf{x}+\frac{v_{s+1}}{y} n \mathbf{x}+2 \frac{v_{s+1}}{y} \mathbf{x}\right] \\
& =\frac{1}{\varepsilon}\left[\frac{\partial u_{s+1}}{\partial y} y+n u_{s+1}+\frac{\partial v_{s+1}}{\partial y} \mathbf{x}+(n+1) \frac{v_{s+1}}{y} \mathbf{x}\right]
\end{aligned}
$$
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Therefore we have

$$
\sum_{j, k=1}^{n} \alpha_{j k} \frac{\partial^{2} w_{s}}{\partial x_{k} \partial x_{j}}=\frac{1}{\varepsilon}\left[\frac{\partial u_{s+1}}{\partial y} y+n u_{s+1}+\frac{\partial v_{s+1}}{\partial y} \mathbf{x}+(n+1) \frac{v_{s+1}}{y} \mathbf{x}\right] .
$$

Finally, by taking into account (7.6), we obtain

$$
\begin{equation*}
\varepsilon \square w_{s}=-(n-2 s-1) w_{s+1} . \tag{7.15}
\end{equation*}
$$

Thus, if $n$ is odd, for $s=(n-1) / 2$ one has

$$
\varepsilon \square w_{(n-1) / 2}=0,
$$

namely (7.9).
Definition 7.2.14. A function $w$ with values the quadratic module $\mathbf{M}_{q}$ is called JB-monogenic (Jordan B-monogenic) if, for a symmetric matrix $B$ with entries $b_{i j}$ and with determinant different from zero $(|B| \neq 0)$ one has

$$
\frac{\partial w}{\partial x_{0}}-\frac{1}{2 \varepsilon} \sum_{j, k=1}^{n} b_{j k}\left[\frac{\partial w}{\partial x_{j}} i_{k}+i_{k} \frac{\partial w}{\partial x_{j}}\right]=0
$$

Theorem 7.2.15. Let us suppose that $w_{0}$ is biholomorphic. Then we set

$$
S:=\frac{1}{2 \varepsilon} \sum_{j, k=1}^{n} b_{j k} \frac{\partial q}{\partial x_{j}} i_{k} .
$$

If

$$
\mathbf{x}=S
$$

in $\mathbf{M}_{q}$, the $(n-1) / 2$ power of $\square$ of all biholomorphic functions is JBmonogenic.
Proof. Firstly, we show the following identity.

$$
\begin{equation*}
2-\frac{1}{\varepsilon y^{2}}(S \mathbf{x}+\mathbf{x} S)=\frac{1}{\varepsilon y^{2}}[\mathbf{x}(\mathbf{x}-S)+(\mathbf{x}-S) \mathbf{x}] . \tag{7.16}
\end{equation*}
$$

We can get (7.16) with some manipulations:

$$
\begin{aligned}
\frac{1}{\varepsilon y^{2}}[\mathbf{x}(\mathbf{x}-S)+(\mathbf{x}-S) \mathbf{x}] & =\frac{1}{\varepsilon y^{2}}\left[2 \mathbf{x}^{2}-\mathbf{x} S-S \mathbf{x}\right] \\
& =\frac{1}{\varepsilon y^{2}} 2 \mathbf{x}^{2}-\frac{1}{\varepsilon y^{2}}[S \mathbf{x}+\mathbf{x} S] \\
& =\frac{2}{\varepsilon y^{2}} \varepsilon y^{2}-\frac{1}{\varepsilon y^{2}}[S \mathbf{x}+\mathbf{x} S] \\
& =2-\frac{1}{\varepsilon y^{2}}(S \mathbf{x}+\mathbf{x} S)
\end{aligned}
$$

Now from the relations (7.8) we have

$$
\begin{align*}
\frac{\partial w_{s}}{\partial x_{0}} & =\frac{\partial u_{s}}{\partial x_{0}}+\frac{1}{y} \frac{\partial v_{s}}{\partial x_{0}} \mathbf{x}  \tag{7.17}\\
& =\frac{\partial v_{s}}{\partial y}+2 s \frac{v_{s}}{y}+\frac{1}{y \varepsilon} \frac{\partial u_{s}}{\partial y} \mathbf{x} \\
& =\frac{\partial v_{s}}{\partial y}+2 s \frac{v_{s}}{y}+\frac{u_{s+1}}{\varepsilon} \mathbf{x} .
\end{align*}
$$

By (7.17) we get

$$
\frac{\partial w_{s}}{\partial x_{j}}=\frac{1}{2 \varepsilon} u_{s+1} \frac{\partial q}{\partial x_{j}}+\frac{1}{2 \varepsilon y} v_{s+1} \frac{\partial q}{\partial x_{j}} \mathbf{x}+\frac{1}{y} v_{s} i_{j} .
$$

Hence we have

$$
\begin{aligned}
& \frac{1}{2 \varepsilon} \sum_{j, k=1}^{n} b_{j k}\left[\frac{\partial w_{s}}{\partial x_{j}} i_{k}+i_{k} \frac{\partial w_{s}}{\partial x_{j}}\right]=\frac{1}{2 \varepsilon}\left(\sum _ { j , k = 1 } ^ { n } b _ { j k } \left[\frac{1}{2 \varepsilon} u_{s+1} \frac{\partial q}{\partial x_{j}}+\right.\right. \\
& \left.+\frac{1}{2 \varepsilon y} v_{s+1} \frac{\partial q}{\partial x_{j}} \mathbf{x}+\frac{1}{y} v_{s} i_{j}\right] i_{k}+b_{j k} i_{k}\left[\frac{1}{2 \varepsilon} u_{s+1} \frac{\partial q}{\partial x_{j}}+\frac{1}{2 \varepsilon y} v_{s+1} \frac{\partial q}{\partial x_{j}} \mathbf{x}\right. \\
& \left.\left.+\frac{1}{y} v_{s} i_{j}\right]\right) .
\end{aligned}
$$

Moreover, by recalling the definition of $S$ we have

$$
\begin{align*}
\frac{1}{4 \varepsilon^{2}} \sum_{j, k=1}^{n} b_{j k} u_{s+1} \frac{\partial q}{\partial x_{j}} i_{k}+\frac{1}{4 \varepsilon^{2}} \sum_{j, k=1}^{n} b_{j k} u_{s+1} \frac{\partial q}{\partial x_{j}} i_{k} & =\frac{1}{\varepsilon} \frac{u_{s+1}}{2 \varepsilon} \sum_{j, k=1}^{n} b_{j k} u_{s+1} \frac{\partial q}{\partial x_{j}} i_{k} \\
& =\frac{1}{\varepsilon} u_{s+1} S \tag{7.18}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{1}{4 \varepsilon^{2}} \sum_{j, k=1}^{n} b_{j k} \frac{v_{s+1}}{y} \frac{\partial q}{\partial x_{j}} \mathbf{x} i_{k}+\frac{1}{4 \varepsilon^{2}} \sum_{j, k=1}^{n} b_{j k} i_{k} \frac{v_{s+1}}{y} \frac{\partial q}{\partial x_{j}} \mathbf{x} \\
& =\frac{1}{4 \varepsilon^{2}} \frac{v_{s+1}}{y} \mathbf{x} \sum_{j, k=1}^{n} b_{j k} \frac{\partial q}{\partial x_{j}} i_{k}+\frac{1}{4 \varepsilon^{2}} \frac{v_{s+1}}{y} \sum_{j, k=1}^{n} b_{j k} \frac{\partial q}{\partial x_{j}} i_{k} \mathbf{x} \\
& +\frac{1}{2 \varepsilon} \frac{v_{s+1}}{y} \mathbf{x} S+\frac{1}{2 \varepsilon} \frac{v_{s+1}}{y} S \mathbf{x} . \tag{7.19}
\end{align*}
$$

Since $v_{s+1}=\frac{1}{y} \frac{\partial v_{s}}{\partial y}-\frac{1}{y^{2}} v_{s}$ we get
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$$
\begin{align*}
\frac{1}{2 \varepsilon} \frac{v_{s+1}}{y} \mathbf{x} S+\frac{1}{2 \varepsilon} \frac{v_{s+1}}{y} S \mathbf{x}= & \frac{1}{2 \varepsilon y^{2}} \frac{\partial v_{s}}{\partial y} \mathbf{x} S-\frac{1}{2 \varepsilon y^{3}} v_{s} \mathbf{x} S+\frac{1}{2 \varepsilon y^{2}} \frac{\partial v_{s}}{\partial y} S \mathbf{x} \\
& -\frac{1}{2 \varepsilon y^{3}} v_{s} S \mathbf{x}  \tag{7.20}\\
= & \frac{1}{2 \varepsilon y^{2}} \frac{\partial v_{s}}{\partial y}(\mathbf{x} S+S \mathbf{x})-\frac{v_{s}}{y}\left[\frac{1}{2 \varepsilon y^{2}}(\mathbf{x} S+S \mathbf{x})\right]
\end{align*}
$$

From the polar form of a quadratic form we get

$$
\begin{align*}
\frac{1}{2 \varepsilon}\left(\sum_{j, k=1}^{n} b_{j k} \frac{v_{s}}{y} i_{j} i_{k}+\sum_{j, k=1}^{n} b_{j k} \frac{v_{s}}{y} i_{k} i_{j}\right) & =\frac{1}{2 \varepsilon} \frac{v_{s}}{y}\left(\sum_{j, k=1}^{n} b_{j k} i_{j} i_{k}+\sum_{j, k=1}^{n} b_{j k} i_{k} i_{j}\right) \\
& =\frac{1}{\varepsilon} \frac{v_{s}}{y} \sum_{j, k=1}^{n} b_{j k} a_{j k} . \tag{7.21}
\end{align*}
$$

By putting together (7.17), (7.18), (7.19), (7.21) and (7.21) we get

$$
\begin{aligned}
0 & =\frac{1}{\varepsilon} u_{s+1}(\mathbf{x}-S)+\frac{\partial v_{s}}{\partial y}\left[1-\frac{1}{2 \varepsilon^{2} y^{2}}(\mathbf{x} S+S \mathbf{x})\right]+ \\
& +\frac{v_{s}}{y}\left[2 s+\frac{1}{2 \varepsilon^{2} y^{2}}(\mathbf{x} S+S \mathbf{x})\right]-\frac{v_{s}}{y} \frac{1}{\varepsilon} \sum_{j, k=1}^{n} b_{j k} a_{j k} \\
& =\frac{1}{\varepsilon} u_{s+1}(\mathbf{x}-S)+\frac{\partial v_{s}}{\partial y}\left[1-\frac{1}{2 \varepsilon^{2} y^{2}}(\mathbf{x} S+S \mathbf{x})\right]+ \\
& +\frac{v_{s}}{y}\left[2 s+1-1+\frac{1}{2 \varepsilon^{2} y^{2}}(\mathbf{x} S+S \mathbf{x})\right]-\frac{v_{s}}{y} \frac{1}{\varepsilon} \sum_{j, k=1}^{n} b_{j k} a_{j k}
\end{aligned}
$$

Moreover, we know that

$$
w_{s+1}=u_{s+1}+\frac{1}{y} v_{s+1} \mathbf{x}=u_{s+1}+\frac{1}{y^{2}} \frac{\partial v_{s}}{\partial y} \mathbf{x}-\frac{1}{y^{3}} v_{s} \mathbf{x} .
$$

Finally, by (7.16) we obtain

$$
\begin{aligned}
0 & =\frac{1}{2 \varepsilon} u_{s+1}(\mathbf{x}-S)+\frac{1}{2 \varepsilon} u_{s+1}(\mathbf{x}-S)+\frac{1}{2 \varepsilon y^{2}} \frac{\partial v_{s}}{\partial y}[\mathbf{x}(\mathbf{x}-S)+(\mathbf{x}-S) \mathbf{x}]+ \\
& +\frac{v_{s}}{y}\left[2 s+1-\frac{1}{2 \varepsilon y^{2}}[\mathbf{x}(\mathbf{x}-S)+(\mathbf{x}-S) \mathbf{x}]\right]-\frac{v_{s}}{y} \frac{1}{\varepsilon} \sum_{j, k=1}^{n} b_{j k} a_{j k} \\
& =\frac{1}{2 \varepsilon}\left[w_{s+1}(\mathbf{x}-S)+(\mathbf{x}-S) w_{s+1}\right]+\frac{v_{s}}{y}(2 s+1)-\frac{v_{s}}{y} \frac{1}{\varepsilon} \sum_{j, k=1}^{n} b_{j k} a_{j k}
\end{aligned}
$$

and this is satisfied if $s=\frac{n-1}{2}$ and if

$$
\begin{equation*}
\mathbf{x}=S \tag{7.22}
\end{equation*}
$$

If in Definition 7.2 .14 we consider that $\mathbf{M}_{q}$, or $B$, is a scalar and $w$ is such that the jacobian matrix $\partial \mathbf{w} / \partial \mathbf{x}$ is symmetric, then we have the following.

Definition 7.2.16. A function $w$ is said $B$-monogenic on the left if it satisfies the following equation

$$
\begin{equation*}
\frac{\partial w}{\partial x_{0}}-\frac{1}{\varepsilon} \sum_{j, k=1}^{n} b_{j k} i_{j} \frac{\partial w}{\partial x_{k}}=D_{B} w=0 . \tag{7.23}
\end{equation*}
$$

In a similar way one defines functions B-monogenic on the right.
Remark 7.2.17. With computations similar to the one done in Theorem 7.2.15 one can see that if (7.22) holds, the $(n-1) / 2$ power of $\square$ of biholomorphic functions is B-monogenic on the left and on the right.

Remark 7.2.18. If $M_{q}$ is alternative, multiplying on the left (7.23) by $\bar{D}_{B}$, the conjugate operator of $D_{B}$, one finds that

$$
\begin{equation*}
\bar{D}_{B} D_{B} w=\left[\frac{\partial^{2}}{\partial x_{0}^{2}}-\frac{1}{\varepsilon} g(\delta)\right] w=0 \tag{7.24}
\end{equation*}
$$

where $g(\mathbf{x})$ is the quadratic form associated with the matrix $B A B^{t}$. Thus if $B$ satisfies the relation

$$
\begin{equation*}
B A B^{t}=\varepsilon^{2} A^{-1} \tag{7.25}
\end{equation*}
$$

then (7.24) coincides with (7.6) and we can say that: B-monogenic functions are solutions of the equation $\square w=0$.

### 7.2.1 Comments

The Fueter mapping theorem was proved by R.Fueter in the Mid Thirties, see [85] and it can be considered a special case of the previous construction, in which $\mathbf{F}=\mathbb{R}$ and $\mathbf{M}=\mathbb{H}$. Basically, it provides a way to generate Fueter regular functions starting from holomorphic functions of one complex variable. The Fueter's theorem can be stated as follows

Theorem 7.2.19 (Fueter mapping theorem). Let $f_{0}(z)=\alpha(u, v)+i \beta(u, v)$ be a holomorphic function defined in a domain (open and connected) $D$ in the upper-half complex plane and let

$$
\Omega_{D}=\left\{q=q_{0}+\underline{q} \mid\left(q_{0},|\underline{q}|\right) \in D\right\}
$$

be the open set induced by $D$ in $\mathbb{H}$. Then the operator $T_{F 1}$ defined by

$$
f(q)=T_{F 1}\left(f_{0}\right):=\alpha\left(q_{0},|\underline{q}|\right)+\frac{\underline{q}}{|\underline{q}|} \beta\left(q_{0},|\underline{q}|\right)
$$

maps the set of holomorphic functions in the set of intrinsic slice hyperholomorphic functions. Moreover, the function

$$
\breve{f}(q):=T_{F 2}\left(\alpha\left(q_{0},|\underline{q}|\right)+\frac{\underline{q}}{|\underline{q}|} \beta\left(q_{0},|\underline{q}|\right)\right),
$$

where $T_{F 2}=\Delta$ and $\Delta$ is the Laplacian in four real variables $q_{\ell}, \ell=$ $0,1,2,3$, is in the kernel of the Fueter operator i.e.

$$
\mathcal{D} \breve{f}=0 \quad \text { on } \quad \Omega_{D} .
$$

Another special case, of the construction presented in the previous section, is to take $\mathbf{F}=\mathbb{R}$ and $\mathbf{M}=\mathbb{R}^{n+1}$, identified with the set of paravectors. In this case by applying $\Delta^{\frac{n-1}{2}}$ ( $\Delta$ is the Laplace operator in $n+1$ variables) to a function induced on the set of paravectors by a holomorphic function, one obtains a monogenic function with values in the real Clifford algebra $\mathbb{R}_{n}$ over an odd number $n$ of imaginary units. Now, we state a version of the Fueter-Sce theorem that is commonly known in the recent literature.
Theorem 7.2.20 (Fueter-Sce mapping theorem). Let $n \geq 3$ be an odd number. Let $f(z)=\alpha(u, v)+i \beta(u, v)$ be a holomoprhic function defined in a domain (open and connected) $D$ in the upper-half complex plane and let

$$
\Omega_{D}:=\left\{x=x_{0}+\underline{x} \mid\left(x_{0},|\underline{x}|\right) \in D\right\},
$$

be the open set induced by $D$ in $\mathbb{R}^{n+1}$. The operator $T_{F S 1}$ defined by

$$
\begin{equation*}
T_{F S 1}(f)=\alpha\left(x_{0},|\underline{x}|\right)+\frac{\underline{x}}{|\underline{x}|} \beta\left(x_{0},|\underline{x}|\right) \tag{7.26}
\end{equation*}
$$

maps the holomorphic function $f(z)$ in the set of intrinsic slice hyperholomorphic function. Then the function

$$
\breve{f}(x):=T_{F S 2}\left(\alpha\left(x_{0},|\underline{x}|\right)+\frac{\underline{x}}{|\underline{x}|} \beta\left(x_{0},|\underline{x}|\right)\right)
$$
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where $T_{F S 2}:=\Delta^{\frac{n-1}{2}}$ is in the kernel of the Dirac operator, i.e.,

$$
\mathcal{D} \breve{f}(x)=0, \quad \text { on } \quad \Omega_{D} .
$$

We observe that in the previous theorem the operator $T_{F S 1}$ maps holomorphic functions into the set of intrinsic slice hyperholomorphic functions, denoted by $\mathcal{N}\left(\Omega_{D}\right)$. Similarly, when we apply the operator $T_{F S 1}$ to the set of intrinsic slice hyperholomorphic functions, we obtain a subclass of the monogenic functions that is called axially monogenic functions.

Definition 7.2.21 (Axially monogenic function). Let $D \subset \mathbb{C}$. Let $\Omega_{D}$ be an axially symmetric open set in $\mathbb{R}^{n+1}$, and let $x=x_{0}+\underline{x}=x_{0}+\underline{\omega} r \in \Omega_{D}$ with $r:=|\underline{x}|$ and $\underline{\omega}:=\frac{\underline{x}}{|x|}$. A function $f: \Omega_{D} \rightarrow \mathbb{R}_{n}$ is an axially monogenic function if it is monogenic, i.e, $\mathcal{D} f=0$, and it has the form

$$
\begin{equation*}
f\left(x_{0}+\underline{x}\right)=A\left(x_{0},|\underline{x}|\right)+\underline{\omega} B\left(x_{0},|\underline{x}|\right), \tag{7.27}
\end{equation*}
$$

where the functions $A$ and $B$ satisfy the even-odd conditions, see (3.2). We denote this set of functions as $\mathcal{A M}\left(\Omega_{D}\right)$.

We can visualize the Fueter-Sce construction by the following diagram

$$
\begin{equation*}
\mathcal{O}(D) \xrightarrow{T_{F S 1}} \mathcal{N}\left(\Omega_{D}\right) \xrightarrow{T_{F S 2}} \mathcal{A M}\left(\Omega_{D}\right), \tag{7.28}
\end{equation*}
$$

where $\mathcal{O}(D)$ is the set of holomorphic function.
Remark 7.2.22. We observe that the map $T_{F S 1}$ can naturally be defined on $\mathbb{R}$-valued functions of one real variable. This is due to the equivalence between the space of intrinsic holomorphic functions in $\mathbb{C}$, and the space $\mathcal{A}(\mathbb{R})$ of $\mathbb{R}$-valued real-analytic functions on $\mathbb{R}$ that can be holomorphically extended to the entire complex plane $\mathbb{C}$. In this way, we obtain a map $T_{F S 1}: \mathcal{A}(\mathbb{R}) \otimes \mathbb{R}_{n} \rightarrow \mathcal{S H}\left(\mathbb{R}^{n+1}\right)$ which factorizes the Fueter-Sce extension as follows


Sce's results are broader than Theorem 7.2.20 from two different points of view:

- the algebra in which the results are proved
- the type of functions obtained.

The quadratic module $\mathbf{M}_{q}$ can be embedded in algebras of specific form, like for example in the Cayley-Dickson algebras, in particular the octonions and case of associative algebras and in all Clifford algebras.

By Theorem 7.2.15 we know that if we consider a function $f_{0}(z)=$ $f_{0}(u+i v)=\alpha(u, v)+i \beta(u, v)$ holomorphic, then

$$
\Delta^{\frac{n-1}{2}} f(x)=\Delta^{\frac{n-1}{2}}\left(u\left(x_{0},|\underline{x}|\right)+\frac{\underline{x}}{|\underline{x}|} v\left(x_{0},|\underline{x}|\right)\right)
$$

is a JB-monogenic function, i.e.,

$$
\frac{\partial f}{\partial x_{0}}-\frac{1}{2 \varepsilon} \sum_{j, k=1}^{n} b_{j, k}\left[\frac{\partial f}{\partial x_{j}} i_{k}+i_{k} \frac{\partial f}{x_{j}}\right]
$$

where the matrix $B=\left[b_{j k}\right]$ is symmetric and nondegenerate.
The case in which monogenic functions are obtained occurs when $B=$ $I$, with $I$ being the identity matrix, and $\mathbf{M}_{q}$ is the set of paravectors in a Clifford algebra. Operators of Cauchy-Fueter type in which there are coefficients $b_{j k}$ such that the matrix $B=\left[b_{j k}\right]$ is orthogonal have been considered in [127].

About 40 years after the results of Sce, T. Qian in [122] showed that the Futer-Sce theorem holds in the case of a Clifford algebra over an even number $n$ of imaginary units. He showed that also in this case, Sce's construction gives a monogenic function. He makes use of the Fourier multiplier

$$
\begin{equation*}
(-\Delta)^{\frac{n-1}{2}}=F^{-1}(2 \pi|\cdot|)^{n-1} F \tag{7.29}
\end{equation*}
$$

in order to give meaning to the fractional powers of the Laplacian corresponding to the cases where $n$ is even. Here $F$ and $F^{-1}$ are the Fourier and inverse Fourier transform in $\mathbb{R}^{n+1}$.

Qian's extension makes use of the following more constructive approach. Consider a meromorphic intrinsic function $f(z)$ on $\mathbb{C}$, together with its Laurent expansion around $z=0$

$$
f(z)=\sum_{j \in \mathbb{Z}} a_{j} z^{j}
$$

It is clearly seen that all the coefficients $a_{j}$ in the above expansion must be real numbers and therefore, they play no role when applying the slice extension map $T_{F S 1}$. Thus, to determine the action of the Fueter-Sce-Qian
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mapping $\tau_{n}:=\operatorname{sgn}\left(-x_{0}\right)^{n-1} \Delta^{\frac{n-1}{2}}$, with $n$ being even, on the slice extension $f\left(x_{0}+\underline{x}\right):=T_{F S 1}[f](x)$ of $f$, it is enough to consider only the actions $\tau_{n}\left[x^{j}\right], j \in \mathbb{Z}$.

A direct computation of these actions, using the Fourier multiplier definition (7.29), is possible for all dimensions $n \in \mathbb{N}$ only when we consider negative powers of $x$, i.e. $x^{-\ell}$ with $\ell \in \mathbb{N}$. Observe that $x^{\ell}(\ell \in \mathbb{N})$ is not in the Schwartz class of rapidly decreasing functions and therefore, $\Delta^{\frac{n-1}{2}}\left[x^{\ell}\right]$ is not well-defined as a function if $n$ is even. However, it is possible to define suitable actions of the Fueter-Sce-Qian mapping on positive powers of the paravector $x$ by means of the Kelvin inversion

$$
\begin{equation*}
I[f](x)=\frac{\bar{x}}{|x|^{n+1}} f\left(\frac{\bar{x}}{|x|^{2}}\right) \tag{7.30}
\end{equation*}
$$

which maps monogenic functions into monogenic functions.
In general, the following relations have been established for the action of the Fueter-Sce-Qian mapping on integer powers of $x$ for all dimensions $n \in \mathbb{N}$,

$$
\tau_{n}\left[x^{\ell}\right]= \begin{cases}\operatorname{sgn}\left(-x_{0}\right)^{n-1} \Delta^{\frac{n-1}{2}}\left[x^{\ell}\right], & \ell<0  \tag{7.31}\\ 0, & 0 \leq \ell \leq n-2 \\ I\left[\Delta^{\frac{n-1}{2}}\left[x^{-\ell+n-2}\right]\right], & n-1 \leq \ell\end{cases}
$$

In [122], it was shown that (7.31) indeed provides a suitable extension of the pointwise differential operator $\Delta^{\frac{n-1}{2}}\left[x^{\ell}\right]$ when $n$ is odd since, in this case, both approaches coincide.

Remark 7.2.23. It is worth noticing that the above definition of the Fueter-Sce-Qian mapping is slightly different form the customary definition used in the literature, see e.g. [103, 122]. Our modification consists in the introduction of the (almost constant) factor $\operatorname{sgn}\left(-x_{0}\right)^{n-1}$ after the action $\Delta^{\frac{n-1}{2}}\left[x^{\ell}\right]$ when $\ell<0$. As we will show in the following section, this small difference allows for a better description of $\tau_{n}$ in terms of the GCK operator. Observe also that this change still preserves the property that $\tau_{n}$ extends the pointwise differential operator $\Delta^{\frac{n-1}{2}}$ from $n$ odd to $n \in \mathbb{N}$. Indeed, it is obvious that $\operatorname{sgn}\left(-x_{0}\right)^{n-1} \equiv 1$ if $n$ is odd.

More explicit expressions for the actions (7.31) will be provided in section 7.4, see also [78, 103, 122].

Nowadays there are several generalizations of the Futer-Sce-Qian mapping theorem, see [49, 119,-121, 129] and the survey [124]. Moreover,
in [123] T. Qian proved that the Fueter-Sce's theorem is useful to show boundedness of singular integrals.

### 7.3 Fueter-Sce-Qian theorem and generalized CK-extension

The aim of this section is to bring together two essential results in Clifford analysis: the Fueter-Sce-Qian theorem and the generalized CauchyKovalevskaya extension [67, 75, 95] (CK-extension for short). There is a vast literature on both results, which essentially provide two different ways of transforming analytic functions of one (real or complex) variable into monogenic functions

In general, every monogenic function defined at $\mathbb{R}^{n}$ is determined by its restriction to the hyperplane $x_{0}=0$. On the other hand, any real-analytic function $f(\underline{x})$ defined in a region of $\mathbb{R}^{n}$, has a unique monogenic extension $f\left(x_{0}, \underline{x}\right)$ called Cauchy-Kovalevskaya extension (CK-extension). However, it is possible to deal with restrictions to submanifolds not only of codimension one but of arbitrary codimension. This kind of expansion is called generalized CK-extension (GCK-extension). It was obtained in [67] for monogenic functions, defined in $\Omega \subset \mathbb{R}^{n+p}$, by considering their restrictions to $\mathbb{R}^{p}$. The set $\Omega$ is a $S O(n)$-invariant $(n+p)$-dimensional neighbourhood of $\Omega_{1}:=\Omega \cap \mathbb{R}^{p}$. By this a Taylor series for monogenic functions $f(\underline{x}, \underline{y})$ is obtained, where $\underline{y} \in \mathbb{R}^{p}$ is considered as a parameter. Thus, we get a power series in the variable $\underline{x} \in \mathbb{R}^{n}$. The following is a particular case of such a result for codimension $p=1$, see [67].

Theorem 7.3.1 (Generalized CK-extension). Let $f_{0}\left(x_{0}\right)$ be a Clifford-valued analytic function in a real domain $\Omega_{1} \subset \mathbb{R}$. Then there exists a unique sequence $\left\{f_{j}\left(x_{0}\right)\right\}$ of analytic functions such that the series

$$
f\left(x_{0}, \underline{x}\right)=\sum_{j=0}^{\infty} \underline{x}^{j} f_{j}\left(x_{0}\right)
$$

converges in an axially symmetric slice $(n+1)$-diemensional neighbourhood $\Omega \subset \mathbb{R}^{n+1}$ of $\Omega_{1}$ and its sum is monogenic. Moreover,

$$
\begin{align*}
f\left(x_{0}, \underline{x}\right)= & \Gamma\left(\frac{n}{2}\right)\left(\frac{|\underline{x}| \partial_{x_{0}}}{2}\right)^{-\frac{n}{2}}\left[\frac{|\underline{x}| \partial_{x_{0}}}{2} J_{\frac{n}{2}-1}\left(|\underline{x}| \partial_{x_{0}}\right)+\right. \\
& \left.+\frac{\underline{x} \partial_{x_{0}}}{2} J_{\frac{n}{2}}\left(|\underline{x}| \partial_{x_{0}}\right)\right] f_{0}\left(x_{0}\right), \tag{7.32}
\end{align*}
$$

where $J_{\nu}$ is the Bessel function of the first kind of order $\nu$.

Formula (7.32) is known as the generalized CK-extension of $f_{0}$, and it is denoted it by $G C K\left[f_{0}\right]\left(x_{0}, \underline{x}\right)$. This extension operator defines an isomoprhism between right modules:

$$
\mathrm{GCK}: \mathcal{A}\left(\Omega_{1}\right) \otimes \mathbb{R}_{n} \rightarrow \mathcal{A M}(\Omega)
$$

whose inverse is given by the restriction operator to the real line, i.e. $G C K\left[f_{0}\right]\left(x_{0}, 0\right)=f_{0}\left(x_{0}\right)$.

The actions of the Fueter-Sce-Qian, the GCK and the slice monogenic extension maps can be summarized in the following diagram:


Obviously, the map GCK does not coincide with $\tau_{n} \circ T_{F S 1}$ since GCK is an isomorphism between right modules while $\tau_{n} \circ T_{F S 1}$ is not. Nevertheless, the above diagram can be completed (and made commutative) by adding the missing left vertical arrow. We address this problem in the following section.

### 7.3.1 The odd dimensional case

In this case, the action of the pointwise differential operator $\Delta^{\frac{n-1}{2}}$ on slice monogenic functions has been explicitly computed, see e.g. [118, Lem.3.2] and [93, Thm. 11.33]. This result will be extremely useful when deriving the connection between the Fueter-Sce-Qian's theorem and the generalized CK-extension.

Lemma 7.3.2 ( $[93,118])$. If $n \in \mathbb{N}$ is odd, then the action of the pointwise differential operator $\Delta^{\frac{n-1}{2}}$ on a slice hyperholomorphic function

$$
f\left(x_{0}+\underline{x}\right)=\alpha\left(x_{0}, r\right)+\underline{\omega} \beta\left(x_{0}, r\right)
$$

is given by

$$
\Delta^{\frac{n-1}{2}}\left[f\left(x_{0}+\underline{x}\right)\right]=A\left(x_{0}, r\right)+\underline{\omega} B\left(x_{0}, r\right)
$$

with

$$
\begin{equation*}
A\left(x_{0}, r\right)=(n-1)!!\left(\frac{1}{r} \partial_{r}\right)^{\frac{n-1}{2}}[\alpha]\left(x_{0}, r\right), \tag{7.34}
\end{equation*}
$$

and

$$
\begin{equation*}
B\left(x_{0}, r\right)=(n-1)!!\left(\partial_{r} \frac{1}{r}\right)^{\frac{n-1}{2}}[\beta]\left(x_{0}, r\right) \tag{7.35}
\end{equation*}
$$

We can now formulate the main result of this section.
Theorem 7.3.3. Let $f(u+i v)=\alpha(u, v)+i \beta(u, v)$ be an intrinsic holomorphic function defined on an intrinsic complex domain $\Omega_{2} \subset \mathbb{C}$. Then for $n$ odd and $r=|\underline{x}|$ we have

$$
\begin{aligned}
\Delta^{\frac{n-1}{2}}\left[f\left(x_{0}+\underline{x}\right)\right] & =(n-1)!!\text { GCK }\left[\left(\frac{1}{r} \partial_{r}\right)^{\frac{n-1}{2}}[\alpha]\left(x_{0}, 0\right)\right] \\
& =(-1)^{\frac{n-1}{2}} \frac{(n-1)!!}{(n-2)!!} \operatorname{GCK}\left[f^{(n-1)}\left(x_{0}\right)\right] .
\end{aligned}
$$

Setting $\gamma_{n}=(-1)^{\frac{n-1}{2}} \frac{(n-1)!!}{(n-2)!!}$ and $\Omega_{1}=\Omega_{2} \cap \mathbb{R}$, we obtain the following commutative diagram.


Proof. The fact that $f$ is an holomorphic intrinsic function means that $\alpha(u, v)$ is an even analytic function in $v$ while $\beta(u, v)$ is an odd analytic function in $v$. Thus, after setting $u=x_{0}$ and $v=r$, we easily see that the functions

$$
A\left(x_{0}, r\right)=(n-1)!!\left(\frac{1}{r} \partial_{r}\right)^{\frac{n-1}{2}}[\alpha]\left(x_{0}, r\right),
$$

and

$$
B\left(x_{0}, r\right)=(n-1)!!\left(\partial_{r} \frac{1}{r}\right)^{\frac{n-1}{2}}[\beta]\left(x_{0}, r\right) .
$$

also are even and odd analytic functions in the variable $r$, respectively. Using Lemma 7.3 .2 we identify these functions as the components of the axial monogenic function that results from the action of the Fueter-Sce-Qian map on $f$, i.e.

$$
\Delta^{\frac{n-1}{2}} f\left(x_{0}+\underline{x}\right)=A\left(x_{0}, r\right)+\underline{\omega} B\left(x_{0}, r\right) .
$$
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By virtue of the generalized CK-extension Theorem 7.3.1, the above axially monogenic function is completely determined by its restriction to the real line

$$
\left.\Delta^{\frac{n-1}{2}} f\left(x_{0}+\underline{x}\right)\right|_{\underline{x}=0} .
$$

Since $B\left(x_{0}, r\right)$ is odd in the variable $r$, we easily obtain that

$$
\left.\Delta^{\frac{n-1}{2}} f\left(x_{0}+\underline{x}\right)\right|_{\underline{x}=0}=A\left(x_{0}, 0\right)=(n-1)!!\left(\frac{1}{r} \partial_{r}\right)^{\frac{n-1}{2}}[\alpha]\left(x_{0}, 0\right) .
$$

Therefore,

$$
\Delta^{\frac{n-1}{2}} f\left(x_{0}+\underline{x}\right)=(n-1)!!\text { GCK }\left[\left(\frac{1}{r} \partial_{r}\right)^{\frac{n-1}{2}}[\alpha]\left(x_{0}, 0\right)\right] .
$$

Since the function $f$ is an intrinsic holomorphic function we have

$$
\alpha\left(x_{0}, r\right)=\sum_{j=0}^{\infty} \frac{(-1)^{j} r^{2 j}}{(2 j)!} \partial_{x_{0}}^{2 j}[\alpha]\left(x_{0}, 0\right),
$$

which for any $\ell \in \mathbb{N}$ yields

$$
\begin{aligned}
\left(\frac{1}{r} \partial_{r}\right)^{\ell}[\alpha]\left(x_{0}, r\right)= & \sum_{j=\ell}^{\infty}(-1)^{j} \frac{(2 j)(2 j-2) \cdots(2 j-2 \ell+2)}{(2 j)!} r^{2 j-2 \ell} . \\
& \partial_{x_{0}}^{2 j}[\alpha]\left(x_{0}, 0\right) \\
= & \sum_{j=0}^{\infty}(-1)^{j+\ell} 2^{\ell} \frac{(j+\ell)!}{j!(2 j+2 \ell)!} r^{2 j} \partial_{x_{0}}^{2 j+2 \ell}[\alpha]\left(x_{0}, 0\right) .
\end{aligned}
$$

Taking $r=0$, we obtain

$$
\left(\frac{1}{r} \partial_{r}\right)^{\ell}[\alpha]\left(x_{0}, 0\right)=\frac{(-1)^{\ell}}{(2 \ell-1)!!} \partial_{x_{0}}^{2 \ell}[\alpha]\left(x_{0}, 0\right)=\frac{(-1)^{\ell}}{(2 \ell-1)!!} f^{(2 \ell)}\left(x_{0}\right),
$$

which proves the desired result when substituting $\ell=\frac{n-1}{2}$.

### 7.3.2 The even case

We now extend Theorem 7.3 .3 to any dimension $n \in \mathbb{N}$ regardless of the parity of $n$. To that end, we make use of the more constructive approach developed by Qian and his collaborators, see e.g. [103, 122].

As we discussed prevously, this approach focusses on the basic actions $\tau_{n}\left[x^{j}\right]$ defined in (7.31) for all $j \in \mathbb{Z}$. These actions on integer powers of the paravector $x$ have been explicitly computed for all dimensions $n \in \mathbb{N}$ and all powers $j \in \mathbb{Z}$, in terms of the so-called monogenic monomials, see e.g. [78, 103, 122].

Definition 7.3.4 (Monogenic monomials). Let $n, k \in \mathbb{N}$, we define the monogenic monomials $P^{(-k)}$ and $P^{(k-1)}$ respectively by

$$
P^{(-k)}:=\frac{(-1)^{k-1} \sigma_{n+1} \lambda_{n}}{(k-1)!} \partial_{x_{0}}^{k-1}[E], \quad P^{(k-1)}:=I\left[P^{(-k)}\right] .
$$

Here $\lambda_{n}=2^{n-1}\left(\Gamma\left(\frac{n+1}{2}\right)\right)^{2}, \sigma_{n+1}=\frac{2 \frac{n+1}{2}}{\Gamma\left(\frac{n+1}{2}\right)}$ is the surface area of the unit sphere $\mathbb{S}^{n-1}$ in $\mathbb{R}^{n+1}, E(x)$ is the so-called Cauchy kernel, i.e. the fundamental solution of $\mathcal{D}=\partial_{x_{0}}+\partial_{\underline{x}}$ given by

$$
E(x)=\frac{1}{\sigma_{n+1}} \frac{\bar{x}}{|x|^{n+1}},
$$

while $I$ is the Kelvin inversion defined in 7.30 , i.e.

$$
I[f](x)=\sigma_{n+1} E(x) f\left(\frac{\bar{x}}{|x|^{2}}\right) .
$$

Using the Fourier multiplier definition of the fractional Laplacian (7.29), it has been shown that (see for example [78, 103, 122])

$$
(-\Delta)^{\frac{n-1}{2}}\left[x^{-k}\right]:=F^{-1}\left[(2 \pi|\cdot|)^{n-1} F\left[(\cdot)^{-k}\right]\right](x)=P^{(-k)}(x)
$$

Combining this identity with the definition of $\tau_{m}$ given in (7.31) one easily obtains the following result.
Theorem 7.3.5 ([103, 122]). Let $n \in \mathbb{N}, \ell \in \mathbb{Z}$. The actions of the Fueter-Sce-Qian mapping $\tau_{n}\left[x^{\ell}\right]$ defined in (7.31) are given by the expressions

$$
\tau_{n}\left[x^{\ell}\right]=(-1)^{\frac{1-n}{2}} \begin{cases}\operatorname{sgn}\left(-x_{0}\right)^{n-1} P^{(\ell)}(x), & \ell<0 \\ 0, & 0 \leq \ell \leq n-2 \\ P^{(\ell+1-n)}(x), & n-1 \leq \ell\end{cases}
$$

From the above theorem, it is clear that our goal now reduces to find how the monogenic monomials can be expressed in terms of the generalized CKextension map. To that end, we first note that the Cauchy kernel $E(x)$ is an axial monogenic function on $\mathbb{R}^{n+1} \backslash\{0\}$ since
$E\left(x_{0}, \underline{x}\right)=x_{0}\left(x_{0}^{2}+r^{2}\right)^{-\frac{n+1}{2}}-\underline{\omega} r\left(x_{0}^{2}+r^{2}\right)^{-\frac{n+1}{2}}, \quad$ with $r=|\underline{x}|$ and $\underline{\omega}=\frac{x}{r}$.
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It is thus clear that the monomials with negative indices $P^{(-k)}, k \in \mathbb{N}$, are also axial monogenic. The axial monogenicity of the rest of the monomials $P^{(k)}$, with $k \in \mathbb{N}$, can be shown as a consequence of the following result.

Lemma 7.3.6. The following statements hold:
i) The Kelvin inversion I preserves axial monogenicity.
ii) Given a domain $\Omega_{1} \subset \mathbb{R}$ and $f_{0} \in \mathcal{A}\left(\Omega_{1}\right) \otimes \mathbb{R}_{n}$, we have

$$
I \circ \operatorname{GCK}\left[f_{0}\right]=\operatorname{sgn}\left(x_{0}\right)^{n+1} \operatorname{GCK}\left[x_{0}^{-n} f_{0}\left(x_{0}^{-1}\right)\right] .
$$

Proof. In [67, Chpt. II], it was proved that the Kelvin inversion I preserves monogenicity. Thus, to prove $i$ ), it suffices to show that $I$ preserves the axial form (7.27).
We first observe that $\left|x_{0}+\underline{x}\right|^{\gamma}=\left(x_{0}^{2}+|\underline{x}|^{2}\right)^{\frac{\gamma}{2}}(\gamma \in \mathbb{R})$ is a scalar function of $x_{0}$ and $|\underline{x}|$. Thus for any axial monogenic function $f\left(x_{0}, \underline{x}\right)=A\left(x_{0},|\underline{x}|\right)+$ $\underline{x} B\left(x_{0},|\underline{x}|\right)$ we have that

$$
\begin{aligned}
I[f]\left(x_{0}, \underline{x}\right) & =\frac{x_{0}-\underline{x}}{\left|x_{0}+\underline{x}\right|^{n+1}}\left[A\left(\frac{x_{0}}{\left|x_{0}+\underline{x}\right|^{2}}, \frac{|\underline{x}|}{\left|x_{0}+\underline{x}\right|^{2}}\right)\right. \\
& \left.-\frac{\underline{x}}{\left|x_{0}+\underline{x}\right|^{2}} B\left(\frac{x_{0}}{\left|x_{0}+\underline{x}\right|^{2}}, \frac{|\underline{x}|}{\left|x_{0}+\underline{x}\right|^{2}}\right)\right] \\
& =A_{1}\left(x_{0},|\underline{x}|\right)+\underline{x} B_{1}\left(x_{0},|\underline{x}|\right),
\end{aligned}
$$

for a suitable pair of functions $A_{1}$ and $B_{1}$. The second statement $\left.i i\right)$ easily follows from the properties of the generalized CK-extension (see Theorem 7.3.1). Indeed,

$$
I \circ \operatorname{GCK}\left[f_{0}\right]\left(x_{0}, \underline{x}\right)=\frac{x_{0}-\underline{x}}{\left|x_{0}+\underline{x}\right|^{n+1}} \operatorname{GCK}\left[f_{0}\right]\left(\frac{x_{0}}{\left|x_{0}+\underline{x}\right|^{2}},-\frac{\underline{x}}{\left|x_{0}+\underline{x}\right|^{2}}\right) .
$$

Hence, the restriction of this axial monogenic function to the real line is given by

$$
\begin{aligned}
I \circ \operatorname{GCK}\left[f_{0}\right]\left(x_{0}, 0\right) & =\frac{x_{0}}{\left|x_{0}\right|^{n+1}} \operatorname{GCK}\left[f_{0}\right]\left(x_{0}^{-1}, 0\right) \\
& =\operatorname{sgn}\left(x_{0}\right)^{n+1} x_{0}^{-n} f_{0}\left(x_{0}^{-1}\right),
\end{aligned}
$$

which proves the result.
We can now write the monogenic monomials $P^{(k)}$ as generalized CKextensions of suitable initial analytic functions of one real variable.

### 7.3. Fueter-Sce-Qian theorem and generalized CK-extension

Proposition 7.3.7. For all $n, k \in \mathbb{N}$ we have that

$$
\begin{align*}
P^{(-k)} & =\frac{\lambda_{n}(n+k-2)!}{(k-1)!(n-1)!} \operatorname{sgn}\left(x_{0}\right)^{n-1} \operatorname{GCK}\left[x_{0}^{-k-n+1}\right],  \tag{7.37}\\
P^{(k-1)} & =\frac{\lambda_{n}(n+k-2)!}{(k-1)!(n-1)!} \operatorname{GCK}\left[x_{0}^{k-1}\right], \tag{7.38}
\end{align*}
$$

Or equivalently,

$$
\begin{align*}
P^{(-k)} & =\frac{\lambda_{n}}{(n-1)!} \operatorname{sgn}\left(-x_{0}\right)^{n-1} \text { GCK } \circ \partial_{x_{0}}^{n-1}\left[x_{0}^{-k}\right],  \tag{7.39}\\
P^{(k-1)} & =\frac{\lambda_{n}}{(n-1)!} \text { GCK } \circ \partial_{x_{0}}^{n-1}\left[x_{0}^{n+k-2}\right] . \tag{7.40}
\end{align*}
$$

Proof. From $P^{(-k)}=\frac{(-1)^{k-1} \sigma_{n+1} \lambda_{n}}{(k-1)!} \partial_{x_{0}}^{k-1}[E]$ we obtain

$$
\begin{aligned}
\left.P^{(-k)}\right|_{\underline{x}=0} & =\frac{(-1)^{k-1} \lambda_{n}}{(k-1)!} \partial_{x_{0}}^{k-1}\left[\frac{x_{0}}{\left|x_{0}\right|^{n+1}}\right] \\
& =\frac{(-1)^{k-1} \lambda_{n}}{(k-1)!} \operatorname{sgn}\left(x_{0}\right)^{n+1} \partial_{x_{0}}^{k-1}\left[x_{0}^{-n}\right] \\
& =\frac{\lambda_{n}(n+k-2)!}{(k-1)!(n-1)!} \operatorname{sgn}\left(x_{0}\right)^{n-1} x_{0}^{-k-n+1} .
\end{aligned}
$$

On the other hand, substituting the indentity $x_{0}^{-k-n+1}=(-1)^{n-1} \frac{(k-1)!}{(k+n-2)!} \partial_{x_{0}}^{n-1}\left[x_{0}^{-k}\right]$ in the above equality yields

$$
\left.P^{(-k)}\right|_{\underline{x}=0}=\frac{\lambda_{n}}{(n-1)!} \operatorname{sgn}\left(-x_{0}\right)^{n-1} \partial_{x_{0}}^{n-1}\left[x_{0}^{-k}\right] .
$$

Using the fact that axially monogenic functions are completely determined by their restrictions to the real line, we obtain from the two last equalities that (7.37) and (7.39) hold.
For $P^{(k-1)}$ with $k \in \mathbb{N}$ we have, by virtue of Lemma 7.3.6 and 7.37, that

$$
\begin{aligned}
P^{(k-1)} & =I\left[P^{(-k)}\right] \\
& =\frac{\lambda_{n}(n+k-2)!}{(k-1)!(n-1)!} \operatorname{sgn}\left(x_{0}\right)^{n-1} I \circ \operatorname{GCK}\left[x_{0}^{-k-n+1}\right] \\
& =\frac{\lambda_{n}(n+k-2)!}{(k-1)!(n-1)!} \operatorname{GCK}\left[x_{0}^{k-1}\right] .
\end{aligned}
$$
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Substituting the identity $x_{0}^{k-1}=\frac{(k-1)!}{(n+k-2)!} \partial_{x_{0}}^{n-1}\left[x_{0}^{n+k-2}\right]$ in the above equality we obtain,

$$
P^{(k-1)}=\frac{\lambda_{n}}{(n-1)!} \mathrm{GCK} \circ \partial_{x_{0}}^{n-1}\left[x_{0}^{n+k-2}\right],
$$

which completes the proof.
We can now extend the above relation between the Fueter-Sce-Qian map and the generalized CK-extension when acting on the basic monomials $x_{0}^{k}$, $k \in \mathbb{Z}$, to general analytic functions by considering their Laurent expansions.

Theorem 7.3.8. Let $\Omega_{2} \subset \mathbb{C}$ be an intrinsic complex domain and let $f$ : $\Omega_{2} \rightarrow \mathbb{C}$ be a holomorphic intrinsic function. Then for all dimensions $m \in \mathbb{N}$ we have

$$
\begin{equation*}
\tau_{n}\left[f\left(x_{0}+\underline{x}\right)\right]=\frac{(-1)^{\frac{1-n}{2}} 2^{n-1}}{(n-1)!} \Gamma\left(\frac{n+1}{2}\right)^{2} \mathrm{GCK} \circ \partial_{x_{0}}^{n-1}\left[f\left(x_{0}\right)\right] . \tag{7.41}
\end{equation*}
$$

Setting $\gamma_{n}=\frac{(-1)^{\frac{1-n}{2}} 2^{n-1}}{(n-1)!} \Gamma\left(\frac{n+1}{2}\right)^{2}$ and $\Omega_{1}=\Omega_{2} \cap \mathbb{R}$, we obtain the following extension of the commutative diagram (7.36) to all dimensions $n \in \mathbb{N}$


Remark 7.3.9. The previously defined constant $\gamma_{n}=\frac{(-1)^{\frac{1-n}{2}} 2^{n-1}}{(n-1)!} \Gamma\left(\frac{n+1}{2}\right)^{2}$ is an extension to all dimensions $n \in \mathbb{N}$ of the constant $\gamma_{n}=(-1)^{\frac{n-1}{2} \frac{(n-1)!!}{(n-2)!!}}$ introduced in Theorem 7.34 for odd values of $n$. Indeed, if $n$ is odd, then

$$
\Gamma\left(\frac{n+1}{2}\right)^{2}=\left[\left(\frac{n-1}{2}\right)\left(\frac{n-3}{2}\right) \ldots\left(\frac{2}{2}\right)\right]^{2}=\frac{((n-1)!!)^{2}}{2^{n-1}}
$$

and $(-1)^{\frac{1-n}{2}}=(-1)^{\frac{n-1}{2}}$ since the power $\frac{n-1}{2}$ is integer. The combination of these two facts easily yields

$$
\frac{(-1)^{\frac{1-n}{2}} 2^{n-1}}{(n-1)!} \Gamma\left(\frac{n+1}{2}\right)^{2}=(-1)^{\frac{n-1}{2}} \frac{(n-1)!!}{(n-2)!!} \quad \text { for } n \text { odd. }
$$

### 7.3. Fueter-Sce-Qian theorem and generalized CK-extension

Proof. We can assume without loosing generality that $f$ is holomorphic around the origin. If that is not the case, we can always obtain such a function by applying a translation argument. Let us consider the Laurent expansion of $f$ at $z=0$, i.e.

$$
f(z)=\sum_{j \in \mathbb{Z}} a_{j} z^{j}, \quad a_{j} \in \mathbb{R} .
$$

The action of the Fueter mapping on this function is thus given by

$$
\tau_{n} f\left(x_{0}+\underline{x}\right)=\sum_{j \in \mathbb{Z}} a_{j} \tau_{n}\left[x^{j}\right], \quad a_{j} \in \mathbb{R} .
$$

We recall that the action of $\tau_{n}$ does not affect the convergence of the above series, see [103]. Hence, combining Theorem 7.3.5 and Proposition 7.3.7, we obtain

$$
\begin{aligned}
\tau_{n} f\left(x_{0}+\underline{x}\right)= & \sum_{k=1}^{\infty} a_{-k} \tau_{n}\left[x^{-k}\right]+\sum_{k=1}^{\infty} a_{k} \tau_{n}\left[x^{k}\right] \\
= & (-1)^{\frac{1-n}{2}} \sum_{k=1}^{\infty} a_{-k} \operatorname{sgn}\left(-x_{0}\right)^{n-1} P^{(-k)} \\
& +(-1)^{\frac{1-n}{2}} \sum_{k=n-1}^{\infty} a_{k} P^{(k+1-n)} \\
= & (-1)^{\frac{1-n}{2}} \sum_{k=1}^{\infty} a_{-k} \operatorname{sgn}\left(-x_{0}\right)^{n-1} P^{(-k)}+(-1)^{\frac{1-n}{2}} \sum_{k=0}^{\infty} a_{k+n-1} P^{(k)} \\
= & (-1)^{\frac{1-n}{2}} \sum_{k=1}^{\infty} a_{-k} \frac{\lambda_{n}}{(n-1)!} \mathrm{GCK} \circ \partial_{x_{0}}^{n-1}\left[x_{0}^{-k}\right] \\
& +(-1)^{\frac{1-n}{2}} \sum_{k=0}^{\infty} a_{k+n-1} \frac{\lambda_{n}}{(n-1)!} \mathrm{GCK} \circ \partial_{x_{0}}^{n-1}\left[x_{0}^{n+k-1}\right] \\
= & (-1)^{\frac{1-m}{2}} \frac{\lambda_{n}}{(n-1)!} \mathrm{GCK} \circ \partial_{x_{0}}^{n-1}\left[\sum_{k=1}^{\infty} a_{-k} x_{0}^{-k}+\sum_{k=0}^{\infty} a_{k+n-1} x_{0}^{n+k-1}\right] \\
= & (-1)^{\frac{1-n}{2}} \frac{\lambda_{n}}{(n-1)!} \mathrm{GCK} \circ \partial_{x_{0}}^{n-1}\left[\sum_{k=1}^{\infty} a_{-k} x_{0}^{-k}+\sum_{k=0}^{\infty} a_{k} x_{0}^{k}\right] \\
= & (-1)^{\frac{1-n}{2}} \frac{\lambda_{n}}{(n-1)!} \mathrm{GCK} \circ \partial_{x_{0}}^{n-1}\left[f\left(x_{0}\right)\right],
\end{aligned}
$$

which completes the proof.
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### 7.4 Fueter-Sce theorem in integral form

In this section we recall how to show a version of the Fueter-Sce mapping theorem in integral form, see [41,54]. This theorem will be fundamental in the sequel. Precisely given a holomorphic function $f$ we will see how to generate a monogenic function $\breve{f}$ by an integral transform whose kernel has an interesting form.

We begin by computing the powers of the Laplacian applied to the slice Cauchy kernels. A key point is to use the second form of the slice Cauchy kernels, see Definition 3.1.16. Even if the first form of the slice Cauchy kernels is more suitable for several applications, for example, for the definition of the functional calculus, the explicit computations of The Laplacian applied to the first form of the slice Cauchy kernels does not yield a simple closed formula.

Theorem 7.4.1. Let $x, s \in \mathbb{R}^{n+1}$ be such that $x \notin[s]$ and let

$$
\Delta=\sum_{i=0}^{n} \frac{\partial^{2}}{\partial x_{i}^{2}}
$$

be the Laplace operator in the variables $x$.

- If we consider the left slice monogenic Cauchy kernel $S_{L}^{-1}(s, x)$ written in form II, i.e,

$$
S_{L}^{-1}(s, x)=(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-1} .
$$

Then for $h \geq 1$ we have

$$
\begin{equation*}
\Delta^{h} S_{L}^{-1}(s, x)=c(h)(s-\bar{x})\left(s^{2}-2 x_{0}(x) s+|x|^{2}\right)^{-(h+1)} . \tag{7.42}
\end{equation*}
$$

- If we consider the right slice monogenic Cauchy kernel $S_{L}^{-1}(s, x)$ written in form II, i.e,

$$
S_{R}^{-1}(s, x)=\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-1}(s-\bar{x}) .
$$

Then for $h \geq 1$ we have

$$
\begin{equation*}
\Delta^{h} S_{R}^{-1}(s, x)=c(h)\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-(h+1)}(s-\bar{x}) . \tag{7.43}
\end{equation*}
$$

where $c(h):=(-1)^{h} \prod_{\ell=1}^{h}(2 \ell) \prod_{\ell=1}^{h}(n-2 \ell+1)$.

### 7.4. Fueter-Sce theorem in integral form

Proof. We shall only consider the left slice monogenic case. The other one follows by similar computations. We prove the result by induction on $h$. We start with the case $h=1$. We have

$$
\frac{\partial}{\partial x_{0}} S_{L}^{-1}(s, x)=-(s-\bar{x})\left(-2 s+2 x_{0}\right)\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-2}-\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-1},
$$

and

$$
\begin{aligned}
\frac{\partial^{2}}{\partial x_{0}^{2}} S_{L}^{-1}(s, x)= & 2\left(-2 s+2 x_{0}\right)\left(s^{2}-2 x_{0}+|x|^{2}\right)^{-2}-2(s-\bar{x}) . \\
& \left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-3}+2(s-\bar{x})\left(-2 s+2 x_{0}\right)^{2} \\
& \cdot\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-3} .
\end{aligned}
$$

Furthermore, for $1 \leq i \leq n$ we have

$$
\begin{aligned}
\frac{\partial}{\partial x_{i}} S_{L}^{-1}(s, x)= & e_{i}\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-1}-2(s-\bar{x}) x_{i}\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-2} . \\
\frac{\partial^{2}}{\partial x_{i}^{2}} S_{L}^{-1}(s, x)= & -4 x_{i} e_{i}\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-2}-2(s-\bar{x}) . \\
& \left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-2}+8(s-\bar{x}) x_{i}^{2}\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-3} .
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
\Delta S_{L}^{-1}(s, x)= & 2\left(-2 s+2 x_{0}\right)\left(s^{2}-2 x_{0}+|x|^{2}\right)^{-2}+2(s-\bar{x})\left(-2 s+2 x_{0}\right)^{2} \\
& \cdot\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-3}-4 \sum_{i=1}^{n} x_{i} e_{i}\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-2} \\
& +8 \sum_{i=1}^{n} x_{i}^{2}(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-3}-2(n+1)(s-\bar{x}) \cdot \\
& \left(s^{2}-2 x_{0}+|x|^{2}\right)^{-2} \\
= & -4\left(s-x_{0}+\sum_{i=1}^{n} e_{i} x_{i}\right)\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-2}+2(s-\bar{x}) . \\
& {\left[\left(-2 s+2 x_{0}\right)^{2}+\sum_{i=1}^{n} 4 x_{i}^{2}\right]\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-3} } \\
& -2(n+1)(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-2} \\
= & -4(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-2}+8(s-\bar{x}) . \\
& \left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-2}-2(n+1)(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-2} \\
= & -2(n-1)(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-2} .
\end{aligned}
$$
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This proves formula (7.42) for $h=1$.
Now we assume that formula (7.42) holds for $h \in \mathbb{N}$ and let us show that it holds for $h+1$. In order to avoid the constants during the computations we consider the function

$$
\begin{equation*}
G_{h}(s, x)=(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-(h+1)} . \tag{7.44}
\end{equation*}
$$

By similar computations done before we have

$$
\begin{aligned}
\frac{\partial^{2}}{\partial x_{0}^{2}} G_{h}(s, x)= & 2(h+1)\left(-2 s+2 x_{0}\right)\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-h-1}+(h+1)(h+2) \cdot \\
& (s-\bar{x})\left(-2 s+2 x_{0}\right)^{2}\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-h-3}-2(h+1) . \\
& (s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-h-2},
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{\partial^{2}}{\partial x_{i}^{2}} G_{h}(s, x)= & -4(h+1) e_{i} x_{i}\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-h-2}+4(h+1)(h+2) . \\
& x_{i}^{2}(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-h-3}-2(h+1)(s-\bar{x}) \\
& \left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-h-2}
\end{aligned}
$$

we obtain

$$
\Delta G_{h}(s, x)=-2(h+1)(n-2 h-1)(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-h-2} .
$$

Finally by taking into account the constants we get $\Delta^{h+1} S_{L}^{-1}(s, x)=(-1)^{h+1} \prod_{\ell=1}^{h+1}(2 \ell) \prod_{\ell=1}^{h+1}(n-2 \ell+1)(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-h-2}$.

This ends the proof.
Now, we study the properties of regularity of the function $\Delta^{h} S_{L}^{-1}(s, x)$ in both variables.

Proposition 7.4.2. Let $x, s \in \mathbb{R}^{n+1}$ be such that $x \notin[s]$. The function $\Delta^{h} S_{L}^{-1}(s, x)$ is right slice hyperholomorphic in the variables sfor all $h \geq$ 0 . The function $\Delta^{h} S_{R}^{-1}(s, x)$ is left slice hyperholomorphic in the variable $s$ for all $h \geq 0$.

Proof. By Remark 3.1.13 we can prove the slice hyperholomorphicity by using Definition 3.1.12. We observe that for $h=0$ it follows by Lemma

### 7.4. Fueter-Sce theorem in integral form

3.1.17. When $h \geq 1$ and $s=u+J v, J \in \mathbb{S}^{n-1}$ and by using the function introduced in (7.44) we have

$$
\begin{aligned}
\frac{\partial}{\partial u} G_{h}(u+J v, x)= & \left(u^{2}-v^{2}+2 J u v-2 x_{0} u-2 x_{0} J v+|x|^{2}\right)^{-(h+1)} \\
& -(h+1)(u+J v-\bar{x})\left(u^{2}-v^{2}+2 J u v-2 x_{0} u\right. \\
& \left.-2 x_{0} J v+|x|^{2}\right)^{-(h+2)}\left(2 u+2 J v-2 x_{0}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{\partial}{\partial v} G_{h}(u+J v, x)= & J\left(u^{2}-v^{2}+2 J u v-2 x_{0} u-2 x_{0} J v+|x|^{2}\right)^{-(h+1)} \\
& -(h+1)(u+J v-\bar{x})\left(u^{2}-v^{2}+2 J u v-2 x_{0} u\right. \\
& \left.-2 x_{0} J v+|x|^{2}\right)^{-(h+2)}\left(-2 v+2 J u-2 x_{0} J\right) .
\end{aligned}
$$

Therefore, this implies that

$$
\frac{\partial}{\partial u} G_{h}(u+J v, x)+\frac{\partial}{\partial v} G_{h}(u+J v, x) J=0 .
$$

By similar computations it is possible to show that $\Delta^{h} S_{R}^{-1}(s, x)$ is left slice hyperholomorphic in the variable $s$.

Remark 7.4.3. The function $\Delta^{h} S_{L}^{-1}(s, x)$ is not slice hyperholomorphic in the variable $x$. Indeed for every $h \geq 1$ we have

$$
\frac{\partial}{\partial u} G_{h}(s, u+J v)+J \frac{\partial}{\partial v} G_{h}(s, u+J v)=2 h\left(s^{2}-2 u s+u^{2}+v^{2}\right)^{-(h+1)} .
$$

We cannot get zero for any values of $h \geq 1$.
For $h=\frac{n-1}{2}$ the function $\Delta^{h} S_{L}^{-1}(s, x)$ is monogenic in the variable $x$ as proved in the following result.
Proposition 7.4.4. Let $n$ be an odd number and $x, s \in \mathbb{R}^{n+1}$ be such that $x \notin[s]$. The function $\Delta^{\frac{n-1}{2}} S_{L}^{-1}(s, x)$ is a left monogenic in the variables $x$. The function $\Delta^{\frac{n-1}{2}} S_{R}^{-1}(s, x)$ is a right monogenic in the variable $x$.

Proof. It is enough to show that the function $G_{\frac{n-1}{2}}(s, x)$ is monogenic in the variable $x$.

$$
\begin{aligned}
\frac{\partial}{\partial x_{0}} G_{\frac{n-1}{2}}(s, x)= & -\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n-1}{2}-1}+2\left(\frac{n-1}{2}+1\right) . \\
& (s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n-1}{2}-2}\left(s-x_{0}\right),
\end{aligned}
$$

and for $1 \leq i \leq n$ we have

$$
\begin{aligned}
\frac{\partial}{\partial x_{i}} G_{\frac{n-1}{2}}(s, x)= & e_{i}\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n-1}{2}-1}-2\left(\frac{n-1}{2}+1\right) . \\
& x_{i}(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n-1}{2}-2} .
\end{aligned}
$$

Hence, we get

$$
\begin{aligned}
& \left(\frac{\partial}{\partial x_{0}}+\sum_{j=1}^{n} e_{j} \frac{\partial}{\partial x_{j}}\right) G_{\frac{n-1}{2}}(s, x)=-(n+1)\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n-1}{2}-1} \\
& +2\left(\frac{n-1}{2}+1\right)(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n-1}{2}-2}\left(s-x_{0}\right) \\
& -2 \sum_{i=1}^{n}\left(\frac{n-1}{2}+1\right) x_{i} e_{i}(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n-1}{2}-2} \\
& =-(n+1)\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n-1}{2}-1}+2\left(\frac{n-1}{2}+1\right)(s-\bar{x}) s \\
& \cdot\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n-1}{2}-2}-2\left(\frac{n-1}{2}+1\right) x(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n-1}{2}-2} \\
& =-(n+1)\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n-1}{2}-1}+(n+1)\left(s^{2}-\bar{x} s-x s+|x|^{2}\right) . \\
& \left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n-1}{2}-2} \\
& =-(n+1)\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n-1}{2}-1}+(n+1)\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n-1}{2}-1} \\
& =0 .
\end{aligned}
$$

We observe that

$$
c(h)=(-1)^{h} \prod_{\ell=1}^{h}(2 \ell) \prod_{\ell=1}^{h}(n-2 \ell+1)=(-1)^{h} 4^{h}[h!]^{2} .
$$

Definition 7.4.5 ( $F_{n}$-kernels). Let $n$ be an odd number. Let $x, s \in \mathbb{R}^{n+1}$. We define, for $s \notin[x]$ the $F_{n}^{L}$ kernel as

$$
\begin{equation*}
F_{n}^{L}(s, x)=\gamma_{n}(s-\bar{x}) Q_{c, s}(x)^{-\frac{n+1}{2}}, \tag{7.45}
\end{equation*}
$$

and $F_{n}^{R}$ kernel as

$$
\begin{equation*}
F_{n}^{R}(s, x)=\gamma_{n} Q_{c, s}(x)^{-\frac{n+1}{2}}(s-\bar{x}), \tag{7.46}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{n}:=(-1)^{\frac{n-1}{2}} 2^{n-1}\left[\left(\frac{1}{2}(n-1)\right)!\right]^{2} \tag{7.47}
\end{equation*}
$$

Later we will make use of the following formulas. For $s \notin[x]$, the $F_{n}$-kernels satisfy the following equations

$$
\begin{equation*}
F_{n}^{L}(s, x) s-x F_{n}^{L}(s, x)=\gamma_{n} \mathcal{Q}_{c, s}^{-\frac{n-1}{2}}(x) \tag{7.48}
\end{equation*}
$$

and

$$
\begin{equation*}
s F_{n}^{R}(s, x)-F_{n}^{R}(s, x) x=\gamma_{n} \mathcal{Q}_{c, s}^{-\frac{n-1}{2}}(x) \tag{7.49}
\end{equation*}
$$

Theorem 7.4.6 (Fueter-Sce mapping theorem in integral form). Let $n$ be an odd number. Let $U \subset \mathbb{R}^{n+1}$ be a slice Cauchy domain, let $J \in \mathbb{S}$ and set $d s_{J}=d s(-J)$.

- If $f$ is a (left) slice hyperholomorphic function on a set $W$, such that $\bar{U} \subset W$, then the left monogenic function $\breve{f}(x)=\Delta^{\frac{n-1}{2}} f(x)$ admits the integral representation

$$
\begin{equation*}
\breve{f}(x)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} F_{n}^{L}(s, x) d s_{J} f(s) . \tag{7.50}
\end{equation*}
$$

- If $f$ is a right slice hyperholomorphic function on a set $W$, such that $\bar{U} \subset W$, then the right monogenic function $\breve{f}(x)=\Delta^{\frac{n-1}{2}} f(x)$ admits the integral representation

$$
\begin{equation*}
\breve{f}(x)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} F_{n}^{R}(s, x) . \tag{7.51}
\end{equation*}
$$

The integrals depend neither on $U$ and nor on the imaginary unit $J \in \mathbb{S}$.
Proof. By Theorem 3.1.18 and Theorem 7.4.1 we get

$$
\begin{aligned}
\breve{f}(x) & =\Delta^{\frac{n-1}{2}} f(x) \\
& =\frac{1}{2 \pi} \int_{\partial\left(U \cap C_{J}\right)} \Delta^{\frac{n-1}{2}} S_{L}^{-1}(s . x) d s_{J} f(s) \\
& =\frac{1}{2 \pi} \int_{\partial\left(U \cap C_{J}\right)} F_{n}^{L}(s, x) d s_{J} f(s) .
\end{aligned}
$$

By Proposition 7.4.4 it follows that $\breve{f}(x)$ is a monogenic function.
The main advantage to have a Fueter-Sce theorem as an integral transform is that there is no need to compute the powers of the Laplacian applied to a slice hyperholomorphic function to obtain a monogenic function. Moreover, we will see in Chapter 9 that the integral version of the FueterSce theorem is crucial to define a new monogenic functional calculus.
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## The Poisson kernel and the Fourier transform of the slice monogenic Cauchy kernels

### 8.1 Motivation

In the previous chapter we have obtained a very simple expression by applying the operator $\Delta^{\frac{n-1}{2}}$ (for $n$ odd), in the variable in $x$, to the function $S_{L}^{-1}(s, x)$, written in the second form. The expression is given by

$$
\begin{equation*}
\Delta^{\frac{n-1}{2}} S_{L}^{-1}(s, x)=\gamma_{n}(s-\bar{x})\left(s^{2}-2 \operatorname{Re}(x) s+|x|^{2}\right)^{-\frac{n+1}{2}} \tag{8.1}
\end{equation*}
$$

In this section we show that formula (8.1) holds also when we consider that $n$ is even. However, in this case $\Delta^{\frac{n-1}{2}}$ is not a differential operator but it is a fractional operator and we have to deal with the Fourier multipliers. Basically in this chapter we study the following problems.
Problem 8.1.1. (A) Determine the type of hyperholomorphicity of the map

$$
(s, x) \mapsto(s-\bar{x})\left(s^{2}-2 \operatorname{Re}(x) s+|x|^{2}\right)^{-h},
$$

for $h \in \mathbb{R}$, with respect to $s$ and $x$ for $s \notin[x]$.
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(B) Compute explicitly the Fourier transform of the slice monogenic Cauchy kernels, written in the second form, and of the $F_{n}$-kernels as functions of the Poisson kernel.
(C) Show that the relation $\Delta^{\frac{n-1}{2}} S_{L}^{-1}(s, x)=\gamma_{n}(s-\bar{x})\left(s^{2}-2 \operatorname{Re}(x) s+\right.$ $\left.|x|^{2}\right)^{-\frac{n+1}{2}}$ is true for all dimensions $n$ replacing suitably the constants $\gamma_{n}$.

### 8.2 Monogenicity of the Futer-Sce kernel in even dimension

We start by recalling that given a paravector $y=u+J_{y} v \in \mathbb{R}^{n+1} \backslash(-\infty, 0]$, for $\alpha \in \mathbb{R}$, we can define the fractional powers as

$$
\begin{equation*}
y^{\alpha}:=e^{\alpha \log y}=e^{\alpha(\ln |y|+J \arg (y))}, \tag{8.2}
\end{equation*}
$$

where $\arg (y)=\arccos \frac{u}{|y|}$. The definition is analogue for the quaternions and the fractional powers so defined are slice monogenic functions, see [44].

In the following result we give an answer to the first point of Problem 8.1.1

Theorem 8.2.1. Let $\lambda$ be a real number and $x, s \in \mathbb{R}^{n+1}$ be such that $x \notin[s]$. Let us define:

$$
k_{L}(s, x):=(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\lambda}, \quad \lambda \in \mathbb{R}
$$

and

$$
k_{R}(s, x):=\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\lambda}(s-\bar{x}), \quad \lambda \in \mathbb{R}
$$

for

$$
s^{2}-2 x_{0} s+|x|^{2} \in \mathbb{R}^{n+1} \backslash(-\infty, 0]
$$

Then, the function $k_{L}(s, x)$ is left monogenic function in the variable $x$ and $k_{R}(s, x)$ right monogenic in the variable $x$ if and only if $\lambda=\frac{n+1}{2}$.

Proof. We give the details for $k_{L}(s, x)$, similarly we proceed for $k_{R}(s, x)$. For simplicity, in the proof, we write $k(s, x)$ for $k_{L}(s, x)$. We have to compute $\left(\partial_{x_{0}}+\partial_{\underline{x}}\right) k(s, x)$, where $\partial_{\underline{x}}=\sum_{j=1}^{n} e_{j} \partial_{x_{j}}$. First, we put $s=u+J v$, thus

$$
s^{2}-2 x_{0} s+|x|^{2}=\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)+J\left(2 u v-2 x_{0} v\right) .
$$

Using the formula of fractional powers, in 8.2 , we get

$$
\begin{equation*}
k(s, x)=(s-\bar{x}) e^{\alpha(u, v)} \tag{8.3}
\end{equation*}
$$

where

$$
\begin{aligned}
\alpha(u, v):= & -\frac{\lambda}{2} \ln \left[\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)^{2}+\left(2 u v-2 x_{0} v\right)^{2}\right]+ \\
& -\lambda J \arccos \frac{u^{2}-v^{2}-2 x_{0} u+|x|^{2}}{\sqrt{\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)^{2}+\left(2 u v-2 x_{0} v\right)^{2}}} .
\end{aligned}
$$

Let us denote

$$
\beta(u, v):=\frac{u^{2}-v^{2}-2 x_{0} u+|x|^{2}}{\sqrt{\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)^{2}+\left(2 u v-2 x_{0} v\right)^{2}}} .
$$

So we have

$$
k(s, x)=(s-\bar{x}) e^{-\frac{\lambda}{2} \ln \left[\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)^{2}+\left(2 u v-2 x_{0} v\right)^{2}\right]-\lambda J \arccos \beta(u, v)} .
$$

To compute $\partial_{x_{0}} k(s, x)$ we calculate the derivative of $\beta(u, v)$ with respect to $x_{0}$

$$
\frac{\partial \beta(u, v)}{\partial x_{0}}=\frac{\left(-2 u+2 x_{0}\right)\left(2 u v-2 x_{0} v\right)^{2}+\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)\left(2 u v-2 x_{0} v\right) 2 v}{\left[\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)^{2}+\left(2 u v-2 x_{0} v\right)^{2}\right]^{3 / 2}} .
$$

Thus

$$
\begin{aligned}
\frac{\partial \arccos \beta(u, v)}{\partial x_{0}} & =-\frac{\partial_{x_{0}} \beta(u, v)}{\sqrt{1-\beta^{2}(u, v)}} \\
& =-\frac{\left(-2 u+2 x_{0}\right)\left(2 u v-2 x_{0} v\right)+\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right) 2 v}{\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)^{2}+\left(2 u v-2 x_{0} v\right)^{2}} .
\end{aligned}
$$

So we have

$$
\begin{align*}
\frac{\partial k(s, x)}{\partial x_{0}}= & -e^{\alpha(u, v)}+\frac{(u+J v-\bar{x}) 2 \lambda\left[\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)\left(u-x_{0}+J v\right)\right.}{\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)^{2}+\left(2 u v-2 x_{0} v\right)^{2}} \\
& -\frac{\left.\left.J\left(2 u v-2 x_{0} v\right)\left(J v+u-x_{0}\right)\right]\right]}{\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)^{2}+\left(2 u v-2 x_{0} v\right)^{2}} e^{\alpha(u, v)} \tag{8.4}
\end{align*}
$$

Now, we compute the derivative of $k(s, x)$ with respect to $x_{j}, 1 \leq j \leq n$.
As before we start from the derivative of $\beta(u, v)$

$$
\frac{\partial \beta(u, v)}{\partial x_{j}}=\frac{2 x_{j}\left(2 u v-2 x_{0} v\right)^{2}}{\left[\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)^{2}+\left(2 u v-2 x_{0} v\right)^{2}\right]^{3 / 2}} .
$$

Thus

$$
\frac{\partial \arccos \beta(u, v)}{\partial x_{j}}=-\frac{2 x_{j}\left(2 u v-2 x_{0} v\right)}{\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)^{2}+\left(2 u v-2 x_{0} v\right)^{2}} .
$$
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Therefore

$$
\begin{aligned}
\frac{\partial k(s, x)}{\partial x_{j}}= & e_{j} e^{\alpha(u, v)}-\frac{(u+J v-\bar{x}) 2 \lambda}{\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)^{2}+\left(2 u v-2 x_{0} v\right)^{2}} . \\
& {\left[\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)-J\left(2 u v-2 x_{0} v\right)\right] x_{j} e^{\alpha(u, v)} . }
\end{aligned}
$$

Now, we are ready to compute $\partial_{\underline{x}} k(s, x)$

$$
\begin{aligned}
\partial_{\underline{x}} k(s, x)= & \sum_{j=1}^{n} e_{j} \frac{\partial k(s, x)}{\partial x_{j}} \\
= & -n e^{\alpha(u, v)}-\frac{(u+J v-\bar{x}) 2 \lambda}{\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)^{2}+\left(2 u v-2 x_{0} v\right)^{2}} . \\
& {\left[\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)-J\left(2 u v-2 x_{0} v\right)\right] \cdot\left(\sum_{j=1}^{n} e_{j} x_{j}\right) e^{\alpha(u, v)} }
\end{aligned}
$$

This implies that

$$
\begin{align*}
\partial_{\underline{x}} k(s, x)= & -n e^{\alpha(u, v)}-\frac{(u+J v-\bar{x}) 2 \lambda}{\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)^{2}+\left(2 u v-2 x_{0} v\right)^{2}} .  \tag{8.5}\\
& {\left[\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)-J\left(2 u v-2 x_{0} v\right)\right] \underline{x} e^{\alpha(u, v)} . }
\end{align*}
$$

Hence form (8.4) and (8.5) we get

$$
\begin{aligned}
\left(\partial_{x_{0}}+\partial_{\underline{x}}\right) k(s, x)= & -(n+1) e^{\alpha(u, v)}+\frac{2 \lambda(u+J v-\bar{x})(u+J v-x)}{\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)^{2}+\left(2 u v-2 x_{0} v\right)^{2}} \\
& -\frac{\left[\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right) J\left(2 u v-2 x_{0} v\right)\right]}{\left(u^{2}-v^{2}-2 x_{0} u+|x|^{2}\right)^{2}+\left(2 u v-2 x_{0} v\right)^{2}} e^{\alpha(u, v)} .
\end{aligned}
$$

Now, we observe that

$$
(u+J v-\bar{x})(u+J v-x)=\left(u^{2}-v^{2}-2 u x_{0}+|x|^{2}\right)+J\left(2 u v-2 x_{0} v\right) .
$$

Setting

$$
\gamma(u, v):=\left(u^{2}-v^{2}-2 u x_{0}+|x|^{2}\right)+J\left(2 u v-2 x_{0} v\right)
$$

we therefore obtain

$$
\begin{aligned}
\left(\partial_{x_{0}}+\partial_{\underline{x}}\right) k(s, x) & =\left[-(n+1)+2 \lambda \frac{\gamma(u, v) \cdot \overline{\gamma(u, v)}}{|\gamma(u, v)|^{2}}\right] e^{\alpha(u, v)} \\
& =[-(n+1)+2 \lambda] e^{\alpha(u, v)},
\end{aligned}
$$

so we finally get

$$
\left(\partial_{x_{0}}+\partial_{\underline{x}}\right) k(s, x)=0
$$

if and only if $\lambda=\frac{n+1}{2}$.
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### 8.3 The Fourier transform of the slice monogenic Cauchy kernels

The main result of this section is the explicit computation of the Fourier transform of the slice monogenic Cauchy kernels $S_{L}^{-1}(s, x)$ and $S_{R}^{-1}(s, x)$ with respect to $x$ when $s$ is a real number. Then by extension we get the Fourier transform when $s$ is a paravector. Firstly, let us introduce the definition of Fourier transform that we will use. This solves the first of the second point of Problem 8.1.1.

Definition 8.3.1. Let $f \in \mathcal{S}\left(\mathbb{R}^{n+1}\right)$. The Fourier transform of the function $f$ is

$$
\hat{f}(\xi):=\mathrm{F}[f(x)](\xi)=\int_{\mathbb{R}^{n+1}} f(x) e^{-i(x, \xi)} d x
$$

where

$$
(x, \xi)=\sum_{j=0}^{n} x_{j} \xi_{j}
$$

Definition 8.3.2. We define the inverse Fourier transform of the function $f$ in the following way

$$
F^{-1}[f(\xi)](x)=\frac{1}{(2 \pi)^{n+1}} \int_{\mathbb{R}^{n+1}} f(\xi) e^{i(x, \xi)} d \xi
$$

In this paper we will use the following important result
Theorem 8.3.3 (Plancherel's Theorem). If $f, g \in \mathcal{S}\left(\mathbb{R}^{n+1}\right)$ then

$$
\begin{equation*}
\int_{\mathbb{R}^{n+1}} f(x) \overline{g(x)} d x=\frac{1}{(2 \pi)^{n+1}} \int_{\mathbb{R}^{n+1}} \mathrm{~F}(f)(\xi) \overline{\mathrm{F}(g(\xi))} d \xi \tag{8.6}
\end{equation*}
$$

Remark 8.3.4. Using the Plancherel's theorem it is possible to obtain

$$
\begin{equation*}
\int_{\mathbb{R}^{n+1}} F^{-1}(f)(x) \overline{F^{-1}(g(x))} d x=\frac{1}{(2 \pi)^{n+1}} \int_{\mathbb{R}^{n+1}} f(\xi) \overline{g(\xi)} d \xi . \tag{8.7}
\end{equation*}
$$

In the sequel we will need this result.
Theorem 8.3.5. [91. Sect. B.5] Let $f(|\underline{x}|)$ be a radial function in $\mathcal{S}\left(\mathbb{R}^{n}\right)$ with $n \geq 2$. Then the Fourier transform of $f$ is also radial and has the form

$$
\hat{f}(|\underline{\xi}|)=(2 \pi)^{\frac{n}{2}}|\underline{\xi}|^{-\frac{n-2}{2}} \int_{0}^{\infty} J_{\frac{n-2}{2}}(|\underline{\xi}| r) r^{\frac{n}{2}} f(r) d r,
$$

where $r=|\underline{x}|$ and $J_{\frac{n-2}{2}}$ are the Bessel functions.
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Remark 8.3.6. (See [117]) The formula in Theorem 8.3 .5 is also valid for all functions

$$
f \in L^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(\mathbb{R}^{n}\right)
$$

Now, we start our computations.
Theorem 8.3.7. Let us assume $s_{0} \in \mathbb{R}$ and $x \in \mathbb{R}^{n+1}$. If we consider the slice monogenic Cauchy kernels $S_{L}^{-1}\left(s_{0}, x\right)$ and $S_{R}^{-1}\left(s_{0}, x\right)$ written in form II (see Definition 3.1.16) then their Fourier transforms with respect to $x$ are equal and given by
$\mathrm{F}\left[S_{L}^{-1}(s, \cdot)\right](\xi)=\mathrm{F}\left[S_{R}^{-1}\left(s_{0}, \cdot\right)\right](\xi)=c_{n} \frac{\bar{\xi}}{\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)^{\frac{n+1}{2}}} e^{-i s_{0} \xi_{0}}, \quad \xi_{0}+\underline{\xi} \neq 0$
where

$$
c_{n}:=i 2^{n} \pi^{\frac{n+1}{2}} \Gamma\left(\frac{n+1}{2}\right) .
$$

Moreover, if $s=s_{0}+\underline{s} \in \mathbb{R}^{n+1}$ is a paravector the term $e^{-i s_{0} \xi_{0}}$ extends to the intrinsic entire slice monogenic function $e^{-i s \xi_{0}}$ and we have the Fourier transforms of the Cauchy kernels:

$$
\begin{equation*}
\mathrm{F}\left[S_{L}^{-1}(s, \cdot)\right](\xi)=c_{n} \frac{\bar{\xi}}{\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)^{\frac{n+1}{2}}} e^{-i s \xi_{0}}, \quad \xi_{0}+\underline{\xi} \neq 0 \tag{8.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{F}\left[S_{R}^{-1}(s, \cdot)\right](\xi)=c_{n} e^{-i s \xi_{0}} \frac{\bar{\xi}}{\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)^{\frac{n+1}{2}}}, \quad \xi_{0}+\underline{\xi} \neq 0 \tag{8.9}
\end{equation*}
$$

The extension $\mathrm{F}\left[S_{L}^{-1}(s, \cdot)\right](\xi)$ is right slice monogenic in s, while $\mathrm{F}\left[S_{R}^{-1}(s, \cdot)\right](\xi)$ is right slice monogenic in $s$.

Proof. In the following proof we always work with $s=s_{0} \in \mathbb{R}$ since we have

$$
\begin{aligned}
S_{L}^{-1}(s, x) & =(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-1} \\
& =\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-1}(s-\bar{x})=S_{R}^{-1}(s, x) .
\end{aligned}
$$

The extension from $s=s_{0}$ to $s=s_{0}+\underline{s}$ is immediate. So in our computations, we set

$$
S^{-1}(s, x):=S_{L}^{-1}(s, x)=S_{R}^{-1}(s, x)=\frac{s-x_{0}+\underline{x}}{\left(s-x_{0}\right)^{2}+|\underline{x}|^{2}}, \quad s \in \mathbb{R} .
$$

We put $x=x_{0}+\underline{x}$ and we recall the identification of the paravectors with $\left(x_{0}, \ldots, x_{n}\right)$. Since the function $S^{-1}(s, x)$ is not in $L^{1}\left(\mathbb{R}^{n+1}\right)$ we have to perform the computations in the distributional sense. Firstly, we consider the following function

$$
f_{\underline{x}}\left(x_{0}\right):=\frac{s-x_{0}}{\left(s-x_{0}\right)^{2}+|\underline{x}|^{2}} .
$$

Let $\varphi \in \mathcal{S}\left(\mathbb{R}^{n+1}\right)$. Then we have

$$
\begin{aligned}
\int_{\mathbb{R}^{n+1}} f_{\underline{x}}\left(x_{0}\right) \overline{\mathrm{F}(\varphi)(x)} d x & =\int_{\mathbb{R}^{n+1}} f_{\underline{x}}\left(x_{0}\right) \overline{\mathrm{F}_{0}\left(\mathrm{~F}_{n} \varphi_{\underline{x}}\right)\left(x_{0}\right)} d x_{0} d \underline{x} \\
& =\int_{\mathbb{R}^{n}} \int_{\mathbb{R}}\left(\mathrm{F}_{0} f_{\underline{x}}\right)\left(\xi_{0}\right) \overline{\left(\mathrm{F}_{n} \varphi_{\underline{x}}\right)\left(\xi_{0}\right)} d \xi_{0} d \underline{x},
\end{aligned}
$$

where $d \underline{x}=d x_{1} \ldots d x_{n}, \mathrm{~F}_{0}$ is the Fourier transform with respect to the variable $x_{0}$ and $\mathrm{F}_{n}$ is the Fourier transform with respect to the other variables. Now, we compute $\mathrm{F}_{0} f_{\underline{x}}\left(\xi_{0}\right)$. First of all we make the following change of variables $s+y=x_{0}$, thus by basic properties of the Fourier transform we have

$$
\begin{align*}
\mathrm{F}_{0} f_{\underline{x}}\left(\xi_{0}\right) & =-\mathrm{F}_{y}\left[y\left(y^{2}+|\underline{x}|^{2}\right)^{-1}\right]\left(\xi_{0}\right) e^{-i s \xi_{0}} \\
& =-i \frac{d}{d \xi_{0}} \mathrm{~F}_{y}\left(\frac{1}{|\underline{x}|^{2}+y^{2}}\right)\left(\xi_{0}\right) e^{-i s \xi_{0}} \\
& =-i \frac{\pi}{|\underline{x}|}\left(\frac{d}{d \xi_{0}} e^{-|\underline{x}|\left|\xi_{0}\right|}\right) e^{-i s \xi_{0}} \\
& =i \frac{\pi \xi_{0}}{\left|\xi_{0}\right|} e^{-|\underline{x}|\left|\xi_{0}\right|} e^{-i s \xi_{0}} . \tag{8.10}
\end{align*}
$$

Since $\varphi_{\underline{x}}\left(x_{0}\right)=\varphi(x)$ and by Fubini's theorem we have

$$
\begin{aligned}
\int_{\mathbb{R}^{n+1}} f_{\underline{x}}\left(x_{0}\right) \overline{\mathrm{F}(\varphi)(x)} d x & =\int_{\mathbb{R}} \int_{\mathbb{R}^{n}} \mathrm{~F}_{n}\left(\mathrm{~F}_{0} f_{\underline{x}}\right)\left(\xi_{0}\right) \overline{\varphi(\xi)} d \underline{\xi} d \xi_{0} \\
& =\int_{\mathbb{R}^{n+1}} \mathrm{~F}_{n}\left(\mathrm{~F}_{0} f_{\underline{x}}\right)\left(\xi_{0}\right) \overline{\varphi(\xi)} d \xi
\end{aligned}
$$

We finish this first part by computing $\mathrm{F}_{n}\left(\mathrm{~F}_{0} f_{\underline{x}}\right)\left(\xi_{0}\right)$. By Theorem 8.3.5 with $r=|\underline{x}|$ we have

$$
\mathrm{F}_{n}\left(\mathrm{~F}_{0} f_{\underline{x}}\right)\left(\xi_{0}\right)=(2 \pi)^{\frac{n}{2}}|\underline{\xi}|^{-\frac{n-2}{2}} i \frac{\pi \xi_{0}}{\left|\xi_{0}\right|} e^{-i s \xi_{0}} \int_{0}^{\infty} J_{\frac{n-2}{2}}(|\underline{\xi}| r) r^{\frac{n}{2}} e^{-r\left|\xi_{0}\right|} d r .
$$

Chapter 8. The Poisson kernel and the Fourier transform of the slice monogenic Cauchy kernels

Now, we make another change of variables $t=|\underline{\xi}| r$.

$$
\mathrm{F}_{n}\left(\mathrm{~F}_{0} f_{\underline{x}}\right)\left(\xi_{0}\right)=(2 \pi)^{\frac{n}{2}}|\underline{\xi}|^{-n} i \frac{\pi \xi_{0}}{\left|\xi_{0}\right|} e^{-i s \xi_{0}} \int_{0}^{\infty} J_{\frac{n-2}{2}}(t) t^{\frac{n}{2}} e^{-\frac{t\left|\xi_{0}\right|}{|\xi|}} d t .
$$

From [90, formula 6.623(2)] we know that

$$
\int_{0}^{\infty} e^{-a t} t^{\nu+1} J_{\nu}(b t) d t=\frac{2 a(2 b)^{\nu} \Gamma\left(\nu+\frac{3}{2}\right)}{\sqrt{\pi}\left(a^{2}+b^{2}\right)^{\nu+\frac{3}{2}}}, \quad \nu>-1, \quad a>0, \quad b>0 .
$$

In our case $a:=\frac{\left|\xi_{0}\right|}{|\xi|}, \nu:=\frac{n}{2}-1, b:=1$. Since $n \geq 2$ all conditions on the parameters are satisfied. Thus, we have

$$
\begin{aligned}
\mathrm{F}_{n}\left(\mathrm{~F}_{0} f_{\underline{x}}\right)\left(\xi_{0}\right) & =\frac{i}{2}(2 \pi)^{\frac{n}{2}+1} \frac{\xi_{0}}{\left.\left|\xi_{0}\right|^{|\xi|}\right|^{-n} e^{-i s \xi_{0}} 2 \frac{\left|\xi_{0}\right|}{|\underline{\xi}|} 2^{\frac{n}{2}-1} \frac{\Gamma\left(\frac{n+1}{2}\right)}{\sqrt{\pi}\left(\frac{\xi_{0}^{2}}{|\xi|^{2}}+1\right)^{\frac{n+1}{2}}}} \\
& =\frac{i 2^{n} \pi^{\frac{n+1}{2}} \xi_{0}|\underline{\xi}|^{-n-1} e^{-i s \xi_{0}}|\xi|{ }^{n+1} \Gamma\left(\frac{n+1}{2}\right)}{\left(\xi_{0}^{2}+|\underline{\xi \mid}|^{\frac{n+1}{2}}\right.} \\
& =\frac{i 2^{n} \pi^{\frac{n+1}{2}} \Gamma\left(\frac{n+1}{2}\right) \xi_{0} e^{-i s \xi_{0}}}{\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)^{\frac{n+1}{2}}} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\int_{\mathbb{R}^{n+1}} f_{\underline{x}}\left(x_{0}\right) \overline{\mathrm{F}(\varphi)(x)} d x=c_{n} \int_{\mathbb{R}^{n+1}} \frac{\xi_{0}}{\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)^{\frac{n+1}{2}}} e^{-i s \xi_{0}} \bar{\varphi}(\xi) d \xi, \tag{8.11}
\end{equation*}
$$

where $c_{n}:=i 2^{n} \pi^{\frac{n+1}{2}} \Gamma\left(\frac{n+1}{2}\right)$. Now, we compute the Fourier transform of

$$
h_{\underline{x}}\left(x_{0}\right):=\frac{\underline{x}}{\left(s-x_{0}\right)^{2}+|\underline{x}|^{2}}=\sum_{j=1}^{n} e_{j} x_{j} u_{\underline{x}}\left(x_{0}\right),
$$

where we have set

$$
u_{\underline{x}}\left(x_{0}\right):=\frac{1}{\left(s-x_{0}\right)^{2}+|\underline{x}|^{2}} .
$$

Let $\varphi \in \mathcal{S}\left(\mathbb{R}^{n+1}\right)$

$$
\begin{aligned}
\int_{\mathbb{R}^{n+1}} h_{\underline{x}}\left(x_{0}\right) \overline{\mathrm{F}(\varphi)(x)} d x & =\int_{\mathbb{R}^{n+1}} \sum_{j=1}^{n} e_{j} x_{j} u_{\underline{x}}\left(x_{0}\right) \overline{\mathrm{F}_{0}\left(\mathrm{~F}_{n}\left(\varphi_{\underline{x}}\right)\right)\left(x_{0}\right)} d x_{0} d \underline{x} \\
& =\int_{\mathbb{R}^{n}} \int_{\mathbb{R}} \sum_{j=1}^{n} e_{j} x_{j} \mathrm{~F}_{0}\left(u_{\underline{x}}\right)\left(\xi_{0}\right) \overline{\mathrm{F}_{n} \varphi_{\underline{x}}\left(\xi_{0}\right)} d \xi_{0} d \underline{x} .
\end{aligned}
$$

Now, we compute $\mathrm{F}_{0}\left(u_{\underline{x}}\right)\left(\xi_{0}\right)$ using the following change of variable $s+$ $y=x_{0}$

$$
\mathrm{F}_{0}\left(u_{\underline{x}}\right)\left(\xi_{0}\right)=\mathrm{F}_{y}\left(\frac{1}{y^{2}+|\underline{x}|^{2}}\right)\left(\xi_{0}\right) e^{-i s \xi_{0}}=\frac{\pi}{|\underline{x}|} e^{-|\underline{x}|\left|\xi_{0}\right|} e^{-i s \xi_{0}} .
$$

By Fubini's theorem and the fact that $\varphi_{\underline{x}}\left(x_{0}\right)=\varphi(x)$ we have

$$
\int_{\mathbb{R}^{n+1}} h_{\underline{x}}\left(x_{0}\right) \overline{\mathrm{F}(\varphi)(x)} d x=\int_{\mathbb{R}} \int_{\mathbb{R}^{n}} \sum_{j=1}^{n} e_{j} \mathrm{~F}_{n}\left(x_{j} \mathrm{~F}_{0}\left(u_{\underline{x}}\right)\right)\left(\xi_{0}\right) \overline{\varphi(\xi)} d \underline{\xi} d \xi_{0} .
$$

From the following basic property of the Fourier transform

$$
\mathrm{F}[x f(x)](\xi)=i \frac{d}{d \xi}(\operatorname{F} f(x))(\xi), \quad x, \xi \in \mathbb{R}
$$

we get

$$
\int_{\mathbb{R}^{n+1}} h_{\underline{x}}\left(x_{0}\right) \overline{\mathrm{F}(\varphi)(x)} d x=i \int_{\mathbb{R}} \int_{\mathbb{R}^{n}} \sum_{j=1}^{n} e_{j} \frac{\partial}{\partial \xi_{j}} \mathrm{~F}_{n}\left(\mathrm{~F}_{0}\left(u_{\underline{x}}\right)\right)\left(\xi_{0}\right) \overline{\varphi(\xi)} d \underline{\xi} d \xi_{0} .
$$

We complete the proof of this theorem by computing $\mathrm{F}_{n}\left(\mathrm{~F}_{0}\left(u_{\underline{x}}\right)\right)\left(\xi_{0}\right)$. By Theorem 8.3.5, with $r=|\underline{x}|$, we get

$$
\mathrm{F}_{n}\left(\mathrm{~F}_{0}\left(u_{\underline{x}}\right)\right)\left(\xi_{0}\right)=(2 \pi)^{\frac{n}{2}} \pi e^{-i s \xi_{0}}|\underline{\xi}|^{\frac{n-2}{2}} \int_{0}^{\infty} J_{\frac{n-2}{2}}(|\underline{\xi}| r) r^{\frac{n}{2}-1} e^{-r\left|\xi_{0}\right|} d r .
$$

Now we put $t=r|\underline{\xi}|$

$$
\mathrm{F}_{n}\left(\mathrm{~F}_{0}\left(u_{\underline{x}}\right)\right)\left(\xi_{0}\right)=\frac{1}{2}(2 \pi)^{\frac{n}{2}+1} e^{-i s \xi_{0}}|\underline{\xi}|^{1-n} \int_{0}^{\infty} J_{\frac{n-2}{2}}(t) t^{\frac{n}{2}-1} e^{-t \frac{\left|\xi_{0}\right|}{|\underline{\mid}|}} d t .
$$

From [90, formula 6.623 (1)] we know that

$$
\int_{0}^{\infty} e^{-a t} t^{\nu} J_{\nu}(b t) d t=\frac{(2 b)^{\nu} \Gamma\left(\nu+\frac{1}{2}\right)}{\sqrt{\pi}\left(a^{2}+b^{2}\right)^{\nu+\frac{1}{2}}}, \quad \nu>-\frac{1}{2}, \quad a>0, \quad b>0 .
$$
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Thus by putting $b:=1, \nu:=\frac{n}{2}-1$ and $a:=\frac{\left|\xi_{0}\right|}{|\xi|}$ we obtain

$$
\begin{aligned}
\mathrm{F}_{n}\left(\mathrm{~F}_{0}\left(u_{\underline{x}}\right)\right)\left(\xi_{0}\right) & =\frac{1}{2}(2 \pi)^{\frac{n}{2}+1} e^{-i s \xi_{0}}\left(\frac{|\underline{\xi}|^{1-n} 2^{\frac{n}{2}-1} \Gamma\left(\frac{n-1}{2}\right)}{\sqrt{\pi}\left(\frac{\xi_{0}^{2}}{|\underline{\xi}|^{2}}+1\right)^{\frac{n-1}{2}}}\right) \\
& =2^{n-1} \pi^{\frac{n+1}{2}} e^{-i s \xi_{0}} \Gamma\left(\frac{n-1}{2}\right)\left(\frac{|\underline{\xi}|^{1-n}|\underline{\xi}|^{n-1}}{\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)^{\frac{n-1}{2}}}\right) \\
& =2^{n-1} \pi^{\frac{n+1}{2}} e^{-i s \xi_{0}} \Gamma\left(\frac{n-1}{2}\right)\left(\frac{1}{\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)^{\frac{n-1}{2}}}\right) .
\end{aligned}
$$

We compute the derivative

$$
\begin{align*}
\frac{\partial}{\partial \xi_{j}}\left(\frac{1}{\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)^{\frac{n-1}{2}}}\right) & =-\frac{\left(\frac{n-1}{2}\right)\left(\xi^{2}+|\underline{\xi}|^{2}\right)^{\frac{n-3}{2}} 2 \xi_{j}}{\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)^{n-1}}  \tag{8.12}\\
& =-\frac{2 \xi_{j}\left(\frac{n-1}{2}\right)}{\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)^{\frac{n+1}{2}}} .
\end{align*}
$$

Now, by using the following property of the Gamma function $\Gamma(x+1)=$ $x \Gamma(x)$, for $x>0$, we obtain

$$
\begin{aligned}
\sum_{j=1}^{n} e_{j} \frac{\partial}{\partial \xi_{j}} \mathrm{~F}_{n}\left(\mathrm{~F}_{0}\left(u_{\underline{x}}\right)\right)\left(\xi_{0}\right) & =-\frac{2^{n-1} \pi^{\frac{n+1}{2}} e^{-i s \xi_{0}}\left(\frac{n-1}{2}\right) \Gamma\left(\frac{n-1}{2}\right) 2 \sum_{j=1}^{n} e_{j} \xi_{j}}{\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)^{\frac{n+1}{2}}} \\
& =-\frac{2^{n} \pi^{\frac{n+1}{2}} \Gamma\left(\frac{n+1}{2}\right)}{\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)^{\frac{n+1}{2}}} \underline{\xi} e^{-i s \xi_{0}} .
\end{aligned}
$$

Hence we get

$$
\begin{equation*}
\int_{\mathbb{R}^{n+1}} h_{\underline{x}}\left(x_{0}\right) \overline{\mathrm{F}(\varphi)(x)} d x=-c_{n} \int_{\mathbb{R}^{n+1}} \frac{\underline{\xi}}{\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)^{\frac{n+1}{2}}} e^{-i s \xi_{0}} \overline{\varphi(\xi)} d \xi, \tag{8.1}
\end{equation*}
$$

where $c_{n}:=i 2^{n} \pi^{\frac{n+1}{2}} \Gamma\left(\frac{n+1}{2}\right)$. Finally from (8.11) and (8.13) we get

$$
\begin{aligned}
\int_{\mathbb{R}^{n+1}} S^{-1}(s, x) \overline{\mathrm{F}(\varphi)(x)} d x= & \int_{\mathbb{R}^{n+1}} f_{\underline{x}}\left(x_{0}\right) \overline{\mathrm{F}(\varphi)(x)} d x \\
& -\int_{\mathbb{R}^{n+1}} h_{\underline{x}}\left(x_{0}\right) \overline{\mathrm{F}(\varphi)(x)} d x \\
= & c_{n} \int_{\mathbb{R}^{n+1}} \frac{\bar{\xi}}{\left(\xi_{0}^{2}+\mid \underline{\xi}^{2}\right)^{\frac{n+1}{2}}} e^{-i s \xi_{0}} \overline{\varphi(\xi)} d \xi .
\end{aligned}
$$

This proves (8.8) and (8.9), respectively.
We are now in the position to observe that the term $e^{-i s \xi_{0}}$, for $s=s_{0}$ extends to the entire intrinsic slice monogenic function $e^{-i\left(s_{0}+\underline{s}\right) \xi_{0}}$. So the function

$$
s_{0} \mapsto c_{n} \frac{\bar{\xi}}{\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)^{\frac{n+1}{2}}} e^{-i s_{0} \xi_{0}}
$$

has the right slice monogenic extension in $s \in \mathbb{R}^{n+1}$

$$
\mathrm{F}\left[S_{L}^{-1}(s, \cdot)\right](\xi)=c_{n} \frac{\bar{\xi}}{\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)^{\frac{n+1}{2}}} e^{-i s \xi_{0}}
$$

while the right slice monogenic extension in $s \in \mathbb{R}^{n+1}$ is

$$
\mathrm{F}\left[S_{R}^{-1}(s, \cdot)\right](\xi)=c_{n} e^{-i s \xi_{0}} \frac{\bar{\xi}}{\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)^{\frac{n+1}{2}}}
$$

and this conclude the proof.

### 8.4 The Fourier transform of the $F_{n}$-kernels

Thanks to Theorem 8.2.1 the $F_{n}$-kernels are meaningful also with $n$ odd where we interpret the fractional powers of paravectors are slice monogenic functions.

As we have shown when $n$ be an odd number and $x, s \in \mathbb{R}^{n+1}$, for $s \notin[x]$, the relations

$$
\Delta^{\frac{n-1}{2}} S_{L}^{-1}(s, x)=\gamma_{n}(s-\bar{x})\left(s^{2}-2 \operatorname{Re}(x) s+|x|^{2}\right)^{-\frac{n+1}{2}}
$$

and

$$
\Delta^{\frac{n-1}{2}} S_{R}^{-1}(s, x)=\gamma_{n}\left(s^{2}-2 \operatorname{Re}(x) s+|x|^{2}\right)^{-\frac{n+1}{2}}(s-\bar{x}),
$$

where $\gamma_{n}$ are given by (7.47). We now let $n$ be any natural number and when $n$ is even we interpret the terms $\left(s^{2}-2 \operatorname{Re}(x) s+|x|^{2}\right)^{-\frac{n+1}{2}}$ as fractional power for $x, s \in \mathbb{R}^{n+1}$. We recall, for $s \notin[x]$, the definition of the left $F_{n}^{L}$-kernel as

$$
F_{n}^{L}(s, x):=\gamma_{n}(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n+1}{2}},
$$

and the right $F_{n}^{R}$-kernel as

$$
\left.F_{n}^{R}(s, x):=\gamma_{n}\left(s^{2}-2 x_{0}\right) s+|x|^{2}\right)^{-\frac{n+1}{2}}(s-\bar{x}),
$$
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where $\gamma_{n}$, are given by (7.47), are now interpreted in terms of the Euler's Gamma function

$$
\gamma_{n}:=(-1)^{\frac{n-1}{2}} 2^{n-1}\left[\Gamma\left(\frac{n+1}{2}\right)\right]^{2} .
$$

We will compute the Fourier transforms of $F_{n}^{L}(s, x)$ and $F_{n}^{R}(s, x)$ with respect to $x$. This solves the second part of the second point of Problem 8.1.1.

Remark 8.4.1. Observe that when $s=s_{0} \in \mathbb{R}$, for $s \notin[x]$, then we have

$$
\begin{aligned}
F_{n}^{L}\left(s_{0}, x\right) & =\gamma_{n}\left(s_{0}-\bar{x}\right)\left(s_{0}^{2}-2 x_{0} s_{0}+|x|^{2}\right)^{-\frac{n+1}{2}} \\
& =\gamma_{n}\left(s_{0}^{2}-2 x_{0} s_{0}+|x|^{2}\right)^{-\frac{n+1}{2}}\left(s_{0}-\bar{x}\right) \\
& =F_{n}^{R}\left(s_{0}, x\right) .
\end{aligned}
$$

So for simplicity in the following when $s=s_{0} \in \mathbb{R}$ we use the notation

$$
F_{n}\left(s_{0}, x\right):=F_{n}^{L}\left(s_{0}, x\right)=F_{n}^{R}\left(s_{0}, x\right) .
$$

Theorem 8.4.2. Let us assume $x \in \mathbb{R}^{n+1}$ and s a real number. The Fourier transform of $F_{n}(s, x)$ with respect to $x$ is

$$
\widehat{F_{n}}(s, \xi)=k_{n} \frac{\bar{\xi}}{\xi_{0}^{2}+|\underline{\xi}|^{2}} e^{-i s \xi_{0}},
$$

where

$$
k_{n}:=i(-1)^{\frac{n-1}{2}} 2^{n} \pi^{\frac{n+1}{2}} \Gamma\left(\frac{n+1}{2}\right) .
$$

Moreover, if $s=s_{0}+\underline{s} \in \mathbb{R}^{n+1}$ is a paravector the term $e^{-i s_{0} \xi_{0}}$ extends to the intrinsic entire slice monogenic function $e^{-i s \xi_{0}}$ and we have the Fourier transforms of the kernels $F_{n}^{L}$ and $F_{n}^{R}$ :

$$
\mathrm{F}\left[F_{n}^{L}(s, \cdot)\right](\xi)=k_{n} \frac{\bar{\xi}}{\xi_{0}^{2}+|\underline{\xi}|^{2}} e^{-i s \xi_{0}}, \quad \xi_{0}+\underline{\xi} \neq 0
$$

and

$$
\mathrm{F}\left[F_{n}^{R}(s, \cdot)\right](\xi)=k_{n} e^{-i s \xi_{0}} \frac{\bar{\xi}}{\xi_{0}^{2}+|\underline{\xi}|^{2}}, \quad \xi_{0}+\underline{\xi} \neq 0
$$

The extension $\mathrm{F}\left[F_{n}^{L}(s, \cdot)\right](\xi)$ is right slice monogenic in $s$, while $\mathrm{F}\left[F_{n}^{R}(s, \cdot)\right](\xi)$ is right slice monogenic in $s$.

### 8.4. The Fourier transform of the $F_{n}$-kernels

Proof. We observe that the Fourier transform of the kernel $F_{n}(s, \cdot)$ is meaningful and from similar computations at the beginning of Theorem 8.3.7we obtain

$$
\begin{aligned}
\widehat{F_{n}}(s, \xi)= & \gamma_{n} s \int_{\mathbb{R}} e^{-i x_{0} \xi_{0}}(2 \pi)^{\frac{n}{2}}|\underline{\xi}|^{-\frac{n-2}{2}} \int_{0}^{\infty}\left(s^{2}-2 x_{0} s+x_{0}^{2}+r^{2}\right)^{-\frac{n+1}{2}} \\
& J_{\frac{n-2}{2}}(|\underline{\xi}| r) r^{\frac{n}{2}} d r d x_{0} \\
& -\gamma_{n} \int_{\mathbb{R}} x_{0} e^{-i x_{0} \xi_{0}}(2 \pi)^{\frac{n}{2}}|\underline{\xi}|^{-\frac{n-2}{2}} \int_{0}^{\infty}\left(s^{2}-2 x_{0} s+x_{0}^{2}+r^{2}\right)^{-\frac{n+1}{2}} . \\
& J_{\frac{n-2}{2}}(|\underline{\xi}| r) r^{\frac{n}{2}} d r d x_{0} \\
& +\gamma_{n} i \sum_{j=1}^{n} e_{j} \int_{\mathbb{R}} e^{-i x_{0} \xi_{0}} \frac{\partial}{\partial \xi_{j}}\left((2 \pi)^{\frac{n}{2}}|\underline{\xi}|^{-\frac{n-2}{2}} .\right. \\
& \left.\int_{0}^{\infty}\left(s^{2}-2 x_{0} s+x_{0}^{2}+r^{2}\right)^{-\frac{n+1}{2}} J_{\frac{n-2}{2}}(|\underline{\xi}| r) r^{\frac{n}{2}} d r d x_{0}\right) \\
:= & \gamma_{n}\left(\widehat{F_{n, 1}}(s, \xi)+\widehat{F_{n, 2}}(s, \xi)+\widehat{F_{n, 3}}(s, \xi)\right) .
\end{aligned}
$$

Now, we focus on the first two members

$$
\begin{aligned}
\widehat{F_{n, 1}}(s, \xi)+ & \widehat{F_{n, 2}}(s, \xi) \\
= & s \int_{\mathbb{R}} e^{-i x_{0} \xi_{0}}(2 \pi)^{\frac{n}{2}}|\underline{\xi}|^{-\frac{n-2}{2}} \int_{0}^{\infty}\left(s^{2}-2 x_{0} s+x_{0}^{2}+r^{2}\right)^{-\frac{n+1}{2}} . \\
& J_{\frac{n-2}{2}}(|\underline{\xi}| r) r^{\frac{n}{2}} d r d x_{0} \\
- & \int_{\mathbb{R}} x_{0} e^{-i x_{0} \xi_{0}}(2 \pi)^{\frac{n}{2}}|\underline{\xi}|^{-\frac{n-2}{2}} \int_{0}^{\infty}\left(s^{2}-2 x_{0} s+x_{0}^{2}+r^{2}\right)^{-\frac{n+1}{2}} . \\
& J_{\frac{n-2}{2}}(|\underline{\xi}| r) r^{\frac{n}{2}} d r d x_{0} \\
= & (2 \pi)^{\frac{n}{2}}|\underline{\xi}|^{\frac{n-2}{2}} \int_{\mathbb{R}}\left(s-x_{0}\right) e^{-i x_{0} \xi_{0}} \int_{0}^{\infty}\left[\left(s-x_{0}\right)^{2}+r^{2}\right]^{-\frac{n+1}{2}} . \\
& J_{\frac{n-2}{2}}(|\underline{\xi}| r) r^{\frac{n}{2}} d r d x_{0} .
\end{aligned}
$$

Firstly, we solve the integral in the variable $r$. From [90, formula 6.565 (3)] we know that for $b>0, \nu>-1$ we have

$$
\begin{equation*}
\int_{0}^{\infty} x^{\nu+1}\left(x^{2}+a^{2}\right)^{-\nu-\frac{3}{2}} J_{\nu}(b x) d x=\frac{b^{\nu} \sqrt{\pi}}{2^{\nu+1}|a| e^{|a| b} \Gamma\left(\nu+\frac{3}{2}\right)} . \tag{8.14}
\end{equation*}
$$
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In our case $b:=|\underline{\xi}|, \nu=\frac{n}{2}-1$ and $a=s-x_{0}$. Then

$$
\begin{aligned}
\widehat{F_{n, 1}}(s, \xi)+\widehat{F_{n, 2}}(s, \xi) & =\frac{(2 \pi)^{\frac{n}{2}} 2^{-\frac{n}{2}} \sqrt{\pi}|\xi|^{-\frac{n}{2}+1}|\xi|^{\frac{n}{2}-1}}{\Gamma\left(\frac{n+1}{2}\right)} \int_{\mathbb{R}} e^{-i x_{0} \xi_{0}} \frac{\left(s-x_{0}\right)}{\left|s-x_{0}\right|} \\
& =\frac{e^{-|\xi|\left|s-x_{0}\right|} d x_{0}}{\Gamma\left(\frac{n+1}{2}\right)} \int_{\mathbb{R}} e^{-i x_{0} \xi_{0}} \frac{\left(s-x_{0}\right)}{\left|s-x_{0}\right|} e^{-|\xi|\left|s-x_{0}\right|} d x_{0} .
\end{aligned}
$$

Now, we put $s+y=x_{0}$. Thus we have

$$
\widehat{F_{n, 1}}(s, \xi)+\widehat{F_{n, 2}}(s, \xi)=-\frac{\pi^{\frac{n+1}{2}}}{\Gamma\left(\frac{n+1}{2}\right)} e^{-i s \xi_{0}} \int_{\mathbb{R}} e^{-i y \xi_{0}} \frac{y}{|y|} e^{-|\xi||y|} d y
$$

From [116, formula 3.2 pag 11] we know that

$$
\int_{0}^{\infty} \cos (x u) \frac{e^{-a x}}{x} d x=-\frac{\log \left(a^{2}+u^{2}\right)}{2}
$$

Thus by the Euler's formula we get

$$
\begin{aligned}
\mathrm{F}\left(\frac{1}{|y|} e^{-|\underline{\xi}||y|}\right)\left(\xi_{0}\right) & =2 \int_{0}^{\infty} \cos \left(y \xi_{0}\right) \frac{1}{y} e^{-|\underline{\xi}| y} d y \\
& =-\log \left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right) .
\end{aligned}
$$

Using basic properties of the Fourier transform we obtain

$$
\begin{aligned}
\int_{\mathbb{R}} e^{-i y \xi_{0}} \frac{y}{|y|} e^{-|\underline{\xi}||y|} d y & =\mathrm{F}\left(\frac{y}{|y|} e^{-|\underline{\xi}||y|}\right)\left(\xi_{0}\right) \\
& =i \frac{d}{d \xi_{0}} \mathrm{~F}\left(\frac{1}{|y|} e^{-|\underline{\xi}| y \mid}\right)\left(\xi_{0}\right) \\
& =-i \frac{d}{d \xi_{0}}\left(\log \left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)\right) \\
& =-\frac{2 i \xi_{0}}{\xi_{0}^{2}+|\underline{\xi}|^{2}} .
\end{aligned}
$$

Therefore

$$
\widehat{F_{n, 1}}(s, \xi)+\widehat{F_{n, 2}}(s, \xi)=\frac{2 i \pi^{\frac{n+1}{2}} e^{-i s \xi_{0}} \xi_{0}}{\Gamma\left(\frac{n+1}{2}\right)\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)} .
$$

Finally, we multiply by $\gamma_{n}:=(-1)^{\frac{n-1}{2}} 2^{n-1}\left[\Gamma\left(\frac{n+1}{2}\right)\right]^{2}$

$$
\begin{equation*}
\gamma_{n}\left(\widehat{F_{n, 1}}(s, \xi)+\widehat{F_{n, 2}}(s, \xi)\right)=\frac{i(-1)^{\frac{n-1}{2}} 2^{n} \pi^{\frac{n+1}{2}} \Gamma\left(\frac{n+1}{2}\right)}{\xi_{0}^{2}+|\underline{\xi}|^{2}} \xi_{0} e^{-i s \xi_{0}} \tag{8.15}
\end{equation*}
$$

### 8.4. The Fourier transform of the $F_{n}$-kernels

Now we compute $\widehat{F_{n, 3}}(s, \xi)$.

$$
\begin{aligned}
\widehat{F_{n, 3}}(s, \xi)= & i(2 \pi)^{\frac{n}{2}} \sum_{j=1}^{n} e_{j} \frac{\partial}{\partial \xi_{j}}\left(|\underline{\xi}|^{-\frac{n-2}{2}} \int_{\mathbb{R}} e^{-i x_{0} \xi_{0}} \int_{0}^{\infty}\left[\left(s-x_{0}\right)^{2}+r^{2}\right]^{-\frac{n+1}{2}}\right. \\
& \left.J_{\frac{n-2}{2}}(|\underline{\xi}| r) r^{\frac{n}{2}} d r d x_{0}\right) .
\end{aligned}
$$

As before we compute the integral in the variable $r$ using (8.14) with $b:=$ $|\underline{\xi}|, \nu=\frac{n}{2}-1$ and $a=s-x_{0}$. Thus we have

$$
\begin{aligned}
\widehat{F_{n, 3}}(s, \xi) & =\frac{i(2 \pi)^{\frac{n}{2}} 2^{-\frac{n}{2}} \sqrt{\pi}}{\Gamma\left(\frac{n+1}{2}\right)} \sum_{j=1}^{n} e_{j} \frac{\partial}{\partial \xi_{j}}\left(|\underline{\xi}|^{-\frac{n}{2}+1}\left|\underline{\xi} \underline{2}^{\frac{n}{2}-1} \int_{\mathbb{R}} e^{-i x_{0} \xi_{0}}\right| s-\left.x_{0}\right|^{-1} .\right. \\
& =\frac{\left.e^{-|\xi|| | s-x_{0} \mid} d x_{0}\right)}{\Gamma\left(\frac{n+1}{2}\right)} \sum_{j=1}^{n} e_{j} \frac{\partial}{\partial \xi_{j}}\left(\int_{\mathbb{R}} e^{-i x_{0} \xi_{0}}\left|s-x_{0}\right|^{-1} e^{-|\underline{\xi}|\left|s-x_{0}\right|} d x_{0}\right) .
\end{aligned}
$$

We put $s+y=x_{0}$.

$$
\widehat{F_{n, 3}}(s, \xi)=\frac{i \pi^{\frac{n+1}{2}} e^{-i s \xi_{0}}}{\Gamma\left(\frac{n+1}{2}\right)} \sum_{j=1}^{n} e_{j} \frac{\partial}{\partial \xi_{j}}\left(\int_{\mathbb{R}} e^{-i y \xi_{0}}|y|^{-1} e^{-|\underline{\xi}||y|} d y\right) .
$$

From (8.15) we know that

$$
\int_{\mathbb{R}} e^{-i y \xi_{0}}|y|^{-1} e^{-|\underline{\xi}||y|} d y=-\log \left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)
$$

Therefore

$$
\begin{aligned}
\widehat{F_{n, 3}}(s, \xi) & =-\frac{i \pi^{\frac{n+1}{2}} e^{-i s \xi_{0}}}{\Gamma\left(\frac{n+1}{2}\right)} \sum_{j=1}^{n} e_{j} \frac{\partial}{\partial \xi_{j}}\left(\log \left(|\xi|^{2}+\xi_{0}^{2}\right)\right) \\
& =-\frac{2 i \pi^{\frac{n+1}{2}} e^{-i s \xi_{0}}}{\Gamma\left(\frac{n+1}{2}\right)\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)} \sum_{j=1}^{n} e_{j} \xi_{j} \\
& =-\frac{2 i \pi^{\frac{n+1}{2}}}{\Gamma\left(\frac{n+1}{2}\right)\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)} \underline{\xi} e^{-i s \xi_{0}} .
\end{aligned}
$$

Finally, multiplying by $\gamma_{n}:=(-1)^{\frac{n-1}{2}} 2^{n-1}\left[\Gamma\left(\frac{n+1}{2}\right)\right]^{2}$ we have

$$
\begin{equation*}
\gamma_{n} \widehat{F_{n, 3}}(s, \xi)=-\frac{i(-1)^{\frac{n-1}{2}} 2^{n} \pi^{\frac{n+1}{2}} \Gamma\left(\frac{n+1}{2}\right)}{\xi_{0}^{2}+|\underline{\xi}|^{2}} \underline{\xi} e^{-i s \xi_{0}} . \tag{8.16}
\end{equation*}
$$
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Putting together (8.15) and (8.16) we get

$$
\widehat{F}_{n}(s, \xi)=k_{n} \frac{\bar{\xi}}{\xi^{2}+|\xi|^{2}} e^{-i s \xi_{0}},
$$

where $k_{n}:=i(-1)^{\frac{n-1}{2}} 2^{n} \pi^{\frac{n+1}{2}} \Gamma\left(\frac{n+1}{2}\right)$. Finally, the slice monogenic extensions are obtained reasoning as in the case of the Cauchy kernel.

### 8.5 The relation of the kernels $S^{-1}$ and $F_{n}$ via the Fourier transform

In this section we show the last point of Problem 8.1.1. Before to prove a fundamental result we recall that when $n$ is even the operator $\Delta^{\frac{n-1}{2}}$ is defined by the Fourier multipliers

$$
\begin{equation*}
\Delta^{\frac{n-1}{2}} f(x)=F^{-1}\left[(i|\xi|)^{n-1} \mathrm{~F}(f(x))(\xi)\right](x), \tag{8.17}
\end{equation*}
$$

where F and $F^{-1}$, are respectively, the Fourier and the inverse Fourier transformations, given, respectively in Definition 8.3.1 and Definition 8.3.2.

Theorem 8.5.1. For $x \in \mathbb{R}^{n+1}$ and $s \in \mathbb{R}$ we have that

$$
\begin{equation*}
\Delta^{\frac{n-1}{2}} S^{-1}(s, x)=\gamma_{n}(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n+1}{2}} \tag{8.18}
\end{equation*}
$$

Proof. If $n$ is odd, this can be proved through pointwise differential computation, see Theorem 7.4.1. While for the case $n$ even the result will be showed for any $\varphi \in \mathcal{S}\left(\mathbb{R}^{n+1}\right)$. Firstly we prove the equality for $s \in \mathbb{R}$. The formula (8.7) and Theorem 8.3.3 imply that we can pass the factional Laplacian to the test function, so we have

$$
\int_{\mathbb{R}^{n+1}} \Delta^{\frac{n-1}{2}} S^{-1}(s, x) \overline{\varphi(x)} d x=\int_{\mathbb{R}^{n+1}} S^{-1}(s, x) \overline{\Delta^{\frac{n-1}{2}} \varphi(x)} d x .
$$

Using another time Theorem 8.3.3 we get

$$
\int_{\mathbb{R}^{n+1}} \Delta^{\frac{n-1}{2}} S^{-1}(s, x) \overline{\varphi(x)} d x=\frac{\frac{1}{(2 \pi)^{n+1}} \int_{\mathbb{R}^{n+1}} \mathrm{~F}\left(S^{-1}(s, .)\right)(\xi) \cdot}{\mathrm{F}\left(\Delta^{\frac{n-1}{2}} \varphi(x)\right)(\xi) d \xi .}
$$

8.5. The relation of the kernels $S^{-1}$ and $F_{n}$ via the Fourier transform

From Theorem 8.3.7 and Theorem 8.4.2 we obtain

$$
\begin{aligned}
\int_{\mathbb{R}^{n+1}} & \Delta^{\frac{n-1}{2}} S^{-1}(s, x) \overline{\varphi(x)} d x \\
= & \frac{1}{(2 \pi)^{n+1}} i(-1)^{\frac{n-1}{2}} 2^{n} \pi^{\frac{n+1}{2}} \Gamma\left(\frac{n+1}{2}\right) \int_{\mathbb{R}^{n+1}} \frac{\bar{\xi} e^{-i s \xi_{0}}}{\left(\xi_{0}^{2}+|\underline{\xi}|^{2}\right)^{\frac{n+1}{2}}} . \\
& |\xi|^{n-1} \overline{\hat{\varphi}(\xi)} d \xi \\
= & \frac{1}{(2 \pi)^{n+1}} i(-1)^{\frac{n-1}{2}} 2^{n} \pi^{\frac{n+1}{2}} \Gamma\left(\frac{n+1}{2}\right) \int_{\mathbb{R}^{n+1}} \frac{\bar{\xi} e^{-i s \xi_{0}}}{\xi_{0}^{2}+|\underline{\xi}|^{2}} \overline{\hat{\varphi}(\xi)} d \xi \\
= & \frac{1}{(2 \pi)^{n+1}} \int_{\mathbb{R}^{n+1}} \widehat{F_{n}}(s, \xi) \overline{\hat{\varphi}(\xi)} d \xi .
\end{aligned}
$$

Finally by applying another time the Theorem 8.3.3 we get

$$
\int_{\mathbb{R}^{n+1}} \Delta^{\frac{n-1}{2}} S^{-1}(s, x) \overline{\varphi(x)} d x=\int_{\mathbb{R}^{n+1}} F_{n}(s, x) \overline{\varphi(x)} d x .
$$

Corollary 8.5.2. The relation (8.18) extends to $s \in \mathbb{R}^{n+1}$, considering the left and the right slice monogenic extensions.

Proof. The extension of the equation (8.18) to $s \in \mathbb{R}^{n+1}$ follows from the Identity principle, because the function $e^{-i s \xi_{0}}$ is trivially intrinsic slice monogenic.
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# The $F$-functional calculus for bounded operators 

### 9.1 Motivation

The Fueter-Sce mapping theorem in integral form, introduced in Theorem7.4.6, provides an integral transform that turns slice hyperholomorphic functions into monogenic ones. If we formally replace the variable $x$ of this integral transform by an operator $T$, we get a functional calculus for monogenic functions based on the theory of slice hyperholomorphic functions: the $F$-functional calculus. This functional calculus is defined on the $S$-spectrum and generates a monogenic functional calculus in the spirit of McIntosh and collaborators, see [99, 101, 108, 112]. We can summarize the construction that leads to the $F$-functional calculus by the following

## Chapter 9. The $F$-functional calculus for bounded operators

diagram


Slice Cauchy Formula $\xrightarrow{T_{F S 2}}$ Fueter - Sce theorem in integral form



S-Functional calculus $\quad F$ - functional calculus

Remark 9.1.1. Observe that in the above diagram the arrow from the space of axially monogenic function $\mathcal{A M}(U)$ is missing because the $F$-functional calculus is deduced from the slice hyperholomorphic Cauchy formula.

### 9.2 The $F$-resolvent operators and the $F$-functional calculus

In this subsection we will show that the action of the Fueter-Sce map to the paravector monomial $x^{k}$ leads to the Clifford-Appell polynomials, given by [31,32]. The family of $\left\{P_{k}\right\}_{k \in \mathbb{N}}$ of Clifford-Appell polynomials is defined as

$$
\begin{equation*}
P_{k}^{n}(x):=\sum_{s=0}^{k} T_{s}^{k}(n) x^{k-s} \bar{x}^{s}, \quad x \in \mathbb{R}^{n+1}, \tag{9.2}
\end{equation*}
$$

where $T_{s}^{k}(n)$ is defined as

$$
\begin{equation*}
T_{s}^{k}(n):=\binom{k}{s} \frac{\left(\frac{n+1}{2}\right)_{k-s}\left(\frac{n-1}{2}\right)_{s}}{(n)_{k}}, \quad n \geq 1, \tag{9.3}
\end{equation*}
$$

where $(.)_{k}$ stands for the Pochhammer symbol defined by $(a)_{s}=\frac{\Gamma(a+s)}{\Gamma(a)}$ or $(a)_{s}=a(a+1)(a+2) \ldots(a+s-1)$, for $s>0$ and $(a)_{0}=1$ for $s=0$. It is proved in [32] that

$$
\begin{equation*}
\sum_{s=0}^{k} T_{s}^{k}(n)=1 \tag{9.4}
\end{equation*}
$$

The polynomials $P_{k}^{n}(x)$ satisfy the Appell property

$$
\begin{equation*}
\frac{1}{2} \overline{\mathcal{D}} P_{k}^{n}\left(x_{0}+\underline{x}\right)=k P_{k-1}^{n}\left(x_{0}+\underline{x}\right), \tag{9.5}
\end{equation*}
$$

where $\overline{\mathcal{D}}=\partial_{x_{0}}-\sum_{\ell=1}^{n} e_{\ell} \partial_{x_{\ell}}$. Moreover the Clifford-Appell polynomials are monogenic i.e.

$$
\mathcal{D} P_{k}^{n}(x)=0 .
$$

Since the Clifford-Appell polynomials are axially monogenic, see [32], and by the fact that

$$
P_{k}^{n}\left(x_{0}+\underline{0}\right)=x_{0}^{k} \sum_{s=0}^{k} T_{k}^{s}(n)=x_{0}^{k}
$$

it is clear that

$$
\begin{equation*}
P_{k}^{n}(x)=G C K\left[x_{0}^{k}\right] . \tag{9.6}
\end{equation*}
$$

Combining this result with Theorem 7.3.3 we obtain the following result.
Theorem 9.2.1. Let $n \geq 1$ be a fixed odd number and $k \geq 0$. Then, for any $x=x_{0}+\underline{x} \in \mathbb{R}^{n+1}$ it holds that

$$
\begin{equation*}
\Delta^{\frac{n-1}{2}}\left(x^{n+k-1}\right)=\gamma_{n} \frac{(n+k-1)!}{(n-1)!k!} P_{k}^{n}(x), \tag{9.7}
\end{equation*}
$$

where $\gamma_{n}$ are defined in (7.47).
Proof. By the identity $\partial_{x_{0}}^{n-1}\left[x_{0}^{n-1+k}\right]=\frac{(n+k-1)!}{k!} x_{0}^{k}$ and the fact that $P_{k}^{n}(x)$ is the generalized CK-extension of the monomial $x_{0}^{k}$ we get

$$
\begin{aligned}
P_{k}^{n}(x) & =G C K\left[x_{0}^{k}\right] \\
& =\frac{k!}{(n+k-1)!} G C K \circ \partial_{x_{0}}^{n-1}\left[x_{0}^{n-1+k}\right] .
\end{aligned}
$$

Finally, using Theorem 7.3.3 we obtain

$$
\Delta^{\frac{n-1}{2}}\left(x^{n+k-1}\right)=\gamma_{n} \frac{(n+k-1)!}{(n-1)!k!} P_{k}^{n}(x) .
$$

Remark 9.2.2. The above result extends to arbitrary dimension those obtained for the quaternionic setting in [77]. Indeed, if we consider $n=3$ in (9.7) we get

$$
\begin{aligned}
\Delta\left(x^{k+2}\right) & =-\frac{2(k+2)!}{k!} P_{k}^{3}(x) \\
& =-2(k+2)(k+1) P_{k}^{3}(x)
\end{aligned}
$$

which is exactly the identity obtained in [77, Rem. 3.9].

Corollary 9.2.3. Let $x \in \mathbb{R}^{n+1}$ and $n \geq 3$ be a fixed odd number. Then

$$
\Delta^{\frac{n-1}{2}}\left(x^{m}\right)= \begin{cases}\gamma_{n} \frac{m!}{(n-1)!(m-n+1)!} P_{m+1-n}^{n}(x) & \text { if } \quad m>n-1, \\ \gamma_{n} & \text { if } \quad m=n-1, \\ 0 & \text { if } \quad m<n-1 .\end{cases}
$$

where $\gamma_{n}$ are defined in (7.47).
Proof. For the case $m>n-1$, it is enough to set $m:=n+k-1$ in formula (9.7).
For the second case we substitute $m=n-1$ in the first case and we obtain

$$
\Delta^{\frac{n-1}{2}}\left(x^{n-1}\right)=4^{\frac{n-1}{2}}(-1)^{\frac{n-1}{2}}\left(\frac{n-1}{2}\right)\left(\frac{n-1}{2}\right)!\left(\frac{n-3}{2}\right)!=\gamma_{n} .
$$

Finally, the case $m<n-1$ is trivial because the number of derivatives to perform is more than the degree of the monomial.

We can now give the following
Definition 9.2.4 ( $F$-kernel series). Let $s, x \in \mathbb{R}^{n+1}$. We define the left $F$-kernel series as

$$
\sum_{m=n-1}^{+\infty} \Delta^{\frac{n-1}{2}} x^{m} s^{-1-m}
$$

and the right $F$-kernel series as

$$
\sum_{m=n-1}^{+\infty} s^{-1-m} \Delta^{\frac{n-1}{2}} x^{m}
$$

Proposition 9.2.5. For $s, x \in \mathbb{R}^{n+1}$ with $|x|<|s|$, the $F$-kernel series converge.
Proof. By Corollary 9.2 .3 for $m \geq n-1$ and by formula (9.2) we get

$$
\begin{align*}
\left|\Delta^{\frac{n-1}{2}} x^{m}\right| & \left.=\left|\gamma_{n}\right| \frac{m!}{(n-1)!(m-n+1)!} P_{m+1-n}^{n}(x) \right\rvert\,  \tag{9.8}\\
& \leq\left|\gamma_{n}\right| \frac{m!}{(n-1)!(m-n+1)!} \sum_{\ell=0}^{m+1-n} T_{\ell}^{m+1-n}(n)|x|^{m+1-n}
\end{align*}
$$

### 9.2. The $F$-resolvent operators and the $F$-functional calculus

From formula 9.4 we know that

$$
\sum_{\ell=0}^{m+1-n} T_{\ell}^{m+1-n}(n)=1
$$

This implies that

$$
\sum_{m=n-1}^{+\infty}\left|\Delta^{\frac{n-1}{2}} x^{m} s^{-1-m}\right| \leq \frac{\left|\gamma_{n}\right|}{(n-1)!} \sum_{m=n-1}^{+\infty} \frac{m!}{(m-n+1)!}|x|^{m-n+1}|s|^{-1-m} .
$$

The last series converge, by the ratio test since $|x|<|s|$. Indeed

$$
\begin{aligned}
\lim _{m \rightarrow+\infty} \frac{(m+1)!}{(m-n+2)!} \frac{(m-n+1)!}{m!} \frac{|x|^{m-n+2}|s|^{-2-m}}{|x|^{m-n+1}|s|^{-1-m}} & =\lim _{m \rightarrow+\infty} \frac{(m+1)}{(m-n+2)}|x||s|^{-1} \\
& =|x||s|^{-1}<1
\end{aligned}
$$

The convergence of the right $F$-kernel series can be proved with similar computations.

Lemma 9.2.6. Let $x, s \in \mathbb{R}^{n+1}$. For $|x|<|s|$, we have

$$
F_{n}^{L}(s, x)=\sum_{m=0}^{+\infty} \Delta^{\frac{n-1}{2}} x^{m} s^{-1-m},
$$

and

$$
F_{n}^{R}(s, x)=\sum_{m=0}^{+\infty} s^{-1-m} \Delta^{\frac{n-1}{2}} x^{m} .
$$

Proof. We rewrite the left Cauchy kernel using the Taylor expansion

$$
S_{L}^{-1}(s, x)=\sum_{m=0}^{+\infty} x^{m} s^{-1-m},
$$

and by applying the Fueter-Sce map we get

$$
F_{n}^{L}(s, x)=\Delta^{\frac{n-1}{2}} S_{L}^{-1}(s, x)=\sum_{m=0}^{+\infty}\left(\Delta^{\frac{n-1}{2}} x^{m}\right) s^{-1-m}
$$

where we can exchange the sum and the Laplacian by Proposition 9.2.5. A similar reasoning holds for the right $F$-kernel series.

Proposition 9.2.7. Let $x, s \in \mathbb{R}^{n+1}$. Then, for $|x|<|s|$, we have

$$
\begin{equation*}
\sum_{m=n-1}^{+\infty} \Delta^{\frac{n-1}{2}} x^{m} s^{-1-m}=\gamma_{n}(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n+1}{2}} \tag{9.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{m=n-1}^{+\infty} s^{-1-m} \Delta^{\frac{n-1}{2}} x^{m}=\gamma_{n}\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n+1}{2}}(s-\bar{x}) . \tag{9.10}
\end{equation*}
$$

Proof. By Proposition 9.2 .5 and Theorem 9.2 we have that

$$
\begin{align*}
\sum_{m=n-1}^{+\infty} \Delta^{\frac{n-1}{2}} x^{m} s^{-1-m} & =\Delta^{\frac{n-1}{2}} \sum_{m=0}^{+\infty} x^{m} s^{-1-m}  \tag{9.11}\\
& =\Delta^{\frac{n-1}{2}} S_{L}^{-1}(s, x)=\gamma_{n}(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n+1}{2}}
\end{align*}
$$

and similarly we can prove 9.10 .
In order to state the following results we need to introduce the following notation

$$
\begin{equation*}
K_{\ell}(m, n):=\gamma_{n} \frac{\left(\frac{n+1}{2}\right)_{m+1-n-\ell}\left(\frac{n-1}{2}\right)_{\ell}}{\ell!(m-n+1-\ell)!} \tag{9.12}
\end{equation*}
$$

Definition 9.2.8 (Series expansions of the $F$-kernels). Let $x, s \in \mathbb{R}^{n+1}$. For $|x|<|s|$, we have

$$
F_{n}^{L}(s, x)=\sum_{m=n-1}^{+\infty} \sum_{\ell=0}^{m-n+1} K_{\ell}(m, n) x^{m+1-n-\ell} \bar{x}^{\ell} s^{-1-m}
$$

and

$$
F_{n}^{R}(s, x)=\sum_{m=n-1}^{+\infty} \sum_{\ell=0}^{m-n+1} K_{\ell}(m, n) s^{-1-m} x^{m+1-n-\ell} \bar{x}^{\ell}
$$

where $K_{\ell}(m, n)$ is defined in 9.12).
Now, we define the $F$-kernel operators by formally replacing the variable $x$ with the operator $T$ with commuting components.
Definition 9.2.9 ( $F$-kernel operators). Let $s \in \mathbb{R}^{n+1}$. For $\|T\|<|s|$, we define the left $F$-kernel operators as

$$
\sum_{m=n-1}^{+\infty} \sum_{\ell=0}^{m-n+1} K_{\ell}(m, n) T^{m+1-n-\ell} \bar{T}^{\ell} s^{-1-m}
$$
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and and the right $F$-kernel operators as

$$
\sum_{m=n-1}^{+\infty} \sum_{\ell=0}^{m-n+1} K_{\ell}(m, n) s^{-1-m} T^{m+1-n-\ell} \bar{T}^{\ell}
$$

where $K_{\ell}(m, n)$ is as in 9.12.
Theorem 9.2.10. Let $n$ be a fixed odd number. Then for $s \in \mathbb{R}^{n+1}$ and $\|T\|<|s|$, we have

$$
\sum_{m=n-1}^{+\infty} \sum_{\ell=0}^{m-n+1} K_{\ell}(m, n) T^{m+1-n-\ell} \bar{T}^{\ell} s^{-1-m}=\gamma_{n}(s \mathcal{I}-\bar{T})\left(s^{2} \mathcal{I}-(T+\bar{T}) s+T \bar{T}\right)^{-\frac{n+1}{2}}
$$

and

$$
\sum_{m=n-1}^{+\infty} \sum_{\ell=0}^{m-n+1} K_{\ell}(m, n) s^{-1-m} T^{m+1-n-\ell} \bar{T}^{\ell}=\gamma_{n}\left(s^{2} \mathcal{I}-(T+\bar{T}) s+T \bar{T}\right)^{-\frac{n+1}{2}}(s \mathcal{I}-\bar{T})
$$

where $K_{\ell}(m, n)$ is defined in (9.12) and the constants $\gamma_{n}$ are defined as in (7.47).

Proof. It follows by the previous results by replacing $x$ by the paravector operator $T$.

Remark 9.2.11. In the second form of the slice Cauchy kernels is involved the term $|x|^{2}=x \bar{x}=\bar{x} x$. For this identity it is necessary that the components of $x$ commute. This has implications when we formally replace the paravector $x$ with the operator $T$. These are the reasons why we require that in the $F$-functional calculus the components of $T$ have to commute.

Definition 9.2.12 ( $F$-resolvent operators). Let $T \in \mathcal{B C}(X)$. For $s \in$ $\rho_{S}(T)$, we define the left $F$-resolvent operator as

$$
F_{n}^{L}(s, T)=\gamma_{n}(s \mathcal{I}-\bar{T})\left(s^{2} \mathcal{I}-(T+\bar{T}) s+T \bar{T}\right)^{-\frac{n+1}{2}},
$$

and the right $F$-resolvent operator as

$$
F_{n}^{R}(s, T)=\gamma_{n}\left(s^{2} \mathcal{I}-(T+\bar{T}) s+T \bar{T}\right)^{-\frac{n+1}{2}}(s \mathcal{I}-\bar{T}) .
$$

By Proposition 7.4.2 we get the following result.
Lemma 9.2.13. Let $T \in \mathcal{B C}\left(V_{n}\right)$ we have

- The left $F$-resolvent operator is a $\mathcal{B}\left(V_{n}\right)$-valued right slice hyperholomorphic of the variable s on $\rho_{S}(T)$.
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- The right $F$-resolvent operator is a $\mathcal{B}\left(V_{n}\right)$-valued left slice hyperholomorphic of the variable s on $\rho_{S}(T)$.

Now, we have all the tools to give the definition for the $F$-functional calculus.

Definition 9.2.14 (The $F$-functional calculus for bounded operators). Let $n$ be an odd number, let $T \in \mathcal{B C}\left(V_{n}\right)$, assume that the operators $T_{\ell}, \ell=$ $1, . ., n$ have real spectrum and set $d s_{J}=d s / J$. For any function $f \in$ $\mathcal{S} \mathcal{R}_{L}\left(\sigma_{S}(T)\right)$, we define

$$
\begin{equation*}
\breve{f}(T):=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} F_{n}^{L}(s, T) d s_{J} f(s) . \tag{9.13}
\end{equation*}
$$

For any $f \in \mathcal{S R}_{R}\left(\sigma_{S}(T)\right)$, we define

$$
\begin{equation*}
\breve{f}(T):=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} F_{n}^{R}(s, T), \tag{9.14}
\end{equation*}
$$

where $J \in \mathbb{S}^{n-1}$ and $U$ is a slice Cauchy domain $U$.
Theorem 9.2.15. The F-functional calculus is well defined, that is, the integrals in (9.13) and (9.14) depend neither on the imaginary unit $J \in$ $\mathbb{S}^{n-1}$ nor on the slice Cauchy domain $U$.

Proof. We will show only the case $\breve{f}=\Delta^{\frac{n-1}{2}} f$, with $f \in \mathcal{S} \mathcal{H}_{L}\left(\sigma_{S}(T)\right)$. The other case follows by similar computations.

The independence from the set $U$ follows by the Cauchy integral theorem (see Theorem 3.1.19) and from the facts that the function $f$ is left slice hyperholomorphic and $F_{n}^{L}(s, T)$ is right slice hyperholomorphic in the variable $s$.

To show the independence from the imaginary unit, we consider two imaginary units $J, I \in \mathbb{S}^{n-1}$ with $J \neq I$ and two bounded slice Caichy domains $U_{p}, U_{s}$ with $\sigma_{S}(U) \subset U_{p}, \bar{U}_{p} \subset U_{s}$ and $\bar{U}_{s} \subset \operatorname{dom}(f)$. Then every $s \in \partial\left(U \cap \mathbb{C}_{J}\right)$ belongs to the unbounded slice Cauchy domain $\mathbb{R}^{n+1} \backslash U_{p}$. Since $\lim _{p \rightarrow \infty} F_{n}^{L}(s, p)=0$, by the slice hyperholomorphic Cauchy kernel we have

$$
\begin{aligned}
F_{n}^{L}(s, T) & =\frac{1}{2 \pi} \int_{\partial\left(\left(\mathbb{R}^{n+1} \backslash U_{p}\right) \cap \mathbb{C}_{I}\right)} F_{n}^{L}(s, T) d p_{I} S_{R}^{-1}(p, s) \\
& =\frac{1}{2 \pi} \int_{\partial\left(U_{p} \cap \mathbb{C}_{I}\right)} F_{n}^{L}(s, T) d p_{I} S_{L}^{-1}(s, p),
\end{aligned}
$$

where the last identity holds because $\partial\left(\left(\mathbb{R}^{n+1} \backslash U_{p}\right) \cap \mathbb{C}_{I}\right)=-\partial\left(U_{p} \cap \mathbb{C}_{I}\right)$ and $S_{R}^{-1}(p, s)=-S_{L}^{-1}(s, p)$. Thus

$$
\begin{aligned}
\breve{f}(T) & =\frac{1}{2 \pi} \int_{\partial\left(U_{s} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(s, T) d s_{J} f(s) \\
& =\frac{1}{2 \pi} \int_{\partial\left(U_{s} \cap \mathbb{C}_{J}\right)}\left(\frac{1}{2 \pi} \int_{\partial\left(U_{p} \cap \mathbb{C}_{I}\right)} F_{n}^{L}(s, T) d p_{I} S_{L}^{-1}(s, p)\right) d s_{J} f(s) .
\end{aligned}
$$

Since the integrand is continuous and the path of integration is bounded, we can exchange the order of integration by Fubini's theorem. Thus we get

$$
\begin{aligned}
\breve{f}(T) & =\frac{1}{2 \pi} \int_{\partial\left(U_{p} \cap \mathbb{C}_{I}\right)} F_{n}^{L}(p, T)\left(\frac{1}{2 \pi} \int_{\partial\left(U_{s} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(s, p) d s_{J} f(s)\right) \\
& =\frac{1}{2 \pi} \int_{\partial\left(U_{s} \cap \mathbb{C}_{I}\right)} F_{n}^{L}(p, T) d p_{I} f(p) .
\end{aligned}
$$

Now, we define the kernel of the Fueter-Sce map as

$$
\operatorname{ker}\left(\Delta^{\frac{n-1}{2}}\right):=\left\{f \in \mathcal{S H}_{L}(\Omega), \quad \Delta^{\frac{n-1}{2}} f(x)=0\right\}
$$

where the set $\Omega$ is an axially symmetric slice domain in $\mathbb{R}^{n+1}$. A similar definition for right slice hyperholomorphic functions is possible.

Lemma 9.2.16. Let $n$ be a fixed odd number. Let $\Omega$ be an axially symmetric slice domain on $\mathbb{R}^{n+1}$. Then, a slice hyperholomorphic function $f$ belongs to $\operatorname{ker}\left(\Delta^{\frac{n-1}{2}}\right)$ if and only if $f$ it is a polynomial $\mathbb{R}_{n}$-valued of degree $n-2$ in the variable $x$.

$$
\begin{equation*}
f(x)=\sum_{k=0}^{n-2} x^{k} \alpha_{k}, \quad \forall x \in \Omega . \tag{9.15}
\end{equation*}
$$

Proof. Let us assume that the function $f$ is left slice hyperholomorphic. By Theorem 7.3.3 we have that $\Delta^{\frac{n-1}{2}} f=0$ if and only if

$$
G C K\left[f^{(n-1)}\left(x_{0}\right)\right]=0 .
$$

This holds if and only if

$$
f^{(n-1)}\left(x_{0}\right)=0 .
$$

Finally, since $f$ is defined in a piecewise connected open set $\mathbb{R}$, it can be uniquely extended to a holomorphic function to a connected set in $\mathbb{R}^{2}$. Thus
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$f$ is a polynomial of degree at most $n-2$, i.e.

$$
f(x)=\sum_{k=0}^{n-2} x^{k} \alpha_{k}, \quad\left\{\alpha_{k}\right\}_{0 \leq k \leq n-2} \subset \mathbb{R}_{n}
$$

Theorem 9.2.17. Let $U$ be an arbitrary bounded connected slice Cauchy domain. Let us suppose that $f, g \in \mathcal{S H}_{L}(U)$ and $\breve{f}=\Delta^{\frac{n-1}{2}} f=\Delta^{\frac{n-1}{2}} g=$ $\breve{g}$ with $f \neq g$. Then $\breve{f}(T)=\breve{g}(T)$.

Proof. The function $f-g$ is left slice hyperholomorphic and belongs to the kernel of the Fueter-Sce map. Thus by Lemma 9.2.16 we have

$$
f(s)-g(s)=\sum_{k=0}^{n-2} s^{k} \alpha_{k}, \quad \alpha_{k} \in \mathbb{R}_{n} .
$$

From the definition of the $F$-functional calculus we have that

$$
\begin{aligned}
\breve{f}(T)-\breve{g}(T) & =\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} F_{n}^{L}(s, T) d s_{J}(f(s)-g(s)) \\
& =\frac{1}{2 \pi} \sum_{k=0}^{n-2} \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} F_{n}^{L}(s, T) d s_{J} s^{k} \alpha_{k},
\end{aligned}
$$

we change the domain of integration to the ball $B_{r}(0)$ with $\|T\|<r$ by the Cauchy's integral theorem and the slice hyperholomorphicity of $F_{n}^{L}(s, T)$ in $s$. By Theorem 9.2.10 and by the Cauchy's integral theorem we get

$$
\begin{aligned}
\breve{f}(T)-\breve{g}(T)= & \frac{1}{2 \pi} \sum_{k=0}^{n-2} \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} \sum_{m=n-1}^{+\infty} \sum_{\ell=0}^{m-n+1} K_{\ell}(m, n) T^{m+1-n-\ell} \bar{T}^{\ell} \\
& d s_{J} s^{k-1-m} \alpha_{k} \\
= & \frac{1}{2 \pi} \sum_{k=0}^{n-2} \sum_{m=n-1}^{+\infty} \sum_{\ell=0}^{m-n+1} K_{\ell}(m, n) T^{m+1-n-\ell} \bar{T}^{\ell} \\
& \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} s^{k-1-m} d s_{J} \alpha_{k} \\
= & 0 .
\end{aligned}
$$

Now we want to show Theorem 9.2 .17 for the case in which the set $U$ is disconnected. In order to show this result we need the following result, which is based on the monogenic functional calculus of McIntosh and collaborators, see [99, 101, 108, 112].

Lemma 9.2.18. Let $T \in \mathcal{B C}\left(V_{n}\right)$. Suppose that $G$ contains just some points of the $S$-spectrum of $T$ and assume that the closed smooth curve $\partial\left(G \cap \mathbb{C}_{J}\right)$ belongs to the $F$-resolvent set of $T$, for every $I \in \mathbb{S}^{n-1}$. Then

$$
\begin{aligned}
& \int_{\partial\left(G \cap \mathbb{C}_{J}\right)} s^{m} d s_{J} F_{n}^{R}(s, T)=0, \\
& \int_{\partial\left(G \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{I} p^{m}=0,
\end{aligned}
$$

for all $m \leq n-2$.
Proof. Since $\Delta^{\frac{n-1}{2}} x^{m}=0$, if $m \leq n-2$, we have that

$$
\begin{aligned}
& \int_{\partial\left(G \cap \mathbb{C}_{J}\right)} s^{m} d s_{J} F_{n}^{R}(s, x)=0 \\
& \int_{\partial\left(G \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, x) d p_{I} p^{m}=0,
\end{aligned}
$$

for $m \leq n-2$ and for all $x$ such that $x \notin[s]$ if $s \in \partial\left(G \cap \mathbb{C}_{J}\right)$ (respectively, for all $x$ such that $x \notin[p]$ if $\left.p \in \partial\left(G \cap \mathbb{C}_{J}\right)\right)$. We recall that $F_{n}^{L}(p, x)$ is left monogenic in $x$ for every $p$, such that $x \notin[p]$. Therefore we can use the definition of the monogenic functional calculus

$$
F_{n}^{L}(p, T)=\int_{\partial \Omega} \mathcal{G}_{\omega}(T) \mathbf{n}(\omega) F_{n}^{L}(p, \omega) d \mu(\omega),
$$

where the open set $\Omega$ contains the monogenic spectrum of $T, \mathcal{G}_{\omega}(T)$ is the monogenic resolvent operator, $\mathbf{n}(\omega)$ is the unit normal vector to $\partial \Omega$ and $d \mu(\omega)$ is the surface element. From the Fubini's theorem it follows that

$$
\begin{aligned}
\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{I} p^{n} & =\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} \int_{\partial \Omega}\left(\mathcal{G}_{\omega}(T) \mathbf{n}(\omega) F_{n}^{L}(p, \omega) d \mu(\omega)\right) p^{n} d p_{J} \\
& =\int_{\partial \Omega} \mathcal{G}_{\omega}(T) \mathbf{n}(\omega)\left(\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} F_{n}^{L}(s, x) p^{n} d p_{J}\right) d \mu(\omega) \\
& =0
\end{aligned}
$$

which concludes the proof.

Theorem 9.2.19. Let $U$ be an arbitrary bounded slice Cauchy domain.Let $T=T_{1} e_{1}+T_{2} e_{2}+T_{3} e_{3}$ Let us suppose that $f, g \in \mathcal{S H}_{L}(U)$ and $\breve{f}=$ $\Delta^{\frac{n-1}{2}} f=\Delta^{\frac{n-1}{2}} g=\breve{g}$ with $f \neq g$. Then $\breve{f}(T)=\breve{g}(T)$.

Proof. If the set $U$ is connected the result follows by Theorem 9.2.17. If $U$ is not connected we can write

$$
f(s)-g(s)=\sum_{k=0}^{n-2} \sum_{r=1}^{n} \chi_{U_{r}}(s) s^{k} \alpha_{k},
$$

where $U_{r}, r=1, \ldots, n$ are the connected components of $U$ and $\chi_{U_{r}}$ is the characteristic function of $U_{r}$. Hence we have

$$
\breve{f}(T)-\breve{g}(T)=\frac{1}{2 \pi} \sum_{k=0}^{n-2} \sum_{r=1}^{n} \int_{\partial\left(U_{r} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(s, T) d s_{J} s^{k} \alpha_{k} .
$$

By Lemma 9.2.18 we obtain that

$$
\breve{f}(T)-\breve{g}(T)=0 \text {. }
$$

Remark 9.2.20. In the above proof we cannot perform computations as in Theorem 9.2 .17 because the set $\mathbb{R}^{n+1} \backslash U_{r}$ contains part of the $S$-spectrum of $T$ and thus $F_{L}^{n}(s, T)$ is not slice hyperholomorphic in that set.

Now, we show some algebraic properties of the $F$-functional calculus.
Proposition 9.2.21. Let $n$ be a fixed odd number. Let $T \in \mathcal{B C}^{0,1}\left(V_{n}\right)$ be such that $T=\sum_{i=1}^{n} T_{i} e_{i}$, and assume that the operators $T_{i}, 1 \leq i \leq n$ have real spectrum.

- If $\breve{f}=\Delta^{\frac{n-1}{2}} f$ and $\breve{g}=\Delta^{\frac{n-1}{2}} g$ with $f, g \in \mathcal{S H}_{L}\left(\sigma_{S}(T)\right)$ and $a \in \mathbb{R}_{n}$, then

$$
(\breve{f} a+\breve{g})(T)=\breve{f}(T) a+\breve{g}(T) .
$$

- If $\breve{f}=\Delta^{\frac{n-1}{2}} f$ and $\breve{g}=\Delta^{\frac{n-1}{2}} g$ with $f, g \in \mathcal{S H}_{R}\left(\sigma_{S}(T)\right)$ and $a \in \mathbb{R}_{n}$, then

$$
(a \breve{f}+\breve{g})(T)=\breve{f}(T) a+\breve{g}(T) .
$$

Proof. It follows by the linearity of the integrals in Definition 9.2.14.
Proposition 9.2.22. Let $n$ be a fixed odd number. Let $T \in \mathcal{B C}^{0,1}\left(V_{n}\right)$ be such that $T=\sum_{i=1}^{n} T_{i} e_{i}$, and assume that the operators $T_{i}, 1 \leq i \leq n$ have real spectrum.

1) Let $\breve{f}=\Delta^{\frac{n-1}{2}} f$ with $f \in \mathcal{S H}_{L}\left(\sigma_{S}(T)\right)$ and assume that $f(x)=$ $\sum_{\ell=0}^{\infty} x^{\ell} a_{\ell}$ with $a_{\ell} \in \mathbb{R}_{n}$, where the series converges on a ball $B_{r}(0)$ with $\sigma_{S}(T) \subset B_{r}(0)$. Then

$$
\breve{f}(T)=\left(\sum_{r=0}^{m-n+1} K_{r}(m, n)(-1)^{r}\right) \sum_{\ell=n-1}^{\infty} T^{\ell+1-n} a_{\ell}
$$

where $K_{r}(m, n)$ is defined in 9.12.
2) Let $\breve{f}=\Delta^{\frac{n-1}{2}} f$ with $f \in \mathcal{S} \mathcal{H}_{R}\left(\sigma_{S}(T)\right)$ and assume that $f(x)=$ $\sum_{\ell=0}^{\infty} x^{\ell} a_{\ell}$ with $a_{\ell} \in \mathbb{R}_{n}$, where the series converges on a ball $B_{r}(0)$ with $\sigma_{S}(T) \subset B_{r}(0)$. Then

$$
\breve{f}(T)=\left(\sum_{r=0}^{m-n+1} K_{r}(m, n)(-1)^{r}\right) \sum_{\ell=n-1}^{\infty} a_{\ell} T^{\ell+1-n} .
$$

Proof. We will show only the first point because the second point can be proved by similar arguments. We consider an imaginary unit $J \in \mathbb{S}^{n-1}$ and a radius $0<R<r$ such that $\sigma_{S}(T) \subset B_{R}(0)$. Since the expansion in series of $f$ converges uniformly on $\partial\left(B_{R}(0) \cap \mathbb{C}_{J}\right)$ we have

$$
\begin{aligned}
\breve{f}(T) & =\frac{1}{2 \pi} \int_{\partial\left(B_{R}(0) \cap \mathbb{C}_{J}\right)} F_{n}^{L}(s, T) d s_{J} \sum_{\ell=0}^{\infty} s^{\ell} a_{\ell} \\
& =\frac{1}{2 \pi} \int_{\partial\left(B_{R}(0) \cap \mathbb{C}_{J}\right)} F_{n}^{L}(s, T) d s_{J} s^{\ell} a_{\ell} .
\end{aligned}
$$

By Theorem 9.2 .10 and from the fact that $T_{0}=0$ we have

$$
F_{n}^{L}(s, T)=\left(\sum_{\ell=0}^{m-n+1} K_{r}(m, n)(-1)^{r}\right) \sum_{m=n-1}^{+\infty} T^{m+1-n} s^{-1-m}
$$
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Therefore we get

$$
\begin{aligned}
\breve{f}(T)= & \frac{\left(\sum_{\ell=0}^{m-n+1} K_{r}(m, n)(-1)^{r}\right)}{2 \pi} \sum_{\ell=0}^{\infty} \int_{\partial\left(B_{R}(0) \cap \mathbb{C}_{J}\right)} \sum_{m=n-1}^{\infty} T^{m+1-n} s^{-1-m} \\
= & \frac{\left(\sum_{\ell=0}^{m-n+1} K_{r}(m, n)(-1)^{r}\right)}{2 \pi} \sum_{\ell=0}^{\infty} \sum_{m=n-1}^{\infty} T^{m+1-n} \int_{\partial\left(B_{R}(0) \cap \mathbb{C}_{J}\right)} s^{-1-m} \\
& d s_{J} s^{\ell} a_{\ell} \\
= & \left(\sum_{r=0}^{m-n+1} K_{r}(m, n)(-1)^{r}\right) \sum_{\ell=n-1}^{\infty} T^{\ell+1-n} a_{\ell} .
\end{aligned}
$$

To state the next result we need the following notations

$$
\mathcal{M}_{m}^{L}(T, \bar{T}):=\sum_{m=n-1}^{+\infty} \sum_{\ell=0}^{m-n+1} K_{\ell}(m, n) T^{m+1-n-\ell} \bar{T}^{\ell}
$$

and

$$
\mathcal{M}_{m}^{R}(T, \bar{T}):=\sum_{m=n-1}^{+\infty} \sum_{\ell=0}^{m-n+1} K_{\ell}(m, n) T^{m+1-n-\ell} \bar{T}^{\ell}
$$

where $K_{\ell}(m, n)$ is defined in (9.12).
Theorem 9.2.23. Let $n$ be a fixed odd number. Let $T \in \mathcal{B C}^{0,1}\left(V_{n}\right)$ and $k \geq$ $n-1$. Let $U \subset \mathbb{R}^{n+1}$ be a bounded slice Cauchy domain with $\sigma_{S}(T) \subset U$. For every imaginary unit $J \in \mathbb{S}^{n-1}$, we have

$$
\begin{equation*}
\mathcal{M}_{k}^{L}(T, \bar{T})=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} F_{n}^{L}(s, T) d s_{J} s^{k} \tag{9.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{M}_{k}^{R}(T, \bar{T})=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} s^{k} d s_{J} F_{n}^{R}(s, T) . \tag{9.17}
\end{equation*}
$$

Proof. We will prove only formula (9.16, since the equality (9.17) can be proved with similar arguments. By Theorem 9.2 .10 and by the Cauchy
integral theorem we get

$$
\begin{aligned}
& \frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} F_{n}^{L}(s, T) d s_{J} s^{m} \\
& =\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \sum_{m=n-1}^{+\infty} \sum_{\ell=0}^{m-n+1} K_{\ell}(m, n) T^{m+1-n-\ell} \bar{T}^{\ell} s^{-1-m} d s_{J} s^{k} \\
& =\sum_{m=n-1}^{+\infty} \sum_{\ell=0}^{m-n+1} K_{\ell}(m, n) T^{m+1-n-\ell} \bar{T}^{\ell}\left(\frac{1}{2 \pi} \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} s^{-1-m+k} d s_{J}\right) \\
& =\mathcal{M}_{k}^{L}(T, \bar{T}) .
\end{aligned}
$$

### 9.3 The $F$-resolvent equation for $n=5$ and for $n=7$

The $F$-resolvent equation has further differences with respect to the complex resolvent equation and with respect to the $S$-resolvent equation. This is a consequence of the fact that the $F$-functional calculus is based on an integral transform and not on a Cauchy formula.

The $F$-resolvent equation for $n=3$ is known since some years and it coincides with the quaternionic $F$-resolvent equation. Precisely it is (see [41])

$$
\begin{aligned}
& F_{3}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{3}^{L}(p, T) \\
& -\frac{1}{4}\left(s F_{3}^{R}(s, T) F_{3}^{L}(p, T) p-s F_{3}^{R}(s, T) T F_{3}^{L}(p, T)-F_{3}^{R}(s, T) T F_{3}^{L}(p, T) p\right. \\
& \left.+F_{3}^{R}(s, T) T^{2} F_{3}^{L}(p, T)\right)=\left[\left(F_{3}^{R}(s, T)-F_{3}^{L}(p, T)\right) p-\bar{s}\left(F_{3}^{R}(s, T)-F_{3}^{L}(p, T)\right)\right] . \\
& \left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} .
\end{aligned}
$$

for $T \in \mathcal{B C}\left(V_{3}\right)$ and for any $p, s \in \rho_{S}(T)$, with $s \notin[p]$. The equation is written just in terms of $S$-resolvent operators and of $F$-resolvent operators. The case of general $n$ (odd number) is not so simple, and its existence has been an open problem for some years.

In order to explain how to obtain it in the general case we treat separately the cases $n=5$ and $n=7$. In the case $n=5$ it is clear that the equation can be written in a quite reasonable way in terms of the $F$-resolvent operators. But starting from $n=7$ this choice cannot be made anymore because it leads to an equation that is ways too complicated. This is the reason for which we cannot replace the pseudo $S$-resolvent operators. In the sequel will be fundamental the following result.
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Theorem 9.3.1 (The left and right $F$-resolvent equations). Let $n$ be an odd number and let $T \in \mathcal{B}^{0,1}\left(V_{n}\right)$. Let $s \in \rho_{S}(T)$. Then the $F$-resolvent operators satisfy the equations

$$
\begin{equation*}
F_{n}^{L}(s, T) s-T F_{n}^{L}(s, T)=\gamma_{n} \mathcal{Q}_{c, s}(T)^{-\frac{n-1}{2}} \tag{9.18}
\end{equation*}
$$

and

$$
\begin{equation*}
s F_{n}^{R}(s, T)-F_{n}^{R}(s, T) T=\gamma_{n} \mathcal{Q}_{c, s}(T)^{-\frac{n-1}{2}}, \tag{9.19}
\end{equation*}
$$

where the constants $\gamma_{n}$ are given by (7.47).
Proof. We prove the relation (9.18), since (9.19) follows by similar arguments. Thus we have

$$
F_{n}^{L}(s, T) s=\gamma_{n}(s \mathcal{I}-\bar{T}) s \mathcal{Q}_{c, s}^{-\frac{n+1}{2}}(T),
$$

and

$$
T F_{n}^{L}(s, T)=\gamma_{n}(T s-T \bar{T}) \mathcal{Q}_{c, s}^{-\frac{n+1}{2}}(T) .
$$

By making the difference, we obtain

$$
\begin{aligned}
F_{n}^{L}(s, T) s-T F_{n}^{L}(s, T) & =\gamma_{n}\left(s^{2} \mathcal{I}-s(T+\bar{T})+T \bar{T}\right) \mathcal{Q}_{c, s}^{-\frac{n+1}{2}}(T) \\
& =\gamma_{n} \mathcal{Q}_{c, s}(T)^{-\frac{n-1}{2}}
\end{aligned}
$$

### 9.3.1 The $F$-resolvent equation for $n=5$

In this case we show the $F$-resolvent equation establishes a link between the difference $F_{5}^{R}(s, T)-F_{5}^{L}(p, T)$, the slice Cauchy kernel and suitable bounded operators.

To prove the $F$ resolvent equation we need the following technical result involving the pseudo $S$-resolvent operators.

Lemma 9.3.2 (The $F$ - resolvent equation for $n=5$, with the pseudo $S$-resolvent operators). Let $T \in \mathcal{B C}^{0,1}\left(V_{5}\right)$. Then for $p, s \in \rho_{S}(T)$ the following equation holds

$$
\begin{align*}
& F_{5}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{5}^{L}(p, T)  \tag{9.20}\\
& +\gamma_{5} \mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T) \\
& +\gamma_{5}\left[\mathcal{Q}_{c, s}^{-2}(T) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{s}^{-1}(T) \mathcal{Q}_{c, p}^{-2}(T)\right] \\
& =\left\{\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right] p-\bar{s}\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1}
\end{align*}
$$

where $\gamma_{5}$ is given by (7.47) for $n=5$.

Proof. Let us start by left multiplying the S-resolvent equation (3.9) by $\gamma_{5} \mathcal{Q}_{c, s}^{-2}(T)$ so that we get

$$
\begin{align*}
F_{5}^{R}(s, T) S_{L}^{-1}(p, T)= & \left\{\left[F_{5}^{R}(s, T)-\gamma_{5} \mathcal{Q}_{c, s}^{-2}(T) S_{L}^{-1}(p, T)\right] p-\right. \\
& \left.\bar{s}\left[F_{5}^{R}(s, T)-\gamma_{5} \mathcal{Q}_{c, s}^{-2}(T) S_{L}^{-1}(p, T)\right]\right\} \\
& \left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} . \tag{9.21}
\end{align*}
$$

Now, we multiply the S-resolvent equation on the right by $\gamma_{5} \mathcal{Q}_{c, p}^{-2}(T)$ and we obtain

$$
\begin{align*}
S_{R}^{-1}(s, T) F_{5}^{L}(p, T)= & \left\{\left[\gamma_{5} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-2}(T)-F_{5}^{L}(p, T)\right] p\right. \\
& \left.-\bar{s}\left[\gamma_{5} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-2}(T)-F_{5}^{L}(p, T)\right]\right\} \\
& \cdot\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} . \tag{9.22}
\end{align*}
$$

We multiply the S-resolvent equation on the left by $\mathcal{Q}_{c, s}^{-1}(T)$ and on the right by $\mathcal{Q}_{c, p}^{-1}(T)$, we get

$$
\begin{align*}
& \mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)=\left\{\left[\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-1}(T)\right.\right. \\
& \left.-\mathcal{Q}_{c, s}^{-1}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)\right] p-\bar{s}\left[\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-1}(T)\right.  \tag{9.23}\\
& \left.\left.-\mathcal{Q}_{c, s}^{-1}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} .
\end{align*}
$$

Now, we sum (9.21), (9.22) and (9.23) multiplied by $\gamma_{5}$ to get

$$
\begin{gathered}
F_{5}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{5}^{L}(p, T)+ \\
\gamma_{5} \mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(s, T) \mathcal{Q}_{c, p}^{-1}(T)=\left\{\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right] p\right. \\
\left.-\bar{s}\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1}+\left\{\left[\gamma_{5} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-2}(T)\right.\right. \\
\left.-\gamma_{5} \mathcal{Q}_{c, s}^{-1}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)-\gamma_{5} \mathcal{Q}_{c, s}^{-2}(T) S_{L}^{-1}(p, T)+\gamma_{5} \mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-1}(T)\right] p \\
-\bar{s}\left[\gamma_{5} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-2}(T)-\gamma_{5} \mathcal{Q}_{c, s}^{-1}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)-\gamma_{5} \mathcal{Q}_{c, s}^{-2}(T) S_{L}^{-1}(p, T)\right. \\
\left.\left.+\gamma_{5} \mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-1}(T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1}
\end{gathered}
$$

Finally, we verify that

$$
\begin{aligned}
& \left\{\left[\gamma_{5} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-2}(T)-\gamma_{5} \mathcal{Q}_{c, s}^{-1}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)-\gamma_{5} \mathcal{Q}_{c, s}^{-2}(T) S_{L}^{-1}(p, T)\right.\right. \\
& \left.+\gamma_{5} \mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-1}(T)\right] p-\bar{s}\left[\gamma_{5} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-2}(T)\right. \\
& -\gamma_{5} \mathcal{Q}_{c, s}^{-1}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)-\gamma_{5} \mathcal{Q}_{c, s}^{-2}(T) S_{L}^{-1}(p, T) \\
& \left.\left.+\gamma_{5} \mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-1}(T)\right]\right\} \cdot\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1}
\end{aligned}
$$
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$$
=-\gamma_{5}\left[\mathcal{Q}_{c, s}^{-2}(T) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-1}(T) \mathcal{Q}_{c, p}^{-2}(T)\right]
$$

Now observe that by the definitions of the S-resolvent operators we have

$$
\begin{aligned}
& \gamma_{5}\left(S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-2}(T)-\mathcal{Q}_{c, s}^{-1}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)-\mathcal{Q}_{c, s}^{-2}(T) S_{L}^{-1}(p, T)\right. \\
& \left.+\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-1}(T)\right)=\gamma_{5}\left(\mathcal{Q}_{c, s}^{-1}(T)(s \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-2}(T)\right. \\
& -\mathcal{Q}_{c, s}^{-1}(T)(p \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-2}(T)-\mathcal{Q}_{c, s}^{-2}(T)(p \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-1}(T)+ \\
& \left.+\mathcal{Q}_{c, s}^{-2}(T)(s \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-1}(T)\right)=\gamma_{5}\left[\mathcal{Q}_{c, s}^{-1}(T)(s-p) \mathcal{Q}_{c, p}^{-2}(T)\right. \\
& \left.+\mathcal{Q}_{c, s}^{-2}(T)(s-p) \mathcal{Q}_{c, p}^{-1}(T)\right],
\end{aligned}
$$

and this implies that

$$
\begin{aligned}
& \left\{\left[\gamma_{5} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-2}(T)-\gamma_{5} \mathcal{Q}_{c, s}^{-1}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}-\gamma_{5} \mathcal{Q}_{c, s}^{-2}(T) S_{L}^{-1}(p, T)\right.\right. \\
& \left.+\gamma_{5} \mathcal{Q}_{c, s}^{-2}(T) S_{L}^{-1}(p, T)+\gamma_{5} \mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-1}(T)\right] p \\
& -\bar{s}\left[\gamma_{5} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-2}(T)-\gamma_{5} \mathcal{Q}_{c, s}^{-1}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)\right. \\
& \left.\left.+\gamma_{5} \mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-1}(T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} \\
& =\gamma_{5}\left\{\left[\mathcal{Q}_{c, s}^{-1}(T)(s-p) \mathcal{Q}_{c, p}^{-2}(T)+\mathcal{Q}_{c, s}^{-2}(T)(s-p) \mathcal{Q}_{c, p}^{-1}(T)\right] p\right. \\
& \left.-\bar{s}\left[\mathcal{Q}_{c, s}^{-1}(T)(s-p) \mathcal{Q}_{c, p}^{-2}(T)+\mathcal{Q}_{c, s}^{-2}(T)(s-p) \mathcal{Q}_{c, p}^{-1}(T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} \\
& =\gamma_{5}\left\{\left[\mathcal{Q}_{c, s}^{-1}(T)\left(s p-p^{2}\right) \mathcal{Q}_{c, p}^{-2}(T)+\mathcal{Q}_{c, s}^{-2}(T)\left(s p-p^{2}\right) \mathcal{Q}_{c, p}^{-1}(T)\right]\right. \\
& \left.-\left[\mathcal{Q}_{c, s}^{-1}(T)(\bar{s} s-\bar{s} p) \mathcal{Q}_{c, p}^{-2}(T)+\mathcal{Q}_{c, s}^{-2}(T)(\bar{s} s-\bar{s} p) \mathcal{Q}_{c, p}^{-1}(T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} \\
& =\gamma_{5}\left[\mathcal{Q}_{c, s}^{-2}(T)\left(s p-p^{2}-\bar{s} s+\bar{s} p\right) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-1}(T) .\right. \\
& \left.\left(s p-p^{2}-s \bar{s}+\bar{s} p\right) \mathcal{Q}_{c, p}^{-2}(T)\right]\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} \\
& =-\gamma_{5}\left[\mathcal{Q}_{c, s}^{-2}(T)\left(p^{2}-2 s_{0} p+|s|^{2}\right) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-1}(T) .\right. \\
& \left.\left(p^{2}-2 s_{0} p+|s|^{2}\right) \mathcal{Q}_{c, p}^{-2}(T)\right]\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} \\
& =-\gamma_{5}\left[\mathcal{Q}_{c, s}^{-2}(T) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-1}(T) \mathcal{Q}_{c, p}^{-2}(T)\right] .
\end{aligned}
$$

Using the above preliminary lemma and the relations between the pseudo $S$-resolvent operators and the $F$-resolvent operators, we obtain for $n=5$ the $F$-resolvent equation. This equation has strong similarities with the case $n=3$.

Theorem 9.3.3 (The $F$ - resolvent equation for $n=5$ ). Let $T \in \mathcal{B C}^{0,1}\left(V_{5}\right)$.
Then, for $p, s \in \rho_{S}(T)$, the following equation holds

$$
F_{5}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{5}^{L}(p, T)+\gamma_{5}^{-1}\left(s^{2} F_{5}^{R}(s, T) F_{5}^{L}(p, T) p^{2}\right.
$$

$$
\begin{aligned}
& -3 s^{2} F_{5}^{R}(s, T) T F_{5}^{L}(p, T) p-3 s F_{5}^{R}(s, T) T F_{5}^{L}(p, T) p^{2} \\
& +3 s F_{5}^{R}(s, T) T^{2} F_{5}^{L}(p, T) p-2 s F_{5}^{R}(s, T)|T|^{2} T F_{5}^{L}(p, T) \\
& +2 s F_{5}^{R}(s, T)|T|^{2} F_{5}^{L}(p, T) p-2 F_{5}^{R}(s, T)|T|^{2} T F_{5}^{L}(p, T) p+ \\
& s F_{5}^{R}(s, T) \bar{T}^{2} F_{5}^{L}(p, T) p-s F_{5}^{R}(s, T)|T|^{2} \bar{T} F_{5}^{L}(p, T) \\
& -F_{5}^{R}(s, T)|T|^{2} \bar{T} F_{5}^{L}(p, T) p+F_{5}^{R}(s, T)|T|^{4} F_{5}^{L}(p, T) \\
& +s F_{5}^{R}(s, T) F_{5}^{L}(p, T) p^{3}-F_{5}^{R}(s, T) T F_{5}^{L}(p, T) p^{3} \\
& +2 F_{5}^{R}(s, T) T^{2} F_{5}^{L}(p, T) p^{2}-F_{5}^{R}(s, T) T^{3} F_{5}^{L}(p, T) p \\
& +2 F_{5}^{R}(s, T) T^{2}|T|^{2} F_{5}^{L}(p, T)+s^{3} F_{5}^{R}(s, T) F_{5}^{L}(p, T) p \\
& \left.-s^{3} F_{5}^{R}(s, T) T F_{5}^{L}(p, T)+2 s^{2} F_{5}^{R}(s, T) T^{2} F_{5}^{L}(p, T)-s F_{5}^{R}(s, T) T^{3} F_{5}^{L}(p, T)\right) \\
& =\left\{\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right] p-\bar{s}\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1},
\end{aligned}
$$

where we have set for the sake of simplicity

$$
|T|^{2}=\bar{T} T
$$

Proof. Firstly we remark that

$$
\begin{aligned}
& \gamma_{5} \mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T) \\
& =\gamma_{5} \mathcal{Q}_{c, s}^{-2}(T)(s \mathcal{I}-\bar{T})(p \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-2}(T) \\
& =\gamma_{5} \mathcal{Q}_{c, s}^{-2}(T)\left(s p \mathcal{I}-s \bar{T}-\bar{T} p+\bar{T}^{2}\right) \mathcal{Q}_{c, p}^{-2}(T) \\
& =\gamma_{5}\left[s \mathcal{Q}_{c, s}^{-2}(T) \mathcal{Q}_{c, p}^{-2}(T) p-s \mathcal{Q}_{c, s}^{-2}(T) \bar{T} \mathcal{Q}_{c, p}^{-2}(T)-\mathcal{Q}_{c, s}^{-2}(T) \bar{T} \mathcal{Q}_{c, p}^{-2}(T) p\right. \\
& \left.+\mathcal{Q}_{c, s}^{-2}(T) \bar{T}^{2} \mathcal{Q}_{c, p}^{-2}(T)\right] .
\end{aligned}
$$

Putting this in 9.20 we deduce that

$$
\begin{aligned}
& F_{5}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{5}^{L}(p, T)+\gamma_{5}\left[s \mathcal{Q}_{c, s}^{-2}(T) \mathcal{Q}_{c, p}^{-2}(T) p+\right. \\
& \left.-s \mathcal{Q}_{c, s}^{-2}(T) \bar{T} \mathcal{Q}_{c, p}^{-2}(T)-\mathcal{Q}_{c, s}^{-2}(T) \bar{T} \mathcal{Q}_{c, p}^{-2}(T) p+\mathcal{Q}_{c, s}^{-2}(T) \bar{T}^{2} \mathcal{Q}_{c, p}^{-2}(T)\right] \\
& +\gamma_{5}\left[\mathcal{Q}_{c, s}^{-2}(T) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-1}(T) \mathcal{Q}_{c, p}^{-2}(T)\right]=\left\{\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right] p\right. \\
& \left.-\bar{s}\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} .
\end{aligned}
$$

Now, we use the right and left $F$-resolvent equation for $n=5$ (see Theorem 9.3.1) namely

$$
\begin{equation*}
F_{5}^{L}(p, T) p-T F_{5}^{L}(p, T)=\gamma_{5} \mathcal{Q}_{c, p}^{-2}(T), \tag{9.24}
\end{equation*}
$$
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and

$$
\begin{equation*}
s F_{5}^{R}(s, T)-F_{5}^{R}(s, T) T=\gamma_{5} \mathcal{Q}_{c, s}^{-2}(T) \tag{9.25}
\end{equation*}
$$

We go through the computations terms by terms

$$
\begin{align*}
s \mathcal{Q}_{c, s}^{-2}(T) \bar{T} \mathcal{Q}_{c, p}^{-2}(T)= & \gamma_{5}^{-2} s\left(s F_{5}^{R}(s, T)-F_{5}^{R}(s, T) T\right) \bar{T} \\
& \left(F_{5}^{L}(p, T) p-T F_{5}^{L}(p, T)\right) \\
= & \gamma_{5}^{-2}\left(s^{2} F_{5}^{R}(s, T) \bar{T} F_{5}^{L}(p, T) p\right. \\
& -s^{2} F_{5}^{R}(s, T)|T|^{2} F_{5}^{L}(p, T)-s F_{5}^{R}(s, T)|T|^{2} F_{5}^{L}(p, T) p \\
& \left.+s F_{5}^{R}(s, T)|T|^{2} T F_{5}^{L}(p, T)\right), \tag{9.26}
\end{align*}
$$

$\mathcal{Q}_{c, s}^{-2}(T) \bar{T} \mathcal{Q}_{c, p}^{-2}(T) p=\gamma_{5}^{-2}\left(s F_{5}^{R}(s, T) \bar{T} F_{5}^{L}(p, T) p^{2}\right.$
$-s F_{5}^{R}(s, T)|T|^{2} F_{5}^{L}(p, T) p-F_{5}^{R}(s, T)|T|^{2} F_{5}^{L}(p, T) p^{2}$
$\left.+F_{5}^{R}(s, T)|T|^{2} T F_{5}^{L}(p, T) p\right)$,
$\mathcal{Q}_{c, s}^{-2}(T) \bar{T} \mathcal{Q}_{c, p}^{-2}(T) p=\gamma_{5}^{-2}\left(s F_{5}^{R}(s, T) \bar{T} F_{5}^{L}(p, T) p^{2}\right.$
$-s F_{5}^{R}(s, T)|T|^{2} F_{5}^{L}(p, T) p-F_{5}^{R}(s, T)|T|^{2} F_{5}^{L}(p, T) p^{2}$
$\left.+F_{5}^{R}(s, T)|T|^{2} T F_{5}^{L}(p, T) p\right)$,

$$
\begin{align*}
\mathcal{Q}_{c, s}^{-2}(T) \bar{T}^{2} \mathcal{Q}_{c, p}^{-2}(T)= & \gamma_{5}^{-2}\left(s F_{5}^{R}(s, T) \bar{T}^{2} F_{5}^{L}(p, T) p\right. \\
& -s F_{5}^{R}(s, T)|T|^{2} \bar{T} F_{5}^{L}(p, T)-F_{5}^{R}(s, T)|T|^{2} \bar{T} F_{5}^{L}(p, T) p \\
& \left.+F_{5}^{R}(s, T)|T|^{4} F_{5}^{L}(p, T)\right) . \tag{9.29}
\end{align*}
$$

Moreover by (9.24) and 9.25) we have

$$
\begin{align*}
\mathcal{Q}_{c, p}^{-1}(T)= & \mathcal{Q}_{c, p}^{-2}(T) \mathcal{Q}_{c, p}(T) \\
= & \gamma_{5}^{-1}\left(F_{5}^{L}(p, T) p-T F_{5}^{L}(p, T)\right)\left(p^{2}-(T+\bar{T}) p+|T|^{2}\right) \\
= & \gamma_{5}^{-1}\left(F_{5}^{L}(p, T) p^{3}-2 T F_{5}^{L}(p, T) p^{2}-\bar{T} F_{5}^{L}(p, T) p^{2}+T^{2} F_{5}^{L}(p, T) p\right. \\
& \left.+2|T|^{2} F_{5}^{L}(p, T) p-T|T|^{2} F_{5}^{L}(p, T)\right) \\
\mathcal{Q}_{c, s}(T)^{-1}= & \mathcal{Q}_{c, s}(T) \mathcal{Q}_{c, s}(T)^{-2} \tag{9.31}
\end{align*}
$$

$$
\begin{aligned}
= & \gamma_{5}^{-1}\left(s^{2}-s(T+\bar{T})+|T|^{2}\right)\left(s F_{5}^{R}(s, T)-F_{5}^{R}(s, T) T\right) \\
= & \gamma_{5}^{-1}\left(s^{3} F_{5}^{R}(s, T)-2 s^{2} F_{5}^{R}(s, T) T-s^{2} F_{5}^{R}(s, T) \bar{T}\right. \\
& \left.+s F_{5}^{R}(s, T) T^{2}+2 s F_{5}^{R}(s, T)|T|^{2}-F_{5}^{R}(s, T) T|T|^{2}\right) .
\end{aligned}
$$

This implies that

$$
\begin{align*}
\mathcal{Q}_{c, s}^{-2}(T) \mathcal{Q}_{c, p}^{-1}(T)= & \gamma_{5}^{-2}\left(s F_{5}^{R}(s, T)-F_{5}^{R}(s, T) T\right)\left(F_{5}^{L}(p, T) p^{3}\right.  \tag{9.32}\\
& -2 T F_{5}^{L}(p, T) p^{2}-\bar{T} F_{5}^{L}(p, T) p^{2} \\
& \left.+T^{2} F_{5}^{L}(p, T) p+2|T|^{2} F_{5}^{L}(p, T) p-T|T|^{2} F_{5}^{L}(p, T)\right) \\
= & \gamma_{5}^{-2}\left(s F_{5}^{R}(s, T) F_{5}^{L}(p, T) p^{3}-2 s F_{5}^{R}(s, T) T F_{5}^{L}(p, T) p^{2}\right. \\
& -s F_{5}^{R}(s, T) \bar{T} F_{5}^{L}(p, T) p^{2}+s F_{5}^{R}(s, T) T^{2} F_{5}^{L}(p, T) p+ \\
& 2 s F_{5}^{R}(s, T)|T|^{2} F_{5}^{L}(p, T) p-s F_{5}^{R}(s, T) T|T|^{2} F_{5}^{L}(p, T) \\
& -F_{5}^{R}(s, T) T F_{5}^{L}(p, T) p^{3}+2 F_{5}^{R}(s, T) T^{2} F_{5}^{L}(p, T) p^{2} \\
& +F_{5}^{R}(s, T)|T|^{2} F_{5}^{L}(p, T) p^{2}-F_{5}^{R}(s, T) T^{3} F_{5}^{L}(p, T) p \\
& \left.-2 F_{5}^{R}(s, T)|T|^{2} T F_{5}^{L}(p, T) p+F_{5}^{R}(s, T) T^{2}|T|^{2} F_{5}^{L}(p, T)\right) .
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{Q}_{c, s}^{-1}(T) \mathcal{Q}_{c, p}^{-2}(T)= & \gamma_{5}^{-2}\left(s^{3} F_{5}^{R}(s, T)-2 s^{2} F_{5}^{R}(s, T) T\right.  \tag{9.33}\\
& -s^{2} F_{5}^{R}(s, T) \bar{T}+F_{5}^{R}(s, T) T^{2}+2 s F_{5}^{R}(s, T)|T|^{2} \\
& \left.-F_{5}^{R}(s, T) T|T|^{2}\right)\left(F_{5}^{L}(p, T) p-T F_{5}^{L}(p, T)\right) \\
= & \gamma_{5}^{-2}\left(s^{3} F_{5}^{R}(s, T) F_{5}^{L}(p, T) p-2 s^{2} F_{5}^{R}(s, T) T F_{5}^{L}(p, T) p\right. \\
& -s^{2} F_{5}^{R}(s, T) \bar{T} F_{5}^{L}(p, T) p+s F_{5}^{R}(s, T) T^{2} F_{5}^{L}(p, T) p \\
& +2 s F_{5}^{R}(s, T)|T|^{2} F_{5}^{L}(p, T) p-F_{5}^{R}(s, T) T|T|^{2} F_{5}^{L}(p, T) p \\
& -s^{3} F_{5}^{R}(s, T) T F_{5}^{L}(p, T)+2 s^{2} F_{5}^{R}(s, T) T^{2} F_{5}^{L}(p, T) \\
& +s^{2} F_{5}^{R}(s, T)|T|^{2} F_{5}^{L}(p, T)-s F_{5}^{R}(s, T) T^{3} F_{5}^{L}(p, T) \\
& \left.-2 s F_{5}^{R}(s, T)|T|^{2} T F_{5}^{L}(p, T)+F_{5}^{R}(s, T) T^{2}|T|^{2} F_{5}^{L}(p, T)\right) .
\end{align*}
$$

The statement is obtained by taking the sum of (9.26), (9.27), (9.28), (9.29), (9.30), 9.32, 9.33).

### 9.3.2 The $F$-resolvent equation for $n=7$

As it is clearly visible from the case $n=5$, that there are intrinsic complications in the structure of the $F$-resolvent equation. The case $n=7$ shows that it is not possible to have a reasonable closed form for the $F$-resolvent equation just in terms of the $S$-resolvent operators and of the $F$-resolvent
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operators. Instead, the use of the pseudo $S$-resolvent operators allows a reasonable structure of the resolvent equation. The point of the matter is that in this case it is not possible to obtain a $F$-resolvent equation as a relation between $F_{7}^{R}(s, T) F_{7}^{L}(p, T)$, and $F_{7}^{R}(s, T)-F_{7}^{L}(p, T)$. However, it is possible to prove a form of the $F$ - resolvent equation which will be fundamental in the section on the Riesz projects. As before, we begin with a technical result.

Lemma 9.3.4 (The $F$-resolvent equation for $n=7$ with the pseudo $S$-resolvent operators). Let $T \in \mathcal{B C}^{0,1}\left(V_{7}\right)$. Then for $p, s \in \rho_{S}(T)$ the following equation holds

$$
\begin{align*}
& F_{7}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{7}^{L}(p, T)  \tag{9.34}\\
& +\gamma_{7}\left[\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T)+\mathcal{Q}_{c, s}^{-2}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)\right. \\
& \left.+\mathcal{Q}_{c, s}^{-1}(T) \mathcal{Q}_{c, p}^{-3}(T) \mathcal{Q}_{c, s}^{-3}(T) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-2}(T) \mathcal{Q}_{c, p}^{-2}(T)\right] \\
& =\left\{\left[F_{7}^{R}(s, T)-F_{7}^{L}(p, T)\right] p-\bar{s}\left[F_{7}^{R}(s, T)-F_{7}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} .
\end{align*}
$$

Proof. First of all, we left multiply the S-resolvent equation (3.9) by $\gamma_{7} \mathcal{Q}_{c, s}^{-3}(T)$, so that we get

$$
\begin{aligned}
F_{7}^{R}(s, T) S_{L}^{-1}(p, T)= & \left\{\left[F_{7}^{R}(s, T)-\gamma_{7} \mathcal{Q}_{c, s}^{-3}(T) S_{L}^{-1}(p, T)\right] p\right. \\
& \left.-\bar{s}\left[F_{7}^{R}(s, T)-\gamma_{7} \mathcal{Q}_{c, s}^{-3}(T) S_{L}^{-1}(p, T)\right]\right\} \\
& \cdot\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1}
\end{aligned}
$$

$$
\begin{align*}
& \mathcal{Q}_{c, s}^{-2}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)  \tag{9.38}\\
& =\left\{\left[\mathcal{Q}_{c, s}^{-2}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-1}(T)-\mathcal{Q}_{c, s}^{-2}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)\right] p\right. \\
& \left.-\bar{s}\left[\mathcal{Q}_{c, s}^{-2}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-1}(T)-\mathcal{Q}_{c, s}^{-2}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)\right]\right\} \\
& \left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} \tag{9.39}
\end{align*}
$$

We sum 9.35), (9.36) and 9.37, (9.38) multiplied by $\gamma_{7}$, and we obtain

$$
\begin{aligned}
& F_{7}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{7}^{L}(p, T)+\gamma_{7} \mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T) \\
& +\gamma_{7} \mathcal{Q}_{c, s}^{-2}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)=\left\{\left[F_{7}^{R}(s, T)-F_{7}^{L}(p, T)\right.\right. \\
& +\gamma_{7} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-3}(T)-\gamma_{7} \mathcal{Q}_{c, s}^{-3}(T) S_{L}^{-1}(p, T)+\gamma_{7} \mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-2}(T) \\
& -\gamma_{7} \mathcal{Q}_{c, s}^{-1}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T)+\gamma_{7} \mathcal{Q}_{c, s}^{-2}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-1}(T) \\
& \left.-\gamma_{7} \mathcal{Q}_{c, s}^{-2}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)\right] p-\bar{s}\left[F_{7}^{R}(s, T)-F_{7}^{L}(p, T)\right. \\
& +\gamma_{7} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-3}(T)-\gamma_{7} \mathcal{Q}_{c, s}^{-3}(T) S_{L}^{-1}(p, T)+\gamma_{7} \mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-2}(T) \\
& -\gamma_{7} \mathcal{Q}_{c, s}^{-1}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T)+\gamma_{7} \mathcal{Q}_{c, s}^{-2}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-1}(T) \\
& \left.-\gamma_{7} \mathcal{Q}_{c, s}^{-2}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)\right]\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} .
\end{aligned}
$$

By the definition of $S$ - resolvent operators we have

$$
\begin{aligned}
& S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-3}(T)-\mathcal{Q}_{c, s}^{-3}(T) S_{L}^{-1}(p, T)+\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-2}(T) \\
& -\mathcal{Q}_{c, s}^{-1}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T)+\mathcal{Q}_{c, s}^{-2}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-1}(T)-\mathcal{Q}_{c, s}^{-2}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T) \\
& =\mathcal{Q}_{c, s}^{-1}(T)(s \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-3}(T)-\mathcal{Q}_{c, s}^{-3}(T)(p \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-2}(T)(s \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-2}(T) \\
& -\mathcal{Q}_{c, s}^{-1}(T)(p \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-3}(T)+\mathcal{Q}_{c, s}^{-3}(T)(s \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-1}(T)-\mathcal{Q}_{c, s}^{-2}(T)(p \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-2}(T) \\
& =\mathcal{Q}_{c, s}^{-1}(T) s \mathcal{Q}_{c, p}^{-3}(T)-\mathcal{Q}_{c, s}^{-3}(T) p \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-2}(T) s \mathcal{Q}_{c, p}^{-2}(T)-\mathcal{Q}_{c, s}^{-1}(T) p \mathcal{Q}_{c, p}^{-3}(T)+ \\
& \mathcal{Q}_{c, s}^{-3}(T) s \mathcal{Q}_{c, p}^{-1}(T)-\mathcal{Q}_{c, s}^{-2}(T) p \mathcal{Q}_{c, p}^{-2}(T) \\
& =\mathcal{Q}_{c, s}^{-1}(T)(s-p) \mathcal{Q}_{c, p}^{-3}(T)+\mathcal{Q}_{c, s}^{-3}(T)(s-p) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-2}(T)(s-p) \mathcal{Q}_{c, p}^{-2}(T) .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& F_{7}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{7}^{L}(p, T)+\gamma_{7} \mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T) \\
& +\gamma_{7} \mathcal{Q}_{c, s}^{-2}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)=\left\{\left[F_{7}^{R}(s, T)-F_{7}^{L}(p, T)\right] p\right. \\
& \left.-\bar{s}\left[F_{7}^{R}(s, T)-F_{7}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1}+\gamma_{7}\left\{\left[\mathcal{Q}_{c, s}^{-1}(T)(s-p) \mathcal{Q}_{c, p}^{-3}(T)\right.\right. \\
& \left.+\mathcal{Q}_{c, s}^{-3}(T)(s-p) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-2}(T)(s-p) \mathcal{Q}_{c, p}^{-2}(T)\right] p
\end{aligned}
$$
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$$
\begin{aligned}
& \left.-\bar{s}\left[\mathcal{Q}_{c, s}^{-1}(T)(s-p) \mathcal{Q}_{c, p}^{-3}(T)+\mathcal{Q}_{c, s}^{-3}(T)(s-p) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-2}(T)(s-p) \mathcal{Q}_{c, p}^{-2}(T)\right]\right\} . \\
& \left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1}
\end{aligned}
$$

Finally we have to verify that

$$
\begin{aligned}
& \gamma_{7}\left\{\left[\mathcal{Q}_{c, s}^{-1}(T)(s-p) \mathcal{Q}_{c, p}^{-3}(T)+\mathcal{Q}_{c, s}^{-3}(T)(s-p) \mathcal{Q}_{c, p}^{-1}(T)\right.\right. \\
& \left.+\mathcal{Q}_{c, s}^{-2}(T)(s-p) \mathcal{Q}_{c, p}^{-2}(T)\right] p-\bar{s}\left[\mathcal{Q}_{c, s}^{-1}(T)(s-p) \mathcal{Q}_{c, p}^{-3}(T)\right. \\
& \left.\left.+\mathcal{Q}_{c, s}^{3}(T)(s-p) \mathcal{Q}_{c, p}(T)+\mathcal{Q}_{c, s}^{-2}(T)(s-p) \mathcal{Q}_{c, p}^{-2}(T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} \\
& =-\gamma_{7}\left[\mathcal{Q}_{c, s}^{-1}(T) \mathcal{Q}_{c, p}^{-3}(T)+\mathcal{Q}_{c, s}^{-3}(T) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-2}(T) \mathcal{Q}_{c, p}^{-2}(T)\right] .
\end{aligned}
$$

This follows from

$$
\begin{aligned}
& \gamma_{7}\left\{\left[\mathcal{Q}_{c, s}^{-1}(T)(s-p) \mathcal{Q}_{c, p}^{-3}(T)+\mathcal{Q}_{c, s}^{-3}(T)(s-p) \mathcal{Q}_{\mathcal{C}, p}^{-1}(T)+\mathcal{Q}_{\mathcal{C}, s}^{-2}(T)(s-p) \mathcal{Q}_{c, p}^{-2}(T)\right] p\right. \\
& \left.-\bar{s}\left[\mathcal{Q}_{c, s}^{-1}(T)(s-p) \mathcal{Q}_{c, p}^{-3}(T)+\mathcal{Q}_{c, s}^{-3}(T)(s-p) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-2}(T)(s-p) \mathcal{Q}_{c, p}^{-2}(T)\right]\right\} . \\
& \left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} \\
& =\gamma_{7}\left[\mathcal{Q}_{c, s}^{-1}(T)\left(s p-p^{2}\right) \mathcal{Q}_{c, p}^{-3}(T)+\mathcal{Q}_{c, s}^{-3}(T)\left(s p-p^{2}\right) \mathcal{Q}_{c, p}^{-1}(T)\right. \\
& +\mathcal{Q}_{c, s}^{-2}(T)\left(s p-p^{2}\right) \mathcal{Q}_{c, p}^{-2}(T)-\mathcal{Q}_{c, s}^{-1}(T)(\bar{s} s-\bar{s} p) \mathcal{Q}_{c, p}^{-3}(T) \\
& \left.-\mathcal{Q}_{c, s}^{-3}(T)(\bar{s} s-\bar{s} p) \mathcal{Q}_{c, p}^{-1}(T)-\mathcal{Q}_{c, s}^{-2}(T)(\bar{s} s-\bar{s} p) \mathcal{Q}_{c, p}^{-2}(T)\right]\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} \\
& =\gamma_{7}\left[\mathcal{Q}_{c, s}^{-1}(T)\left(s p-p^{2}-\bar{s} s+\bar{s} p\right) \mathcal{Q}_{c, p}^{-3}(T)+\mathcal{Q}_{c, s}^{-3}(T)\left(s p-p^{2}-\bar{s} s+\bar{s} p\right) \mathcal{Q}_{c, p}^{-1}(T)\right. \\
& \left.+\mathcal{Q}_{c, s}^{-2}(T)\left(s p-p^{2}-\bar{s} s+\bar{s} p\right) \mathcal{Q}_{c, p}^{-2}(T)\right]\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} \\
& =-\gamma_{7}\left[\mathcal{Q}_{c, s}^{-1}(T) \mathcal{Q}_{c, p}^{-3}(T)+\mathcal{Q}_{c, s}^{-3}(T) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-2}(T) \mathcal{Q}_{c, p}^{-2}(T)\right] .
\end{aligned}
$$

The results of the previous lemma allows us to obtain the so-called pseudo $F$-resolvent equation for $n=7$.

Theorem 9.3.5 (The pseudo $F$-resolvent equation for $n=7$ ). Let $T \in$ $\mathcal{B C}^{0,1}\left(V_{7}\right)$. Then for $p, s \in \rho_{S}(T)$ the following equation holds

$$
\begin{align*}
& F_{7}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{7}^{L}(p, T)  \tag{9.40}\\
& +\gamma_{7}^{-1}\left[\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) F_{7}^{L}(p, T) p^{2}-\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) T F_{7}^{L}(p, T) p\right. \\
& -\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) \bar{T} F_{7}^{L}(p, T) p+\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T)|T|^{2} F_{7}^{L}(p, T) \\
& +s^{2} F_{7}^{R}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T)-s F_{7}^{R}(s, T) T S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T) \\
& -s F_{7}^{R}(s, T) \bar{T} S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T)+F_{7}^{R}(s, T)|T|^{2} S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T) \\
& +\mathcal{Q}_{c, s}^{-1}(T) F_{7}^{L}(p, T) p-\mathcal{Q}_{c, s}^{-1}(T) T F_{7}^{L}(p, T)
\end{align*}
$$

$$
\begin{aligned}
& \left.+s F_{7}^{R}(s, T) \mathcal{Q}_{c, p}^{-1}(T)-F_{7}^{R}(s, T) T \mathcal{Q}_{c, p}^{-1}(T)\right]+\gamma_{7}^{-2}\left[s^{3} F_{7}^{R}(s, T) F_{7}^{L}(p, T) p^{3}\right. \\
& -s^{3} F_{7}^{R}(s, T) T F_{7}^{L}(p, T) p^{2}-s^{2} F_{7}^{R}(s, T) T F_{7}^{L}(p, T) p^{3} \\
& +s^{2} F_{7}^{R}(s, T) T^{2} F_{7}^{L}(p, T) p^{2}+s^{3} F_{7}^{R}(s, T) F_{7}^{L}(p, T) p\left[|T|^{2}-p(T+\bar{T})\right] \\
& -s^{3} F_{7}^{R}(s, T) T F_{7}^{L}(p, T)\left[|T|^{2}-p(T+\bar{T})\right]-s^{2} F_{7}^{R}(s, T) T F_{7}^{L}(p, T) p . \\
& {\left[|T|^{2}-p(T+\bar{T})\right]+s^{2} F_{7}^{R}(s, T) T^{2} F_{7}^{L}(p, T)\left[|T|^{2}-p(T+\bar{T})\right]} \\
& +\left[|T|^{2}-s(T+\bar{T})\right] s F_{7}^{R}(s, T) F_{7}^{L}(p, T) p^{3}-\left[|T|^{2}-s(T+\bar{T})\right] s F_{7}^{R}(s, T) T . \\
& F_{7}^{L}(p, T) p^{2}-\left[|T|^{2}-s(T+\bar{T})\right] F_{7}^{R}(s, T) T F_{7}^{L}(p, T) p^{3}+\left[|T|^{2}-s(T+\bar{T})\right] . \\
& F_{7}^{R}(s, T) T^{2} F_{7}^{L}(p, T) p^{2}+\left[|T|^{2}-s(T+\bar{T})\right]\left(s F_{7}^{R}(s, T) F_{7}^{L}(p, T) p\right. \\
& \left.-s F_{7}^{R}(s, T) T F_{7}^{L}(p, T)-F_{7}^{R}(s, T) T F_{7}^{L}(p, T) p+F_{7}^{R}(s, T) T^{2} F_{7}^{L}(p, T)\right) . \\
& {\left[|T|^{2}-p(T+\bar{T})\right]} \\
& =\left\{\left[F_{7}^{R}(s, T)-F_{7}^{L}(p, T)\right] p-\bar{s}\left[F_{7}^{R}(s, T)-F_{7}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} .
\end{aligned}
$$

Proof. We use the $F$-resolvent equations (9.18) and (9.19) with $n=7$

$$
\begin{align*}
& F_{7}^{L}(p, T) p-T F_{7}^{L}(p, T)=\gamma_{7} \mathcal{Q}_{c, p}^{-3}(T),  \tag{9.41}\\
& s F_{7}^{R}(s, T)-F_{7}^{R}(s, T) T=\gamma_{7} \mathcal{Q}_{c, s}^{-3}(T) . \tag{9.42}
\end{align*}
$$

Now we substitute (9.41) and (9.42) in the equation of Lemma 9.3.4 We go term by term

$$
\begin{align*}
& \mathcal{Q}_{c, s}(T)^{-1} S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T)  \tag{9.43}\\
& =\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T)(p \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-3}(T) \\
& =\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-3}(T) p-\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) \bar{T} \mathcal{Q}_{c, p}^{-3}(T) \\
& =\gamma_{7}^{-1}\left\{\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T)\left[F_{7}^{L}(p, T) p-T F_{7}^{L}(p, T)\right] p\right. \\
& \left.-\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) \bar{T}\left[F_{7}^{L}(p, T) p-T F_{7}^{L}(p, T)\right]\right\} \\
& =\gamma_{7}^{-1}\left[\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) F_{7}^{L}(p, T) p^{2}-\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) T F_{7}^{L}(p, T) p\right. \\
& \left.-\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) \bar{T} F_{7}^{L}(p, T) p+\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T)|T|^{2} F_{7}^{L}(p, T)\right], \\
&  \tag{9.44}\\
& \mathcal{Q}_{c, s}^{-2}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T) \\
& =\mathcal{Q}_{c, s}^{-3}(T)(s \mathcal{I}-\bar{T}) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T) \\
& =s \mathcal{Q}_{c, s}^{-3}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T)-\mathcal{Q}_{c, s}^{-3}(T) \bar{T} S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T)
\end{align*}
$$

$$
\begin{aligned}
&=\gamma_{7}^{-1}\left\{s\left[s F_{7}^{R}(s, T)-F_{7}^{R}(s, T) T\right] S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T)\right. \\
&\left.-\left[s F_{7}^{R}(s, T)-F_{7}^{R}(s, T) T\right] \bar{T} S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T)\right\} \\
&=\gamma_{7}^{-1}\left[s^{2} F_{7}^{R}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T)-s F_{7}^{R}(s, T) T S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T)\right. \\
&\left.-s F_{7}^{R}(s, T) \bar{T} S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T)+F_{7}^{R}(s, T)|T|^{2} S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T)\right] \\
& \mathcal{Q}_{c, s}^{-1}(T) \mathcal{Q}_{c, p}^{-3}(T)=\gamma_{7}^{-1}\left(\mathcal{Q}_{c, s}^{-1}(T) F_{7}^{L}(p, T) p-\mathcal{Q}_{c, s}^{-1}(T) T F_{7}^{L}(p, T)\right)(9.45) \\
& \mathcal{Q}_{c, s}^{-3}(T) \mathcal{Q}_{c, p}^{-1}(T)=\gamma_{7}^{-1}\left(s F_{7}^{R}(s, T) \mathcal{Q}_{c, p}(T)-F_{7}^{R}(s, T) T \mathcal{Q}_{c, p}(T)\right) .(9.46)
\end{aligned}
$$

Now, since

$$
\begin{aligned}
\mathcal{Q}_{c, s}^{-3}(T) \mathcal{Q}_{c, p}^{-3}(T)= & \gamma_{7}^{-2}\left[s F_{7}^{R}(s, T) F_{7}^{L}(p, T) p-s F_{7}^{R}(s, T) T F_{7}^{L}(p, T)\right. \\
& \left.-F_{7}^{R}(s, T) T F_{7}^{L}(p, T) p+F_{7}^{R}(s, T) T^{2} F_{7}^{L}(p, T)\right],
\end{aligned}
$$

we get

$$
\begin{align*}
& \mathcal{Q}_{c, s}^{-2}(T) \mathcal{Q}_{c, p}^{-2}(T)=\mathcal{Q}_{c, s}(T) \mathcal{Q}_{c, s}^{-3}(T) \mathcal{Q}_{c, p}^{-3}(T) \mathcal{Q}_{c, p}(T)  \tag{9.47}\\
& =\left(s^{2}-s(T+\bar{T})+|T|^{2}\right) \mathcal{Q}_{c, s}^{-3}(T) \mathcal{Q}_{c, p}^{-3}(T)\left(p^{2}-p(T+\bar{T})+|T|^{2}\right) \\
& =s^{2} \mathcal{Q}_{c, s}^{-3}(T) \mathcal{Q}_{c, p}^{-3}(T) p^{2}+s^{2} \mathcal{Q}_{c, s}^{-3}(T) \mathcal{Q}_{c, p}^{-3}(T)\left(|T|^{2}-p(T+\bar{T})\right) \\
& +\left(|T|^{2}-s(T+\bar{T})\right) \mathcal{Q}_{c, s}^{-3}(T) \mathcal{Q}_{c, p}^{-3}(T) p^{2}+\left(|T|^{2}-s(T+\bar{T})\right) \\
& \mathcal{Q}_{c, s}^{-3}(T) \mathcal{Q}_{c, p}^{-3}(T)\left(|T|^{2}-p(T+\bar{T})\right) \\
& =\gamma_{7}^{-2}\left\{s^{3} F_{7}^{R}(s, T) F_{7}^{L}(p, T) p^{3}-s^{3} F_{7}^{R}(s, T) T F_{7}^{L}(p, T) p^{2}\right. \\
& -s^{2} F_{7}^{R}(s, T) T F_{7}^{L}(p, T) p^{3}+s^{2} F_{7}^{R}(s, T) T^{2} F_{7}^{L}(p, T) p^{2} \\
& +s^{3} F_{7}^{R}(s, T) F_{7}^{L}(p, T) p\left[|T|^{2}-p(T+\bar{T})\right]-s^{3} F_{7}^{R}(s, T) T F_{7}^{L}(p, T) \\
& {\left[|T|^{2}-p(T+\bar{T})\right]-s^{2} F_{7}^{R}(s, T) T F_{7}^{L}(p, T) p\left[|T|^{2}-p(T+\bar{T})\right]} \\
& +s^{2} F_{7}^{R}(s, T) T^{2} F_{7}^{L}(p, T)\left[|T|^{2}-p(T+\bar{T})\right]+\left[|T|^{2}-s(T+\bar{T})\right] \\
& s F_{7}^{R}(s, T) F_{7}^{L}(p, T) p^{3}-\left[|T|^{2}-s(T+\bar{T})\right] s F_{7}^{R}(s, T) T F_{7}^{L}(p, T) p^{2} \\
& -\left[|T|^{2}-s(T+\bar{T})\right] F_{7}^{R}(s, T) T F_{7}^{L}(p, T) p^{3}\left[|T|^{2}-s(T+\bar{T})\right] . \\
& +F_{7}^{R}(s, T) T^{2} F_{7}^{L}(p, T) p^{2}+\left[|T|^{2}-s(T+\bar{T})\right]\left(s F_{7}^{R}(s, T) F_{7}^{L}(p, T) p\right. \\
& \left.-s F_{7}^{R}(s, T) T F_{7}^{L}(p, T)-F_{7}^{R}(s, T) T F_{7}^{L}(p, T) p+F_{7}^{R}(s, T) T^{2} F_{7}^{L}(p, T)\right) . \\
& \left.\cdot\left[|T|^{2}-p(T+\bar{T})\right]\right\} .
\end{align*}
$$

Taking the sum of (9.43), (9.44), (9.45), (9.46) and (9.47) we get the statement.
9.4. The Riesz projectors for the $F$-functional calculus

### 9.4 The Riesz projectors for the $F$-functional calculus for $n=5$

In this section we study the Riesz projectors for the $F$-functional calculus for $n=5$. This case is contained in the general result, see next section, but the explicit computation that can be done in this particular case shows the path for the general case and why we have introduced the pseudo $F$ resolvent equation.

We recall two preliminary lemmas that will be useful in the sequel and in the next section.

Lemma 9.4.1. Let $B \in \mathcal{B}\left(V_{n}\right)$. Let $G$ be a bounded slice Cauchy domain and let $f$ be an intrinsic slice hyperholomorphic function whose domain contains $G$. Then for $p \in G$, and for any $J \in \mathbb{S}^{n-1}$ we have

$$
\frac{1}{2 \pi} \int_{\partial\left(G \cap \mathbb{C}_{J}\right)} f(s) d s_{J}(\bar{s} B-B p)\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1}=B f(p) .
$$

In this section we give an answer to [41, Rem. 5.5]. Indeed, we prove that due to the equations proved in the previous section we can generate the Riesz projectors for the $F$-functional calculus. We begin by recalling the definition of projectors.

Definition 9.4.2. Let $V_{n}$ be a Banach module and let $P: V_{n} \rightarrow V_{n}$ be a linear operator. If $P^{2}=P$ we say that $P$ is a projector.
Theorem 9.4.3. Let $T \in \mathcal{B C}^{0.1}\left(V_{5}\right)$ be such that $T=\sum_{\ell=1}^{5} e_{\ell} T_{\ell}$. Let $\sigma_{S}(T)=\sigma_{S, 1}(T) \cup \sigma_{S, 2}(T)$ with

$$
\operatorname{dist}\left(\sigma_{S, 1}(T), \sigma_{S, 2}(T)\right)>0
$$

and with

$$
\sigma\left(T_{\ell}\right) \subset \mathbb{R} \text { for all } \ell=1, \ldots, 5
$$

Let $G_{1}, G_{2}$ be two admissible sets for $T$ such that $\sigma_{S, 1}(T) \subset G_{1}$ and $\bar{G}_{1} \subset$ $G_{2}$ and such that dist $\left(G_{2}, \sigma_{S, 2}(T)\right)>0$. Then the operator
$\check{P}=\frac{1}{\gamma_{5}(2 \pi)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{5}^{L}(p, T) d p_{J} p^{4}=\frac{1}{\gamma_{5}(2 \pi)} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{4} d s_{J} F_{5}^{R}(s, T)$
is a projector.
Proof. If we multiply the $F$ - resolvent equation in Theorem 9.3 .3 by $s^{2}$ on the left and $p^{2}$ on the right we get

$$
\begin{aligned}
& s^{2} F_{5}^{R}(s, T) S_{L}^{-1}(p, T) p^{2}+s^{2} S_{R}^{-1}(s, T) F_{5}^{L}(p, T) p^{2} \\
& +\gamma_{5}^{-1}\left(s^{4} F_{5}^{R}(s, T) F_{5}^{L}(p, T) p^{4}-3 s^{4} F_{5}^{R}(s, T) T F_{5}^{L}(p, T) p^{3}\right. \\
& -3 s^{3} F_{5}^{R}(s, T) T F_{5}^{L}(p, T) p^{4}+3 s^{3} F_{5}^{R}(s, T) T^{2} F_{5}^{L}(p, T) p^{3} \\
& -2 s^{3} F_{5}^{R}(s, T)|T|^{2} T F_{5}^{L}(p, T) p^{2}+2 s^{3} F_{5}^{R}(s, T)|T|^{2} F_{5}^{L}(p, T) p^{3} \\
& -2 s^{2} F_{5}^{R}(s, T)|T|^{2} T F_{5}^{L}(p, T) p^{3}+s^{3} F_{5}^{R}(s, T) T^{2} F_{5}^{L}(p, T) p^{3} \\
& ++s^{3} F_{5}^{R}(s, T)|T|^{2} T F_{5}^{L}(p, T) p^{2}+s^{2} F_{5}^{R}(s, T)|T|^{2} T F_{5}^{L}(p, T) p^{3} \\
& +s^{2} F_{5}^{R}(s, T)|T|^{4} F_{5}^{L}(p, T) p^{2}+s^{3} F_{5}^{R}(s, T) F_{5}^{L}(p, T) p^{5} \\
& -s^{2} F_{5}^{R}(s, T) T F_{5}^{L}(p, T) p^{5}+2 s^{2} F_{5}^{R}(s, T) T^{2} F_{5}^{L}(p, T) p^{4} \\
& -s^{2} F_{5}^{R}(s, T) T^{3} F_{5}^{L}(p, T) p^{3}+2 s^{2} F_{5}^{R}(s, T) T^{2}|T|^{2} F_{5}^{L}(p, T) p^{2} \\
& +s^{5} F_{5}^{R}(s, T) F_{5}^{L}(p, T) p^{3}-s^{5} F_{5}^{R}(s, T) T F_{5}^{L}(p, T) p^{2} \\
& \left.+2 s^{4} F_{5}^{R}(s, T) T^{2} F_{5}^{L}(p, T) p^{2}-s^{3} F_{5}^{R}(s, T) T^{3} F_{5}^{L}(p, T) p^{2}\right) \\
& =s^{2}\left\{\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right] p .-\bar{s}\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right]\right\} . \\
& \left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} p^{2} .
\end{aligned}
$$

Now, we multiply the equation by $d s_{J}$ on the left, integrate it over $\partial\left(G_{2} \cap\right.$ $\mathbb{C}_{J}$ ) with respect to $d s_{J}$ and then we multiply it by $d p_{J}$ on the right and integrate over $\partial\left(G_{1} \cap \mathbb{C}_{J}\right)$ with respect to $d p_{J}$, we obtain

$$
\begin{aligned}
& \int_{\partial\left(G_{2} \cap \mathcal{C}_{J}\right)} s^{2} d s_{J} F_{5}^{R}(s, T) \int_{\partial\left(G_{1} \cap C_{J}\right)} S_{L}^{-1}(p, T) d p_{J} p^{2}+\int_{\partial\left(G_{2} \cap C_{J}\right)} s^{2} d s_{J} S_{R}^{-1}(s, T) \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{5}^{L}(p, T) d p_{J} p^{2} \\
& +\gamma_{5}^{-1}\left(\int_{\partial\left(G_{2} \cap C_{J}\right)} s^{4} d s_{J} F_{5}^{R}(s, T) \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{5}^{L}(p, T) d p_{J} p^{4}-3 \int_{\partial\left(G_{2} \cap C_{J}\right)} s^{4} d s_{J} F_{5}^{R}(s, T) T \int_{\partial\left(G_{2} \cap C J\right)} F_{5}^{L}(p, T) p^{3}\right. \\
& -3 \int_{\partial\left(G_{2} \cap C_{J}\right)} s^{3} d s_{J} F_{5}^{R}(s, T) T \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{5}^{L}(p, T) d p_{J} p^{4}+3 \int_{\partial\left(G_{2} \cap C_{J}\right)} s^{3} d s_{J} F_{5}^{R}(s, T) T^{2} \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{5}^{L}(p, T) d p_{J} p^{3} \\
& -2 \int_{\partial\left(G_{2} \cap C_{J}\right)} s^{3} d s_{J} F_{5}^{R}(s, T)|T|^{2} T \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{5}^{L}(p, T) d p_{J} p^{2}+2 \int_{\partial\left(G_{2} \cap C_{J}\right)} s^{3} d s_{J} F_{5}^{R}(s, T)|T|^{2} \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{5}^{L}(p, T) d p_{J} p^{3} \\
& -2 \int_{\partial\left(G_{2} \cap C_{J}\right)} s^{2} d s_{J} F_{5}^{R}(s, T)|T|^{2} T \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{5}^{L}(p, T) d p J p^{3}+\int_{\partial\left(G_{2} \cap \mathcal{C}_{J}\right)} s^{3} d s_{J} F_{5}^{R}(s, T) T^{2} \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{5}^{L}(p, T) d p J p^{3} \\
& +\int_{\partial\left(G_{2} \cap C_{J}\right)} s^{3} d s_{J} F_{5}^{R}(s, T)|T|^{2} T \int_{\partial\left(G_{1} \cap \mathcal{C}_{J}\right)} F_{5}^{L}(p, T) d p_{J} p^{2}+\int_{\partial\left(G_{2} \cap C_{J}\right)} s^{2} d s_{J} F_{5}^{R}(s, T)|T|^{2} T \int_{\partial\left(G_{1} \cap \mathcal{C}_{J}\right)} F_{5}^{L}(p, T) d p_{J} p^{3} \\
& +\int_{\partial\left(G_{2} \cap \mathcal{C}_{J}\right)} s^{2} d s_{J} F_{5}^{R}(s, T)|T|^{4} \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{5}^{L}(p, T) d p, p^{2}+\int_{\partial\left(G_{2} \cap C_{J}\right)} s^{3} d s_{J} F_{5}^{R}(s, T) \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{5}^{L}(p, T) d p p_{J} p^{5} \\
& -\int_{\partial\left(G_{2} \cap C_{J}\right)} s^{2} d s_{J} F_{5}^{R}(s, T) T \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{5}^{L}(p, T) d p J p^{5}+2 \int_{\partial\left(G_{2} \cap C_{J}\right)} s^{2} d s_{J} F_{5}^{R}(s, T) T^{2} \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{5}^{L}(p, T) d p_{J} p^{4} \\
& -\int_{\partial\left(G_{2} \cap \mathcal{C}_{J}\right)} s^{2} d s_{J} F_{5}^{R}(s, T) T^{3} \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{5}^{L}(p, T) d p_{J} p^{3}+2 \int_{\partial\left(G_{2} \cap \mathcal{C}_{J}\right)} s^{2} d s_{J} F_{5}^{R}(s, T) T^{2}|T|^{2} \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{5}^{L}(p, T) d p_{J} p^{2} \\
& +\int_{\partial\left(G_{2} \cap C_{J}\right)} s^{5} d s_{J} F_{5}^{R}(s, T) \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{5}^{L}(p, T) d p_{J} p^{3}-\int_{\partial\left(G_{2} \cap C_{J}\right)} s^{5} d s_{J} F_{5}^{R}(s, T) T \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{5}^{L}(p, T) d p_{J} p^{2} \\
& \left.+2 \int_{\partial\left(G_{2} \cap C_{J}\right)} s^{4} d s_{J} F_{5}^{R}(s, T) T^{2} \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{5}^{L}(p, T) d p_{J} p^{2}-\int_{\partial\left(G_{2} \cap C_{J}\right)} s^{3} d s_{J} F_{5}^{R}(s, T) T^{3} \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{5}^{L}(p, T) d p_{J} p^{2}\right)
\end{aligned}
$$

### 9.4. The Riesz projectors for the $F$-functional calculus

## for $n=5$

$=\int_{\partial\left(G_{2} \cap \mathcal{C}_{J}\right)} d s_{J} \int_{\partial\left(G_{1} \cap \mathcal{C}_{J}\right)} s^{2}\left\{\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right] p-\bar{s}\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} d p_{J} p^{2}$.
From Lemma 9.2.18 the expression simplifies to

$$
\begin{aligned}
& \gamma_{5}(2 \pi)^{2} \frac{1}{\gamma_{5}}\left(\frac{1}{2 \pi} \int_{G_{2} \cap \mathbb{C}_{J}} s^{4} d s_{J} F_{5}^{R}(s, T)\right) \frac{1}{\gamma_{5}}\left(\frac{1}{2 \pi} \int_{G_{1} \cap \mathbb{C}_{J}} F_{5}^{R}(p, T) d p_{J} p^{4}\right) \\
& =\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} s^{2}\left\{\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right] p-\bar{s}\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right]\right\} . \\
& \left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} p^{2} d p_{J} .
\end{aligned}
$$

By definition of projectors we have

$$
\begin{aligned}
& \frac{(2 \pi)^{2}}{\gamma_{5}^{-1}} \check{P}^{2}=\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} s^{2}\left\{\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right] p\right. \\
& \left.-\bar{s}\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} p^{2} d p_{J} .
\end{aligned}
$$

Now, we work on the integral on the right hand side. As $\bar{G}_{1} \subset G_{2}$, for any $s \in \partial\left(G_{2} \cap \mathbb{C}_{J}\right)$ the functions

$$
\begin{align*}
p & \mapsto p\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} p^{2}, \\
p & \mapsto\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} p^{2}
\end{align*}
$$

are slice hyperholomorphic on $\bar{G}_{1}$. By Lemma 3.1.19 we have

$$
\begin{aligned}
\int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} p\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} d p_{J} p^{2} & =0 \\
\int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} p^{2} d p_{J} & =0
\end{aligned}
$$

This implies that

$$
\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} s^{2} F_{5}^{R}(s, T) p\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} d p_{J} p^{2}=0
$$

and

$$
\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} s^{2} \bar{s} F_{5}^{R}(s, T)\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} d p_{J} p^{2}=0,
$$

from which we deduce

$$
\begin{aligned}
\frac{(2 \pi)^{2}}{\gamma_{5}^{-1}} \check{P}^{2}= & \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2} d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)}\left[\bar{s} F_{5}^{L}(p, T)-F_{5}^{L}(p, T) p\right] \\
& \left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} d p_{J} p^{2} .
\end{aligned}
$$

Chapter 9. The $F$-functional calculus for bounded operators

From Lemma 9.4.1 with $B=: F_{5}^{L}(p, T)$ and $f(s):=s^{2}$ we get

$$
\check{P}^{2}=\frac{1}{(2 \pi) \gamma_{5}} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{5}^{L}(p, T) d p_{J} p^{4}=\check{P} .
$$

The above computations can be generalized to study the general case where, however, we have to consider separately the case in which the Sce exponent is even or odd.

### 9.5 The $F$-resolvent equation for $n$ odd

Following the strategy used in the cases $n=5,7$ we can now write the $F$ resolvent equations in the general case, involving the pseudo $S$-resolvent operators when it is not necessary (or possible) to replace the $F$-resolvent operators. Using the pseudo $S$-resolvent operators there are interesting symmetries that allows to use the $F$-resolvent equation for further applications, among which to compute the Riesz projectors. We start by stating a technical result which generalizes Lemma 9.3.2 and Lemma 9.3.4.

Lemma 9.5.1 (The general structure of the $F$-resolvent equation with the pseudo $S$-resolvent operators). Let $n>3$ be an odd number, and let $h=$ $\frac{n-1}{2}$ be the Sce exponent. Let us consider $T \in \mathcal{B C}^{0,1}\left(V_{n}\right)$. Then for $p, s \in$ $\rho_{S}(T)$ the following equation holds

$$
\begin{align*}
& F_{n}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{n}^{L}(p, T)  \tag{9.48}\\
+ & \gamma_{n}\left[\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i+1}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T)+\sum_{i=0}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-1}(T)\right] \\
= & \left\{\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right] p-\bar{s}\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} .
\end{align*}
$$

Proof. We left multiply the S-resolvent equation (3.9) by $\gamma_{n} \mathcal{Q}_{c, s}^{-h}(T)$

$$
\begin{align*}
F_{n}^{R}(s, T) S_{L}^{-1}(p, T)= & \left\{\left[F_{n}^{R}(s, T)-\gamma_{n} \mathcal{Q}_{c, s}^{-h}(T) S_{L}^{-1}(p, T)\right] p\right.  \tag{9.49}\\
& \left.-\bar{s}\left[F_{n}^{R}(s, T)-\gamma_{n} \mathcal{Q}_{c, s}^{-h}(T) S_{L}^{-1}(p, T)\right]\right\} . \\
& \cdot\left(p^{2}-2 s_{0} p+\mid s^{2}\right)^{-1}
\end{align*}
$$

and we right multiply it by $\gamma_{n} \mathcal{Q}_{c, p}^{-h}(T)$, so we get

$$
\begin{equation*}
S_{R}^{-1}(s, T) F_{n}^{L}(p, T)=\left\{\left[\gamma_{n} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-h}(T)-F_{n}^{L}(p, T)\right] p\right. \tag{9.50}
\end{equation*}
$$

$$
\begin{align*}
& \left.-\bar{s}\left[\gamma_{n} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-h}(T)-F_{n}^{L}(p, T)\right]\right\} \cdot  \tag{9.51}\\
& \cdot\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} .
\end{align*}
$$

We now multiply S-resolvent equation on the left and on the right by $\mathcal{Q}_{c, s}^{-h+1+i}(T)$ and $\mathcal{Q}_{c, p}^{-i-1}(T)$, respectively. Then, we sum on the index $0 \leq$ $i \leq h-2$ and we obtain

$$
\begin{aligned}
& \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+1+i}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T)= \\
& \left\{\left[\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+1+i}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-i-1}(T)-\mathcal{Q}_{c, s}^{-h+1+i}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T)\right] p\right. \\
& \left.-\bar{s}\left[\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+1+i}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-i-1}(T)-\mathcal{Q}_{c, s}^{-h+1+i}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T)\right]\right\} \\
& \left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} .
\end{aligned}
$$

Now we sum (9.49), (9.50) and (9.52) multiplied by $\gamma_{n}$, and we get

$$
\begin{align*}
& F_{n}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{n}^{L}(p, T)  \tag{9.53}\\
= & +\gamma_{n} \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i+1}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T) \\
= & \left\{\left[F_{n}^{R}(s, T)-\gamma_{n} \mathcal{Q}_{c, s}^{-h}(T) S_{L}^{-1}(p, T)\right.\right. \\
+ & \gamma_{n} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-h}(T)-F_{n}^{L}(p, T)+\gamma_{n} \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+1+i}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-i-1}(T) \\
& \left.-\mathcal{Q}_{c, s}^{-h+1+i}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T)\right] p \\
- & \bar{s}\left[F_{n}^{R}(s, T)-\gamma_{n} \mathcal{Q}_{c, s}^{-h}(T) S_{L}^{-1}(p, T)+\gamma_{n} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-h}(T)-F_{n}^{L}(p, T)\right. \\
& +\gamma_{n} \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+1+i}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, s}^{-i-1}(T) \\
& \left.\left.-\mathcal{Q}_{c, s}^{-h+1+i}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} .
\end{align*}
$$

Putting in order the terms in the right hand side of the previous equation we get

$$
\begin{align*}
& F_{n}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{n}^{L}(p, T)  \tag{9.54}\\
& +\gamma_{n} \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i+1}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T) \\
& =\left\{\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right] p-\bar{s}\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} \\
& +\gamma_{n}\left\{\left[S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-h}(T)-\mathcal{Q}_{c, s}^{-h}(T) S_{L}^{-1}(p, T)+\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+1+i}(T) S_{R}^{-1}(s, T) .\right.\right. \\
& \left.\mathcal{Q}_{c, p}^{-i-1}(T)-\mathcal{Q}_{c, s}^{-h+1+i}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T)\right] p-\bar{s}\left[S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-h}(T)\right. \\
& -\mathcal{Q}_{c, s}^{-h}(T) S_{L}^{-1}(p, T)+\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+1+i}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-i-1}(T) \\
& \left.\left.-\mathcal{Q}_{c, s}^{-h+1+i}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} .
\end{align*}
$$

Now, using the definition of left and right S-resolvent operators we get

$$
\begin{align*}
& S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-h}(T)-\mathcal{Q}_{c, s}^{-h}(T) S_{L}^{-1}(p, T)  \tag{9.55}\\
& +\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+1+i}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-i-1}(T)-\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+1+i}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T) \\
& =\mathcal{Q}_{c, s}^{-1}(T)(s \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-h}(T)-\mathcal{Q}_{c, s}^{-h}(T)(p \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-1}(T) \\
& +\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T)(s \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-i-1}(T)-\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+1+i}(T)(p \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-i-2}(T) \\
& =\mathcal{Q}_{c, s}^{-1}(T)(s \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-h}(T)-\mathcal{Q}_{c, s}^{-h}(T)(p \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-h}(T)(s \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-1}(T) \\
& +\sum_{i=1}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T)(s \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-i-1}(T)-\mathcal{Q}_{c, s}^{-1}(T)(p \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-h}(T) \\
& -\sum_{i=0}^{h-3} \mathcal{Q}_{c, s}^{-h+1+i}(T)(p \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-i-2}(T) \\
& =\mathcal{Q}_{c, s}^{-1}(T)(s-p) \mathcal{Q}_{c, p}^{-h}(T)+\mathcal{Q}_{c, s}^{-h}(T)(s-p) \mathcal{Q}_{c, p}^{-1}(T) \\
& +\sum_{i=1}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T)(s \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-i-1}(T)-\sum_{i=0}^{h-3} \mathcal{Q}_{c, s}^{-h+1+i}(T)(p \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-i-2}(T) \\
& =\mathcal{Q}_{c, s}^{-1}(T)(s-p) \mathcal{Q}_{c, p}^{-h}(T)+\mathcal{Q}_{c, s}^{-h}(T)(s-p) \mathcal{Q}_{c, p}^{-1}(T)
\end{align*}
$$

### 9.5. The $F$-resolvent equation for $n$ odd

$$
\begin{aligned}
& +\sum_{i=1}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T)(s \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-i-1}(T)-\sum_{i=1}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T)(p \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-i-1}(T) \\
& =\mathcal{Q}_{c, s}^{-1}(T)(s-p) \mathcal{Q}_{c, p}^{-h}(T)+\mathcal{Q}_{c, s}^{-h}(T)(s-p) \mathcal{Q}_{c, p}^{-1}(T) \\
& +\sum_{i=1}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T)(s-p) \mathcal{Q}_{c, p}^{-i-1}(T) \\
& =\sum_{i=0}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T)(s-p) \mathcal{Q}_{c, p}^{-i-1}(T) .
\end{aligned}
$$

Then we compute

$$
\begin{aligned}
& \gamma_{n}\left\{\left[S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-h}(T)-\mathcal{Q}_{c, s}^{-h}(T) S_{L}^{-1}(p, T)\right.\right. \\
& \left.+\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+1+i}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-i-1}(T)-\mathcal{Q}_{c, s}^{-h+1+i}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T)\right] p \\
& -\bar{s}\left[S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-h}(T)-\mathcal{Q}_{c, s}^{-h}(T) S_{L}^{-1}(p, T)+\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+1+i}(T) S_{R}^{-1}(s, T) .\right. \\
& \left.\left.\mathcal{Q}_{c, p}^{-i-1}(T)-\mathcal{Q}_{c, s}^{-h+1+i}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} \\
& =\gamma_{n}\left\{\left[\sum_{i=0}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T)(s-p) \mathcal{Q}_{c, p}^{-i-1}(T)\right] p\right. \\
& \left.-\bar{s}\left[\sum_{i=0}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T)(s-p) \mathcal{Q}_{c, p}^{-i-1}(T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} \\
& =\gamma_{n}\left[\sum_{i=0}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T)\left(s p-p^{2}\right) \mathcal{Q}_{c, p}^{-i-1}(T)\right. \\
& \left.-\sum_{i=0}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T)\left(|s|^{2}-\bar{s} p\right) \mathcal{Q}_{c, p}^{-i-1}(T)\right]\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} \\
& =\gamma_{n}\left[\sum_{i=0}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T)\left(s p-p^{2}-|s|^{2}+\bar{s} p\right) \mathcal{Q}_{c, p}^{-i-1}(T)\right]\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} \\
& =-\gamma_{n} \sum_{i=0}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-1}(T)\left(p^{2}-2 s_{0} p+|s|^{2}\right)\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1}
\end{aligned}
$$

$$
=-\gamma_{n} \sum_{i=0}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-1}(T) .
$$

Hence

$$
\begin{aligned}
& \gamma_{n}\left\{\left[S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-h}(T)-\mathcal{Q}_{c, s}^{-h}(T) S_{L}^{-1}(p, T)\right.\right. \\
& +\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+1+i}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-i-1}(T) \\
& \left.-\mathcal{Q}_{c, s}^{-h+1+i}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T)\right] p-\bar{s}\left[S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-h}(T)\right. \\
& -\mathcal{Q}_{c, s}^{-h}(T) S_{L}^{-1}(p, T)+\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+1+i}(T) S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}^{-i-1}(T) \\
& \left.\left.-\mathcal{Q}_{c, s}^{-h+1+i}(T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} \\
& =-\gamma_{n} \sum_{i=0}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-1}(T) .
\end{aligned}
$$

Finally, by substituting (9.56) in (9.54) we get (9.48).
Remark 9.5.2. Equation (9.48) generalizes (9.20) and (9.34). Indeed if we put $n=5$, then $h=2$ and we get

$$
\begin{aligned}
& F_{5}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{5}^{L}(p, T)+ \\
& \gamma_{5}\left[\sum_{i=0}^{0} \mathcal{Q}_{c, s}^{-1+i}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T)+\sum_{i=0}^{1} \mathcal{Q}_{c, s}^{-2+i}(T) \mathcal{Q}_{c, p}^{-i-1}(T)\right] \\
& =\left\{\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right] p-\bar{s}\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} .
\end{aligned}
$$

By developing the computations we obtain

$$
\begin{aligned}
& F_{5}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{5}^{L}(p, T) \\
& +\gamma_{5}\left[\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-2}(T) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-1}(T) \mathcal{Q}_{c, p}^{-2}(T)\right] \\
& =\left\{\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right] p-\bar{s}\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1}
\end{aligned}
$$

which is exactly 9.20 .
Now if we put $n=7$ in (9.48), then $h=3$ and we obtain

$$
\begin{aligned}
& F_{7}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{7}^{L}(p, T) \\
+ & \gamma_{7}\left[\sum_{i=0}^{1} \mathcal{Q}_{c, s}^{-2+i}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T)+\sum_{i=0}^{2} \mathcal{Q}_{c, s}^{-3+i}(T) \mathcal{Q}_{c, s}^{-i-1}(T)\right]
\end{aligned}
$$

### 9.5. The $F$-resolvent equation for $n$ odd

$$
=\left\{\left[F_{7}^{R}(s, T)-F_{7}^{L}(p, T)\right] p-\bar{s}\left[F_{7}^{R}(s, T)-F_{7}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} .
$$

By developing the computations we get

$$
\begin{aligned}
& F_{7}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{7}^{L}(p, T) \\
& +\gamma_{7}\left[\mathcal{Q}_{c, s}^{-2}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-1}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-2}(T)\right. \\
& \left.+\mathcal{Q}_{c, s}^{-3}(T) \mathcal{Q}_{c, p}^{-1}(T)+\mathcal{Q}_{c, s}^{-2}(T) \mathcal{Q}_{c, p}^{-2}(T)+\mathcal{Q}_{c, s}^{-1}(T) \mathcal{Q}_{c, p}^{-3}(T)\right] \\
& =\left\{\left[F_{7}^{R}(s, T)-F_{7}^{L}(p, T)\right] p-\bar{s}\left[F_{7}^{R}(s, T)-F_{7}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1},
\end{aligned}
$$

which is exactly (9.34).
Remark 9.5.3. The proof of the previous lemma shows that the structure of the resolvent equations of the hyperholomorphic functional calculi is crucial. In fact the term
$\left\{\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right] p-\bar{s}\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1}$
involves the difference of the $F$-resolvent operators entangled with the Cauchy kernel of slice hyperholomorphic functions. This term is equal to a function involving the products of the $F$-resolvent operators and of the $S$-resolvent operators that appear in the term

$$
F_{n}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{n}^{L}(p, T)
$$

and of a more complicated part that involves the $S$-resolvent operators and the pseudo $S$-resolvent operators, namely
$\gamma_{n}\left[\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i+1}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T)+\sum_{i=0}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-1}(T)\right]$.
In order to find a pseudo $F$-resolvent equation we divide into two cases according to the parity of the Sce exponent $h=\frac{n-1}{2}$. To state the following result we introduce this notations

$$
\begin{aligned}
\mathcal{A}_{0}(s, p, T): & =-s^{h} F_{n}^{R}(s, T) T F_{n}^{L}(p, T) p^{h-1}-s^{h-1} F_{n}^{R}(s, T) T F_{n}^{L}(p, T) p^{h} \\
& +s^{h-1} F_{n}^{R}(s, T) T^{2} F_{n}^{L}(p, T) p^{h-1} \\
& +s^{h} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} F_{n}^{L}(p, T) p^{h-2 k} \\
& -s^{h} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} T F_{n}^{L}(p, T) p^{h-1-2 k}
\end{aligned}
$$

## Chapter 9. The $F$-functional calculus for bounded operators

$$
\begin{aligned}
& -s^{h-1} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} T\left(|T|^{2}-2 T_{0} p\right)^{k} F_{n}^{L}(p, T) p^{h-2 k} \\
& +s^{h-1} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} T\left(|T|^{2}-2 T_{0} p\right)^{k} T F_{n}^{L}(p, T) p^{h-1-2 k}, \\
\mathcal{B}_{0}(s, p, T):= & \left.\left(\begin{array}{c}
\frac{h-1}{2} \\
k=1
\end{array}\binom{\frac{h-1}{2}}{k} s^{h-2 k} F_{n}^{R}(s, T)\left(|T|^{2}-2 T_{0} s\right)^{k}\right)\left(\begin{array}{c}
\frac{h-1}{2} \\
k=1 \\
\frac{h-1}{2} \\
k
\end{array}\right)\left(|T|^{2}-2 T_{0} p\right)^{k} F_{n}^{L}(p, T) p^{h-2 k}\right) \\
- & \left.\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} s^{h-2 k} F_{n}^{R}(s, T)\left(|T|^{2}-2 T_{0} s\right)^{k}\right)\left(\begin{array}{c}
\frac{h-1}{2} \\
k=1 \\
\frac{h-1}{2} \\
k
\end{array}\right)\left(|T|^{2}-2 T_{0} p\right)^{k} T F_{n}^{L}(p, T) p^{h-1-2 k}\right) \\
- & \left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} s^{h-2 k-1} F_{n}^{R}(s, T) T\left(|T|^{2}-2 T_{0} s\right)^{k}\right)\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} F_{n}^{L}(p, T) p^{h-2 k}\right) \\
+ & \left(\begin{array}{c}
\frac{h-1}{2} \\
k=1
\end{array}\binom{\frac{h-1}{2}}{k} s^{h-2 k-1} F_{n}^{R}(s, T) T\left(|T|^{2}-2 T_{0} s\right)^{k}\right)\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} T F_{n}^{L}(p, T) p^{h-1-2 k}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\mathcal{C}_{0}(s, p, T): & =\left(\begin{array}{c}
\frac{h-1}{2} \\
k=1
\end{array}\binom{\frac{h-1}{2}}{k} s^{h-2 k} F_{n}^{R}(s, T)\left(|T|^{2}-2 T_{0} s\right)^{k}\right) F_{n}^{L}(p, T) p^{h} \\
& -\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} s^{h-2 k} F_{n}^{R}(s, T)\left(|T|^{2}-2 T_{0} s\right)^{k} T\right) F_{n}^{L}(p, T) p^{h-1} \\
& \left.-\left(\begin{array}{c}
\frac{h-1}{2} \\
k=1 \\
\frac{h-1}{2} \\
k
\end{array}\right) s^{h-1-2 k} F_{n}^{R}(s, T) T\left(|T|^{2}-2 T_{0} s\right)^{k}\right) F_{n}^{L}(p, T) p^{h} \\
& +\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} s^{h-1-2 k} F_{n}^{R}(s, T) T\left(|T|^{2}-2 T_{0} s\right)^{k} T\right) F_{n}^{L}(p, T) p^{h-1} .
\end{aligned}
$$

### 9.5.1 The general structure of the pseudo $F$-resolvent equation for $h$ odd

The main result of this subsection is the following theorem.
Theorem 9.5.4 (The general structure of the pseudo $F$-resolvent equation for $h$ odd number). Let $n>3$ be an odd number as well as $h$. Let $T \in$ $\mathcal{B C}^{0,1}\left(V_{n}\right)$. Then for $p, s \in \rho_{S}(T)$ the following equation holds

$$
\begin{align*}
& F_{n}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{n}^{L}(p, T)  \tag{9.57}\\
& +\gamma_{n}\left[s \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-2}(T) p-s \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \bar{T} \mathcal{Q}_{c, p}^{-i-2}(T)\right. \\
& -\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \bar{T} \mathcal{Q}_{c, p}^{-i-2}(T) p+\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \bar{T}^{2} \mathcal{Q}_{c, p}^{-i-2}(T) \\
& \left.+\sum_{i=0, i \neq \frac{h-1}{2}}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-1}(T)\right] \\
& +\gamma_{n}^{-1}\left[s^{h} F_{n}^{R}(s, T) F_{n}^{L}(p, T) p^{h}+\mathcal{A}_{0}(s, p, T)+\mathcal{B}_{0}(s, p, T)+\mathcal{C}_{0}(s, p, T)\right] \\
& =\left\{\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right] p-\bar{s}\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1}
\end{align*}
$$

where the three terms $\mathcal{A}_{0}(s, p, T), \mathcal{B}_{0}(s, p, T)$ and $\mathcal{C}_{0}(s, p, T)$ are defined above.

Proof. We start by rewriting formula (9.48) as

$$
\begin{aligned}
& F_{n}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{n}^{L}(p, T) \\
& +\gamma_{n}\left[\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i+1}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T)+\mathcal{Q}_{c, s}^{-\frac{h+1}{2}}(T) \mathcal{Q}_{c, p}^{-\frac{h+1}{2}}(T)\right. \\
& \left.+\sum_{i=0, i \neq \frac{h-1}{2}}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-1}(T)\right] \\
& =\left\{\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right] p-\bar{s}\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} .
\end{aligned}
$$

Now, we focus on the term $\mathcal{Q}_{c, s}^{-\frac{h+1}{2}}(T) \mathcal{Q}_{c, p}^{-\frac{h+1}{2}}(T)$ and with some manipulations we obtain

$$
\begin{aligned}
\mathcal{Q}_{c, s}^{-\frac{h+1}{2}}(T) \mathcal{Q}_{c, p^{-\frac{h+1}{2}}}(T)= & \mathcal{Q}_{c, s}^{-\frac{h+1}{2}}(T) \mathcal{Q}_{c, s} s^{-\frac{h-1}{2}}(T) \mathcal{Q}_{c, s}^{-\frac{1-h}{2}}(T) \\
& \mathcal{Q}_{c, p}^{-\frac{1-h}{2}}(T) \mathcal{Q}_{c, p}^{-\frac{h-1}{2}}(T) \mathcal{Q}_{c, p}^{-\frac{h+1}{2}}(T) \\
= & \mathcal{Q}_{c, s}^{-h}(T) \mathcal{Q}_{c, s}^{-\frac{1-h}{2}}(T) \mathcal{Q}_{c, p}^{-\frac{1-h}{2}}(T) \mathcal{Q}_{c, p}^{-h}(T) .
\end{aligned}
$$

By the binomial formula we get

$$
\begin{aligned}
& \mathcal{Q}_{c, s}^{-\frac{h+1}{2}}(T) \mathcal{Q}_{c, p^{-\frac{h+1}{2}}}(T)=\mathcal{Q}_{c, s}^{-h}(T)\left(s^{2} \mathcal{I}-2 s T_{0}+T \bar{T}\right)^{\frac{h-1}{2}} . \\
& \left(p^{2} \mathcal{I}-2 p T_{0}+T \bar{T}\right)^{\frac{h-1}{2}} \mathcal{Q}_{c, p}^{-h}(T) \\
& =\mathcal{Q}_{c, s}^{-h}(T)\left(\sum_{k=0}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} s^{h-1-2 k}\left(|T|^{2}-2 T_{0} s\right)^{k}\right) \\
& \left(\sum_{k=0}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} p^{h-1-2 k}\right) \mathcal{Q}_{c, p}^{-h}(T) \\
& =\mathcal{Q}_{c, s}^{-h}(T)\left(s^{h-1}+\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} s^{h-1-2 k}\left(|T|^{2}-2 T_{0} s\right)^{k}\right) \\
& \left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} p^{h-1-2 k}+p^{h-1}\right) \mathcal{Q}_{c, p}^{-h}(T) \\
& =s^{h-1} \mathcal{Q}_{c, s}^{-h}(T) \mathcal{Q}_{c, p}^{-h}(T) p^{h-1}+s^{h-1} \mathcal{Q}_{c, s}^{-h}(T)\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} p^{h-1-2 k}\right) . \\
& \mathcal{Q}_{c, p}^{-h}(T)+\mathcal{Q}_{c, s}^{-h}(T)\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} s^{h-1-2 k}\left(|T|^{2}-2 T_{0} s\right)^{k}\right) \\
& \left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} p^{h-1-2 k}\right) . \\
& \mathcal{Q}_{c, p}^{-h}(T)+\mathcal{Q}_{c, s}^{-h}(T)\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} s^{h-1-2 k}\left(|T|^{2}-2 T_{0} s\right)^{k}\right) \mathcal{Q}_{c, p}^{-h}(T) p^{h-1} .
\end{aligned}
$$

Now, we use the left and right $F$-resolvent equations, (see Theorem 9.3.1)

$$
F_{n}^{L}(p, T) p-T F_{n}^{L}(p, T)=\gamma_{n} \mathcal{Q}_{c, p}^{-h}(T)
$$

and

$$
s F_{n}^{R}(s, T)-F_{n}^{R}(s, T) T=\gamma_{n} \mathcal{Q}_{c, s}^{-h}(T)
$$

We go through the computations term by term

### 9.5. The $F$-resolvent equation for $n$ odd

$$
\begin{align*}
& s^{h-1} \mathcal{Q}_{c, s}^{-h}(T) \mathcal{Q}_{c, p}^{-h}(T) p^{h-1}  \tag{9.58}\\
& =\gamma_{n}^{-2}\left[s^{h} F_{n}^{R}(s, T) F_{n}^{L}(p, T) p^{h}-s^{h} F_{n}^{R}(s, T) T F_{n}^{L}(p, T) p^{h-1}\right. \\
& \left.-s^{h-1} F_{n}^{R}(s, T) T F_{n}^{L}(p, T) p^{h}+s^{h-1} F_{n}^{R}(s, T) T^{2} F_{n}^{L}(p, T) p^{h-1}\right] .
\end{align*}
$$

Then we consider

$$
\begin{align*}
& s^{h-1} \mathcal{Q}_{c, s}^{-h}(T)\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} \mathcal{Q}_{c, p}^{-h}(T) p^{h-1-2 k}\right) \\
& =\gamma_{n}^{-2}\left[s^{h} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} F_{n}^{L}(p, T) p^{h-2 k}\right. \\
& -s^{h} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} T F_{n}^{L}(p, T) p^{h-1-2 k} \\
& -s^{h-1} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} T\left(|T|^{2}-2 T_{0} p\right)^{k} F_{n}^{L}(p, T) p^{h-2 k} \\
& \left.+s^{h-1} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} T\left(|T|^{2}-2 T_{0} p\right)^{k} T F_{n}^{L}(p, T) p^{h-1-2 k}\right] .
\end{align*}
$$

Then we compute the term

$$
\begin{aligned}
& \left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} s^{h-1-2 k} \mathcal{Q}_{c, s}^{-h}(T)\left(|T|^{2}-2 T_{0} s\right)^{k}\right)\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} \mathcal{Q}_{c, p}^{-h}(T) p^{h-1-2 k}\right) \\
& =\gamma_{n}^{-2}\left[\left(\begin{array}{c}
\sum_{k=1}^{2} \\
\hline
\end{array}\binom{\frac{h-1}{2}}{k} s^{h-2 k} F_{n}^{R}(s, T)\left(|T|^{2}-2 T_{0} s\right)^{k}\right)\left(\begin{array}{c}
\frac{h-1}{2} \\
k=1
\end{array}\binom{\frac{h-1}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} F_{n}^{L}(p, T) p^{h-2 k}\right)\right. \\
& -\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} s^{h-2 k} F_{n}^{R}(s, T)\left(|T|^{2}-2 T_{0} s\right)^{k}\right)\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} T F_{n}^{L}(p, T) p^{h-1-2 k}\right) \\
& \left.-\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} s^{h-2 k-1} F_{n}^{R}(s, T) T\left(|T|^{2}-2 T_{0} s\right)^{k}\right)\left(\begin{array}{c}
\frac{h-1}{2} \\
k=1 \\
\frac{h-1}{2} \\
k
\end{array}\right)\left(|T|^{2}-2 T_{0} p\right)^{k} F_{n}^{L}(p, T) p^{h-2 k}\right) \\
& \left.+\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} s^{h-2 k-1} F_{n}^{R}(s, T) T\left(|T|^{2}-2 T_{0} s\right)^{k}\right)\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} T F_{n}^{L}(p, T) p^{h-1-2 k}\right)\right] .
\end{aligned}
$$

We have also

$$
\begin{aligned}
& \left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} s^{h-1-2 k} \mathcal{Q}_{c, s}^{-h}(T)\left(|T|^{2}-2 T_{0} s\right)^{k}\right) \mathcal{Q}_{c, p}^{-h}(T) p^{h-1} \\
& =\gamma_{n}^{-2}\left[\left(\begin{array}{c}
\frac{h-1}{2} \\
k=1 \\
\frac{h-1}{2} \\
k
\end{array}\right) s^{h-2 k} F_{n}^{R}(s, T)\left(|T|^{2}-2 T_{0} s\right)^{k}\right) F_{n}^{L}(p, T) p^{h} \\
& -\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} s^{h-2 k} F_{n}^{R}(s, T)\left(|T|^{2}-2 T_{0} s\right)^{k} T\right) F_{n}^{L}(p, T) p^{h-1} \\
& -\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} s^{h-1-2 k} F_{n}^{R}(s, T) T\left(|T|^{2}-2 T_{0} s\right)^{k}\right) F_{n}^{L}(p, T) p^{h} \\
& \left.+\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} s^{h-1-2 k} F_{n}^{R}(s, T) T\left(|T|^{2}-2 T_{0} s\right)^{k} T\right) F_{n}^{L}(p, T) p^{h-1}\right] .
\end{aligned}
$$

Finally by using the definition of left and right $S$-resolvent operators we get

$$
\begin{aligned}
& \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i+1}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T) \\
& =\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T)(s \mathcal{I}-\bar{T})(p \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-i-2}(T) \\
& =s \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-2}(T) p-s \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \bar{T} \mathcal{Q}_{c, p}^{-i-2}(T) \\
& -\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \bar{T} \mathcal{Q}_{c, p}^{-i-2}(T) p+\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \bar{T}^{2} \mathcal{Q}_{c, p}^{-i-2}(T),
\end{aligned}
$$

and this concludes the proof.

### 9.5.2 The general structure of the pseudo $F$-resolvent equation for $h$ even number

In this last subsection we consider the case in which $h=(n-1) / 2$ is an even number. To state the following result we need these notations

$$
\begin{aligned}
\mathcal{A}_{1}(s, p, T): & =-s^{h} F_{n}^{R}(s, T) T F_{n}^{L}(p, T) p^{h-1}-s^{h-1} F_{n}^{R}(s, T) T F_{n}^{L}(p, T) p^{h} \\
& +s^{h-1} F_{n}^{R}(s, T) T^{2} F_{n}^{L}(p, T) p^{h-1}
\end{aligned}
$$

and

$$
\begin{aligned}
\mathcal{B}_{1}(s, p, T): & =s^{h} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} F_{n}^{L}(p, T) p^{h-2 k} \\
& -s^{h} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} T F_{n}^{L}(p, T) p^{h-1-2 k} \\
& -s^{h-1} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} T\left(|T|^{2}-2 T_{0} p\right)^{k} F_{n}^{L}(p, T) p^{h-2 k} \\
& +s^{h-1} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} T\left(|T|^{2}-2 T_{0} p\right)^{k} T F_{n}^{L}(p, T) p^{h-1-2 k}
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathcal{C}_{1}(s, p, T):=\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} s^{h-2 k} F_{n}^{R}(s, T)\left(|T|^{2}-2 T_{0} s\right)^{k}\right)\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} F_{n}^{L}(p, T) p^{h-2 k}\right) \\
& -\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} s^{h-2 k} F_{n}^{R}(s, T)\left(|T|^{2}-2 T_{0} s\right)^{k}\right)\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} T F_{n}^{L}(p, T) p^{h-1-2 k}\right) \\
& -\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} s^{h-2 k-1} F_{n}^{R}(s, T) T\left(|T|^{2}-2 T_{0} s\right)^{k}\right)\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-2}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} F_{n}^{L}(p, T) p^{h-2 k}\right) \\
& +\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} s^{h-2 k-1} F_{n}^{R}(s, T) T\left(|T|^{2}-2 T_{0} s\right)^{k}\right)\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} T F_{n}^{L}(p, T) p^{h-1-2 k}\right) \\
& +\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} s^{h-2 k} F_{n}^{R}(s, T)\left(|T|^{2}-2 T_{0} s\right)^{k}\right) F_{n}^{L}(p, T) p^{h} \\
& -\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} s^{h-2 k} F_{n}^{R}(s, T)\left(|T|^{2}-2 T_{0} s\right)^{k} T\right) F_{n}^{L}(p, T) p^{h-1} \\
& -\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} s^{h-1-2 k} F_{n}^{R}(s, T) T\left(|T|^{2}-2 T_{0} s\right)^{k}\right) F_{n}^{L}(p, T) p^{h} \\
& +\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} s^{h-1-2 k} F_{n}^{R}(s, T) T\left(|T|^{2}-2 T_{0} s\right)^{k} T\right) F_{n}^{L}(p, T) p^{h-1} .
\end{aligned}
$$

Theorem 9.5.5 (The general structure of the pseudo $F$-resolvent equation for $h$ even number). Let $n>3$ be an odd number and $h$ be even. Let $T \in \mathcal{B C}^{0,1}\left(V_{n}\right)$. Then for $p, s \in \rho_{S}(T)$ the following equation holds

$$
\begin{align*}
& F_{n}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{n}^{L}(p, T)  \tag{9.59}\\
& +\gamma_{n}\left[-s \mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T) \bar{T} \mathcal{Q}_{c, p}^{-\frac{h+2}{2}}(T)-\mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T) \bar{T} \mathcal{Q}_{c, p^{-\frac{h+2}{2}}(T) p}\right. \\
& +\mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T) \bar{T}^{2} \mathcal{Q}_{c, p^{-\frac{h+2}{2}}(T)+\sum_{i=0}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-1}(T)}^{+s \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-2}(T) p-s \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \bar{T} \mathcal{Q}_{c, p}^{-i-2}(T)} \\
& \left.-\sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \bar{T} \mathcal{Q}_{c, p}^{-i-2}(T) p+\sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \bar{T}^{2} \mathcal{Q}_{c, p}^{-i-2}(T)\right] \\
& +\gamma_{n}^{-1}\left[\mathcal{A}_{1}(s, p, T)+\mathcal{B}_{1}(s, p, T)+\mathcal{C}_{1}(s, p, T)+s^{h} F_{n}^{R}(s, T) F_{n}^{L}(p, T) p^{h}\right] \\
& =\left\{\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right] p-\bar{s}\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1},
\end{align*}
$$

where the three terms $\mathcal{A}_{1}(s, p, T), \mathcal{B}_{1}(s, p, T)$ and $\mathcal{C}_{1}(s, p, T)$ are defined above.

Proof. Let us begin by writing formula $(9.48)$ as

$$
\begin{aligned}
& F_{n}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{n}^{L}(p, T) \\
& +\gamma_{n}\left[\mathcal{Q}_{c, s}^{-\frac{h}{2}}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-\frac{h}{2}}(T)+\sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i+1}(T) S_{R}^{-1}(s, T) .\right. \\
& \left.S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T)+\sum_{i=0}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-1}(T)\right] \\
& =\left\{\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right] p-\bar{s}\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} .
\end{aligned}
$$

Now, we focus on the $\mathcal{Q}_{c, s^{-}}^{-\frac{h}{2}}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-\frac{h}{2}}(T)$. By definition of left and right S-resolvent operators we get

$$
\mathcal{Q}_{\mathcal{Q}, s}^{-\frac{h}{h}}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-\frac{h}{2}}(T)
$$

### 9.5. The $F$-resolvent equation for $n$ odd

$$
\begin{aligned}
& =\mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T)(s \mathcal{I}-\bar{T})(p \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-\frac{h+2}{2}}(T) \\
& =s \mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T) \mathcal{Q}_{c, p}^{-\frac{h+2}{2}}(T) p-s \mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T) \bar{T} \mathcal{Q}_{c, p^{-\frac{h+2}{2}}}(T)-\mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T) \bar{T} \mathcal{Q}_{c, p}^{-\frac{h+2}{2}}(T) p \\
& +\mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T) \bar{T}^{2} \mathcal{Q}_{c, p^{-\frac{h+2}{2}}}(T) .
\end{aligned}
$$

We continue the calculations only on the term $s \mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T) \mathcal{Q}_{c, p^{-\frac{h+2}{2}}}(T) p$. By the binomial formula we get

$$
\begin{aligned}
& s \mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T) \mathcal{Q}_{c, p}^{-\frac{h+2}{2}}(T) p=s \mathcal{Q}_{c, s}^{-h}(T)\left(s^{2} \mathcal{I}-2 s T_{0}+T \bar{T}\right)^{\frac{h-2}{2}} . \\
& \left(p^{2} \mathcal{I}-2 p T_{0}+T \bar{T}\right)^{\frac{h-2}{2}} \mathcal{Q}_{c, p}^{-h}(T) p \\
& =s \mathcal{Q}_{c, s}^{-h}(T)\left(\sum_{k=0}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} s^{h-2-2 k}\left(|T|^{2}-2 T_{0} s\right)^{k}\right) . \\
& \left(\sum_{k=0}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} p^{h-2-2 k}\right) \mathcal{Q}_{c, p}^{-h}(T) p \\
& =s \mathcal{Q}_{c, s}^{-h}(T)\left(s^{h-2}+\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} s^{h-2-2 k}\left(|T|^{2}-2 T_{0} s\right)^{k}\right) . \\
& \left(\begin{array}{l}
\left.\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} p^{h-2-2 k}+p^{h-2}\right) \mathcal{Q}_{c, p}^{-h}(T) p \\
=s^{h-1} \mathcal{Q}_{c, s}^{-h}(T) \mathcal{Q}_{c, p}^{h}(T) p^{h-1}+s^{h-1} \mathcal{Q}_{c, s}^{-h}(T)\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} p^{h-1-2 k}\right) . \\
\mathcal{Q}_{c, p}^{-h}(T)+\mathcal{Q}_{c, s}^{-h}(T)\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-1}{2}}{k} s^{h-1-2 k}\left(|T|^{2}-2 T_{0} s\right)^{k}\right) . \\
\left.\left(\begin{array}{l}
\frac{h-2}{2} \\
\left.\left(\sum_{k=1}^{\frac{h-2}{2}} \begin{array}{l}
k
\end{array}\right)\left(|T|^{2}-2 T_{0} p\right)^{k} p^{h-1-2 k}\right) \mathcal{Q}_{c, p}^{-h}(T) \\
+\mathcal{Q}_{c, s}^{-h}(T)\left(\sum _ { k = 1 } ^ { \frac { h - 2 } { 2 } } \left(\frac{h-2}{2}\right.\right. \\
k
\end{array}\right) s^{h-1-2 k}\left(|T|^{2}-2 T_{0} s\right)^{k}\right) \mathcal{Q}_{c, p}^{-h}(T) p^{h-1} .
\end{array} .\right.
\end{aligned}
$$

Now, we use the left and right $F$-resolvent equations in Theorem 9.3.1

## Chapter 9. The $F$-functional calculus for bounded operators

and we go through the computations term by term

$$
\begin{aligned}
& s^{h-1} \mathcal{Q}_{c, s}^{-h}(T) \mathcal{Q}_{c, p}^{-h}(T) p^{h-1}=\gamma_{n}^{-2}\left[s^{h} F_{n}^{R}(s, T) F_{n}^{L}(p, T) p^{h}\right. \\
& -s^{h} F_{n}^{R}(s, T) T F_{n}^{L}(p, T) p^{h-1}-s^{h-1} F_{n}^{R}(s, T) T F_{n}^{L}(p, T) p^{h} \\
& \left.+s^{h-1} F_{n}^{R}(s, T) T^{2} F_{n}^{L}(p, T) p^{h-1}\right],
\end{aligned}
$$

and

$$
\begin{aligned}
& s^{h-1} \mathcal{Q}_{c, s}^{-h}(T)\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} \mathcal{Q}_{c, p}^{-h}(T) p^{h-1-2 k}\right) \\
& =\gamma_{n}^{-2}\left[s^{h} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} F_{n}^{L}(p, T) p^{h-2 k}\right. \\
& -s^{h} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} T F_{n}^{L}(p, T) p^{h-1-2 k} \\
& -s^{h-1} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} T\left(|T|^{2}-2 T_{0} p\right)^{k} F_{n}^{L}(p, T) p^{h-2 k} \\
& \left.+s^{h-1} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} T\left(|T|^{2}-2 T_{0} p\right)^{k} T F_{n}^{L}(p, T) p^{h-1-2 k}\right],
\end{aligned}
$$

then we consider the term

$$
\begin{aligned}
& \left.\left(\begin{array}{c}
\frac{h-2}{2} \\
k=1
\end{array}\binom{\frac{h-2}{2}}{k} s^{h-1-2 k} \mathcal{Q}_{c, s}^{-h}(T)\left(|T|^{2}-2 T_{0} s\right)^{k}\right)\left(\begin{array}{c}
\frac{h-2}{2} \\
k=1 \\
\frac{h-2}{2} \\
k
\end{array}\right)\left(|T|^{2}-2 T_{0} p\right)^{k} \mathcal{Q}_{c, p}^{-h}(T) p^{h-1-2 k}\right) \\
& =\gamma_{n}^{-2}\left[\left(\begin{array}{c}
\frac{h-2}{2} \\
k=1
\end{array}\binom{\frac{h-2}{2}}{k} s^{h-2 k} F_{n}^{R}(s, T)\left(|T|^{2}-2 T_{0} s\right)^{k}\right)\left(\begin{array}{c}
\frac{h-2}{2} \\
k=1
\end{array}\binom{\frac{h-2}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} F_{n}^{L}(p, T) p^{h-2 k}\right)\right. \\
& -\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-1}{2}}{k} s^{h-2 k} F_{n}^{R}(s, T)\left(|T|^{2}-2 T_{0} s\right)^{k}\right)\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} T F_{n}^{L}(p, T) p^{h-1-2 k}\right) \\
& \left.-\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} s^{h-2 k-1} F_{n}^{R}(s, T) T\left(|T|^{2}-2 T_{0} s\right)^{k}\right)\left(\begin{array}{c}
\frac{h-2}{2} \\
k=1 \\
\frac{h-2}{2} \\
k
\end{array}\right)\left(|T|^{2}-2 T_{0} p\right)^{k} F_{n}^{L}(p, T) p^{h-2 k}\right) \\
& \left.+\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} s^{h-2 k-1} F_{n}^{R}(s, T) T\left(|T|^{2}-2 T_{0} s\right)^{k}\right)\left(\begin{array}{c}
\frac{h-2}{2} \\
k=1
\end{array}\binom{\frac{h-2}{2}}{k}\left(|T|^{2}-2 T_{0} p\right)^{k} T F_{n}^{L}(p, T) p^{h-1-2 k}\right)\right],
\end{aligned}
$$

and the other term

$$
\begin{aligned}
& \left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} s^{h-1-2 k} \mathcal{Q}_{c, s}^{-h}(T)\left(|T|^{2}-2 T_{0} s\right)^{k}\right) \mathcal{Q}_{c, p}^{-h}(T) p^{h-1} \\
& =\gamma_{n}^{-2}\left[\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} s^{h-2 k} F_{n}^{R}(s, T)\left(|T|^{2}-2 T_{0} s\right)^{k}\right) F_{n}^{L}(p, T) p^{h}\right. \\
& -\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} s^{h-2 k} F_{n}^{R}(s, T)\left(|T|^{2}-2 T_{0} s\right)^{k} T\right) F_{n}^{L}(p, T) p^{h-1} \\
& -\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} s^{h-1-2 k} F_{n}^{R}(s, T) T\left(|T|^{2}-2 T_{0} s\right)^{k}\right) F_{n}^{L}(p, T) p^{h} \\
& \left.+\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} s^{h-1-2 k} F_{n}^{R}(s, T) T\left(|T|^{2}-2 T_{0} s\right)^{k} T\right) F_{n}^{L}(p, T) p^{h-1}\right] .
\end{aligned}
$$

Finally by using the definition of left and right S-resolvent operators we obtain

$$
\begin{aligned}
& \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i+1}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T) \\
= & \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T)(s \mathcal{I}-\bar{T})(p \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}^{-i-2}(T) \\
= & s \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{i+2}(T) p-s \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \bar{T} \mathcal{Q}_{c, p}^{-i-2}(T) \\
- & \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \bar{T} \mathcal{Q}_{c, p}^{-i-2}(T) p+\sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \bar{T}^{2} \mathcal{Q}_{c, p}^{-i-2}(T)
\end{aligned}
$$

and this concludes the proof.

### 9.5.3 Comments

The general structure of the $F$-resolvent equation involving the pseudo $S$ resolvent operators is obtained in Lemma 9.5.1 for $n>3, n$ odd, and Sce
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exponent $h=\frac{n-1}{2}$ the equation is

$$
\begin{align*}
& F_{n}^{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{n}^{L}(p, T)  \tag{9.60}\\
& +\gamma_{n}\left[\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i+1}(T) S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}^{-i-1}(T)+\sum_{i=0}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-1}(T)\right] \\
& =\left\{\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right] p-\bar{s}\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1}
\end{align*}
$$

for paravector operators $T \in \mathcal{B C}\left(V_{n}\right)$ and for $p, s \in \rho_{S}(T)$.
This general structure is useful to study the Riesz projectors of the $F$ functional calculus (see next section). This equation has two different expressions according to the fact that the Sce exponent $h:=(n-1) / 2$ is an even or odd number. Precisely, for $h$ odd is obtained in Theorem 9.5.4 while the case in which $h$ is even is obtained in Theorem 9.5.5.

Let us summarize, for the $F$-resolvent equation, the major similarities and the main differences with respect to $S$-resolvent equation and the resolvent equation (see (3.9) of the Riesz-Dunford functional calculus (see (2.3).
(I-Fa) There are two different $F$-resolvent operators $F_{n}^{L}(s, T)$ and $F_{n}^{R}(p, T)$ which are right slice hyperholomorphic in $s$ and left slice hyperholomorphic in $p$, respectively.
(I-Fb) There are additional terms containing:
(i) the operator $F_{n}^{R}(s, T) B F_{n}^{L}(s, T)$ which, for any bounded operator $B$, preserves the right slice hyperholomorphicity in $s$ and the left slice hyperholomorphicity in $p$.
(ii) the commutative version of the $S$-resolvent operators which appears in the terms:

$$
F_{n}^{R}(s, T) S_{L}^{-1}(p, T) \quad \text { and } \quad S_{R}^{-1}(s, T) F_{n}^{L}(p, T) .
$$

(iii) the commutative pseudo $S$-resolvent operators $\mathcal{Q}_{c,}(T)$ and $\mathcal{Q}_{c, p}(T)$.
(II-F) The difference $F_{n}^{L}(s, T)-F_{n}^{R}(s, T)$ is entangled with of the Cauchy kernel of slice hyperholomorphic functions, in the same way as the $S$-resolvent equation, i.e.,

$$
(s, p) \mapsto\left[\left[F_{n}^{L}(s, T)-F_{n}^{R}(s, T)\right] p-\bar{s}\left[F_{n}^{L}(s, T)-F_{n}^{R}(s, T)\right]\right]\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1}
$$

and it preserves the slice hyperholomorphicity on the right in $s$ and on the left in $p$.
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(III-F) The term

$$
\left[\left[F_{n}^{L}(s, T)-F_{n}^{R}(s, T)\right] p-\bar{s}\left[F_{n}^{L}(s, T)-F_{n}^{R}(s, T)\right]\right]\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1}
$$

equals not only terms that involve suitable product of the $F$-resolvent operators, but also the terms described in the above items (i), (ii) and (iii).

Remark 9.5.6. Similarly to the case of the $S$-resolvent equation, the products of the form

$$
F_{n}^{L}(s, T) B F_{n}^{R}(s, T),
$$

where $B$ is a linear operator, cannot be used in the $F$-resolvent equation because they destroy slice hyperholomorphicity.

### 9.6 The Riesz Projectors for the $F$-functional calculus: the general case of $n$ odd

In the monogenic functional calculus developed by McIntosh and collaborators, [99, 101, 108, 112], the resolvent equation is missing. They are able to study the Riesz projectors by using another functional calculus: the Weyl calculus, see [100]. For the $F$-functional calculus, which is a monogenic functional calculus, the interesting symmetries that appear in the equations of Theorem 9.5 .4 and Theorem 9.5 .5 allow to study the Riesz projectors.

Theorem 9.6.1. Let $n>3$ be an odd number and let $T=\sum_{i=1}^{n} e_{\ell} T_{\ell} \in$ $\mathcal{B C}^{0,1}\left(V_{n}\right)$. Let $\sigma_{S}(T)=\sigma_{S, 1}(T) \cup \sigma_{S, 2}(T)$ with

$$
\operatorname{dist}\left(\sigma_{S, 1}(T), \sigma_{S, 2}(T)\right)>0
$$

and

$$
\sigma\left(T_{\ell}\right) \subset \mathbb{R} \text { for all } \ell=1, \ldots, n
$$

Let $G_{1}, G_{2}$ be two admissible sets for $T$ such that $\sigma_{S, 1}(T) \subset G_{1}$ and $\bar{G}_{1} \subset$ $G_{2}$ and such that dist $\left(G_{2}, \sigma_{S, 2}(T)\right)>0$. Then the operator

$$
\begin{align*}
\check{P} & =\frac{1}{\gamma_{n}(2 \pi)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{n-1}  \tag{9.61}\\
& =\frac{1}{\gamma_{n}(2 \pi)} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{n-1} d s_{J} F_{n}^{R}(s, T) .
\end{align*}
$$

is a projector.
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Proof. We divide the proof in two cases, according to the parity of $h=\frac{n-1}{2}$.
CASE I: The Sce exponent $h$ is odd.
We start by multiplying the equation of Theorem 9.5 .4 by $s^{h}$ on the left and $p^{h}$ on the right, and since $T_{0}=0$ we get

$$
\begin{align*}
& s^{h} F_{n}^{R}(s, T) S_{L}^{-1}(p, T) p^{h}+s^{h} S_{R}^{-1}(s, T) F_{n}^{L}(p, T) p^{h}  \tag{9.62}\\
& +\gamma_{n}\left[s^{h+1} \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-2}(T) p^{h+1}+s^{h+1} \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) T \mathcal{Q}_{c, p}^{-i-2}(T) p^{h}\right. \\
& +s^{h} \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) T \mathcal{Q}_{c, p}^{-i-2}(T) p^{h+1}+s^{h} \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) T^{2} \mathcal{Q}_{c, p}^{-i-2}(T) p^{h}+ \\
& \left.+s^{h} \sum_{i=0, i \neq \frac{h-1}{2}}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{i+1}(T) p^{h}\right]+\gamma_{n}^{-1}\left[s^{2 h} F_{n}^{R}(s, T) F_{n}^{L}(p, T) p^{2 h}\right. \\
& \left.+s^{h} \mathcal{A}_{0}(s, p, T) p^{h}+s^{h} \mathcal{B}_{0}(s, p, T) p^{h}+s^{h} \mathcal{C}_{0}(s, p, T) p^{h}\right] \\
& =s^{h}\left\{\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right] p-\bar{s}\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right]\right\} . \\
& \left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} p^{h} .
\end{align*}
$$

Now, we multiply equation (9.62) by $d s_{J}$ on the left, integrate it over $\partial\left(G_{2} \cap\right.$ $\mathbb{C}_{J}$ ) with respect to $d s_{J}$ and then we multiply it by $d p_{J}$ on the right and integrate over $\partial\left(G_{1} \cap \mathbb{C}_{J}\right)$ with respect to $d p_{J}$. We obtain

$$
\begin{align*}
& \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} F_{n}^{R}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(p, T) d p_{J} p^{h}  \tag{9.63}\\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} S_{R}^{-1}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{h} \\
& +\gamma_{n}\left[\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1} \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-2}(T) d p_{J} p^{h+1}\right. \\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1} \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) d s_{J} T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-2}(T) d p_{J} p^{h} \\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) d s_{J} T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-2}(T) d p_{J} p^{h+1} \\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) d s_{J} T^{2} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-2}(T) d p_{J} p^{h}
\end{align*}
$$
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$$
\begin{aligned}
& \left.+\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} \sum_{i=0, i \neq \frac{h-1}{2}}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-1}(T) d p_{J} p^{h}\right] \\
& +\gamma_{n}^{-1}\left[\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h} d s_{J} F_{n}^{R}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h}+\right. \\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right.} s^{h} d s_{J} \mathcal{A}_{0}(s, p, T) d p_{J} p^{h}+s^{h} d s_{J} \mathcal{B}_{0}(s, p, T) d p_{J} p^{h} \\
& \left.+s^{h} d s_{J} \mathcal{C}_{0}(s, p, T) d p_{J} p^{h}\right] \\
& =\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} s^{h}\left\{\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right] p-\bar{s}\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right]\right\} \\
& \left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} d p_{J} p^{h} .
\end{aligned}
$$

Recalling the definition of $\mathcal{A}_{0}, \mathcal{B}_{0}, \mathcal{C}_{0}$ and the fact that $T_{0}=0$ we have

$$
\begin{aligned}
& \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} \mathcal{A}_{0}(s, p, T) d p_{J} p^{h}+s^{h} d s_{J} \mathcal{B}_{0}(s, p, T) d p_{J} p^{h}+s^{h} d s_{J} \mathcal{C}_{0}(s, p, T) d p_{J} p^{h} \\
& =-\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h} F_{n}^{R}(s, T) d s_{J} T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-1} \\
& -\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h-1} F_{n}^{R}(s, T) d s_{J} T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h} \\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h-1} d s_{J} F_{n}^{R}(s, T) T^{2} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-1} \\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h} d s_{J} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}|T|^{2 k} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-2 k} \\
& -\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h} d s_{J} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}|T|^{2 k} T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) p^{2 h-1-2 k} \\
& -\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h-1} d s_{J} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} T|T|^{2 k} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-2 k} \\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h-1} F_{n}^{R}(s, T) d s_{J} \sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} T|T|^{2 k} T \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-1-2 k} \\
& +\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h-2 k} d s_{J} F_{n}^{R}(s, T)|T|^{2 k}\right)\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}|T|^{2 k} \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-2 k}\right) \\
& -\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h-2 k} d s_{J} F_{n}^{R}(s, T)|T|^{2 k}\right)\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k}|T|^{k} T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-1-2 k}\right)
\end{aligned}
$$
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$$
\begin{aligned}
& -\left(\begin{array}{c}
\frac{h-1}{2} \\
k=1
\end{array}\binom{\frac{h-1}{2}}{k} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h-2 k-1} d s_{J} F_{n}^{R}(s, T) T|T|^{2 k}\right)\left(\begin{array}{c}
\frac{h-1}{2} \\
\left.\sum_{k=1}\binom{\frac{h-1}{2}}{k}|T|^{2 k} \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-2 k}\right)
\end{array}\right. \\
& +\left(\begin{array}{c}
\frac{h-1}{2} \\
k=1
\end{array}\binom{\frac{h-1}{2}}{k} \int_{\partial\left(G_{2} \cap \mathcal{C}_{J}\right)} s^{2 h-2 k-1} d s_{J} F_{n}^{R}(s, T) T|T|^{2 k}\right)\left(\begin{array}{c}
\frac{h-1}{2} \\
\left.\sum_{k=1}^{2}\binom{\frac{h-1}{2}}{k}|T|^{2 k} T \int_{\partial\left(G_{1} \cap \mathcal{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-1-2 k}\right)
\end{array}\right. \\
& +\left(\begin{array}{c}
\frac{h-1}{2} \\
k=1
\end{array}\binom{\frac{h-1}{2}}{k} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h-2 k} d s_{J} F_{n}^{R}(s, T)|T|^{2 k}\right) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p J p^{2 h} \\
& -\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} \int_{\partial\left(G_{2} \cap C_{J}\right)} s^{2 h-2 k} d s_{J} F_{n}^{R}(s, T)|T|^{2 k} T\right) \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-1} \\
& -\left(\sum_{k=1}^{\frac{h-1}{2}}\binom{\frac{h-1}{2}}{k} \int_{\partial\left(G_{2} \cap C_{J}\right)} s^{2 h-1-2 k} d s_{J} F_{n}^{R}(s, T) T|T|^{2 k}\right) \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{n}^{L}(p, T) d p p_{J} p^{2 h} \\
& +\left(\begin{array}{c}
\frac{h-1}{2} \\
k=1
\end{array}\binom{\frac{h-1}{2}}{k} \int_{\partial\left(G_{2} \cap C_{J}\right)} s^{2 h-1-2 k} d s_{J} F_{n}^{R}(s, T) T^{2}|T|^{2 k}\right) \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-1} .
\end{aligned}
$$

Now, since $h \leq 2 h-1$ by Lemma 9.2.18 we get

$$
\begin{aligned}
& \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} F_{n}^{R}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(p, T) d p_{J} p^{h} \\
& =\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} S_{R}^{-1}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{h} \\
& =0
\end{aligned}
$$

Moreover, since $2 h-2 k \leq 2 h-1$ and $2 h-1-2 k \leq 2 h-1$ we obtain

$$
\begin{aligned}
& \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} \mathcal{A}_{0}(s, p, T) d p_{J} p^{h}+s^{h} d s_{J} \mathcal{B}_{0}(s, p, T) d p_{J} p^{h} \\
& +s^{h} d s_{J} \mathcal{C}_{0}(s, p, T) d p_{J} p^{h}=0 .
\end{aligned}
$$

Now, we focus on the term

$$
\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1} \sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-2}(T) d p_{J} p^{h+1} .
$$

First of all we split the sum in two parts and write
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$$
\sum_{i=0}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-2}(T)=\sum_{i=0}^{\left\lfloor\frac{h-2}{2}\right\rfloor} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-2}(T)+\sum_{i=\left\lfloor\frac{h-2}{2}\right\rfloor+1}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-2}(T)
$$

where $\lfloor$.$\rfloor is the floor of a number. In the first sum the powers of \mathcal{Q}_{c, s}^{-1}(T)$ are more than the powers of $\mathcal{Q}_{c, p}^{-1}(T)$, and conversely in the second sum.

Since $T_{0}=0$, by the binomial formula we get

$$
\begin{aligned}
& \sum_{i=0}^{\left\lfloor\frac{h-2}{2}\right\rfloor} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-2}(T)=\mathcal{Q}_{c, s}^{-h}(T) \sum_{i=0}^{\left\lfloor\frac{h-2}{2}\right\rfloor} \sum_{k=0}^{i}\binom{i}{k} s^{2 k}|T|^{2(i-k)} \mathcal{Q}_{c, p}^{-i-2}(T)+ \\
& +\sum_{i=\left\lfloor\frac{h-2}{2}\right\rfloor+1}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \sum_{k=0}^{h-2-i}\binom{h-2-i}{k} p^{2 k}|T|^{2(h-2-i-k)} \mathcal{Q}_{c, p}^{-h}(T)
\end{aligned}
$$

Consider the first sum. By the $F$ - resolvent equation, see (9.19) we get

$$
\begin{aligned}
& \sum_{i=0}^{\left\lfloor\frac{h-2}{2}\right\rfloor} \sum_{k=0}^{i}\binom{i}{k} s^{2 k} \mathcal{Q}_{c, s}^{-h}(T)|T|^{2(i-k)} \mathcal{Q}_{c, p}^{-i-2}(T) \\
& =\gamma_{n}^{-1} \sum_{i=0}^{\left\lfloor\frac{h-2}{2}\right\rfloor} \sum_{k=0}^{i}\binom{i}{k} s^{2 k}\left(s F_{n}^{R}(s, T)-F_{n}^{R}(s, T) T\right)|T|^{2(i-k)} \mathcal{Q}_{c, p}^{-i-2}(T)
\end{aligned}
$$

Hence we have to compute the following integrals

$$
\begin{aligned}
& \gamma_{n}^{-1} \sum_{i=0}^{\left\lfloor\frac{h-2}{2}\right\rfloor} \sum_{k=0}^{i}\binom{i}{k} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+2+2 k} d s_{J} F_{n}^{R}(s, T)|T|^{2(i-k)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-2}(T) d p_{J} p^{h+1}, \\
& \gamma_{n}^{-1} \sum_{i=0}^{\left\lfloor\frac{h-2}{2}\right\rfloor} \sum_{k=0}^{i}\binom{i}{k} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1+2 k} d s_{J} F_{n}^{R}(s, T) T|T|^{2(i-k)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-2}(T) d p_{J} p^{h+1} .
\end{aligned}
$$

Now, since $h$ is odd then we can write $h=2 N+1$, with $N \in \mathbb{N}$. This implies that

$$
\begin{aligned}
h+2+2 k \leq & 2 i+2+2 N+1 \leq 2\left\lfloor\frac{h-2}{2}\right\rfloor+2+2 N+1 \\
& =2(N-1)+2+2 N+1=4 N+1=2 h-1
\end{aligned}
$$
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Similarly we get

$$
h+1+2 k \leq 2 h-1 .
$$

Therefore by Lemma 9.2.18 we get

$$
\begin{aligned}
& \gamma_{n}^{-1} \sum_{i=0}^{\left\lfloor\frac{h-2}{2}\right\rfloor} \sum_{k=0}^{i}\binom{i}{k} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+2+2 k} d s_{J} F_{n}^{R}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-2}(T) d p_{J} p^{h+1}=0 \\
& \gamma_{n}^{-1} \sum_{i=0}^{\left\lfloor\frac{L-2}{2}\right\rfloor} \sum_{k=0}^{i}\binom{i}{k} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1+2 k} d s_{J} F_{n}^{R}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-2}(T) d p_{J} p^{h+1}=0 .
\end{aligned}
$$

Now, we focus on the second sum. By the $F$ - resolvent equation, see (9.18), we get

$$
\begin{aligned}
& \sum_{i=\left\lfloor\frac{h-2}{2}\right\rfloor+1}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \sum_{k=0}^{h-2-i}\binom{h-2-i}{k}|T|^{2(h-2-i-k)} \mathcal{Q}_{c, p}^{-h}(T) p^{2 k} \\
= & \gamma_{n}^{-1} \sum_{i=\left\lfloor\frac{h-2}{2}\right\rfloor+1}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \sum_{k=0}^{h-2-i}\binom{h-2-i}{k}|T|^{2(h-2-i-k)}\left(F_{n}^{R}(p, T) p\right. \\
- & \left.T F_{n}^{R}(p, T)\right) p^{2 k} .
\end{aligned}
$$

Hence we have to compute the following integrals

$$
\begin{aligned}
& \gamma_{n}^{-1} \sum_{i=\left\lfloor\frac{h-2}{2}\right\rfloor+1}^{h-2} \sum_{k=0}^{2+i-h}\binom{h-2-i}{k} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1} d s_{J} \mathcal{Q}_{c, s}^{-h+i}(T)|T|^{2(h-2-i-k)} \\
& \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{R}(p, T) d p_{J} p^{h+2 k+2}, \\
& \gamma_{n}^{-1} \sum_{i=\left\lfloor\frac{h-2}{2}\right\rfloor+1}^{h-2} \sum_{k=0}^{h-2-i}\binom{h-2-i}{k} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1} d s_{J} \mathcal{Q}_{c, s}^{-h+i}(T)|T|^{2(h-2-i-k)} T \\
& \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{R}(p, T) d p_{J} p^{h+2 k+1} .
\end{aligned}
$$
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Since $h=2 N+1$, with $N \in \mathbb{N}$ we get

$$
\begin{aligned}
2 k+2+h \leq & 2(h-2-i)+2+h=2 h-4-2 i+2+h+2+2 N+1 \\
& \leq 4 N+2-4-2\left(\left\lfloor\frac{h-2}{2}\right\rfloor+1\right)=4 N+1=2 h-1
\end{aligned}
$$

and similarly

$$
2 k+1+h \leq 2 h-1,
$$

together with Lemma 9.2 .18 we get
$\gamma_{n}^{-1} \sum_{i=\left\lfloor\frac{h-2}{2}\right\rfloor+1}^{h-2} \sum_{k=0}^{h-2-i}\binom{h-2-i}{k} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1} d s_{J} \mathcal{Q}_{c, s}^{-h+i}(T)|T|^{2(h-2-i-k)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)}$
$F_{n}^{R}(p, T) d p_{J} p^{h+2 k+2}=0$
$\gamma_{n}^{-1} \sum_{i=\left\lfloor\frac{h-2}{2}\right\rfloor+1}^{h-2} \sum_{k=0}^{h-2-i}\binom{h-2-i}{k} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1} d s_{J} \mathcal{Q}_{c, s}^{-h+i}(T)|T|^{2(h-2-i-k)} T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)}$
$F_{n}^{R}(p, T) d p_{J} p^{h+2 k+1}=0$.
Similar arguments applied to the other members of (9.63) lead to

$$
\begin{aligned}
& \gamma_{n}^{-1} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h} d s_{J} F_{n}^{R}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h} \\
& =\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} s^{h}\left\{\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right] p-\bar{s}\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right]\right\} \\
& \left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} d p_{J} p^{h} .
\end{aligned}
$$

Since $h=\frac{n-1}{2}$, by formula (9.61) we get

$$
\begin{aligned}
& \frac{(2 \pi)^{2}}{\gamma_{n}^{-1}} \check{P}^{2}=\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} d s_{J} \int_{\partial\left(G_{1} \cap C_{J}\right)} s^{h}\left\{\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right] p\right. \\
& \left.-\bar{s}\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} p^{h} d p_{J}
\end{aligned}
$$

Now, we work on the integral on the right hand side. As $\bar{G}_{1} \subset G_{2}$, for any $s \in \partial\left(G_{2} \cap \mathbb{C}_{J}\right)$ the functions

$$
\begin{aligned}
p & \mapsto p\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} p^{h}, \\
p & \mapsto\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} p^{h}
\end{aligned}
$$
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are slice hyperholomorphic on $\bar{G}_{1}$. By Lemma 3.1.19 we have

$$
\begin{gathered}
\int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} p\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} d p_{J} p^{h}=0 \\
\int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} p^{h} d p_{J}=0 .
\end{gathered}
$$

This implies that

$$
\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} s^{h} F_{n}^{R}(s, T) p\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} d p_{J} p^{h}=0
$$

and

$$
\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} s^{h} \bar{s} F_{n}^{R}(s, T)\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} d p_{J} p^{h}=0 .
$$

Then we have

$$
\frac{(2 \pi)^{2}}{\gamma_{n}^{-1}} \check{P}^{2}=\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)}\left[\bar{s} F_{n}^{L}(p, T)-F_{7}^{L}(p, T) p\right]\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} d p_{J} p^{h} .
$$

From Lemma 9.4.1 with $B=: F_{n}^{L}(p, T)$ and $f(s):=s^{h}$ we get

$$
\check{P}^{2}=\frac{1}{(2 \pi) \gamma_{n}} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h}=\check{P} .
$$

CASE II: The Sce exponent $h$ is even.
We multiply the equation of Theorem 9.5 .5 by $s^{h}$ left and $p^{h}$ on the right, and since $T_{0}=0$ we get

$$
\begin{align*}
& s^{h} F_{n}^{R}(s, T) S_{L}^{-1}(p, T) p^{h}+s^{h} S_{R}^{-1}(s, T) F_{n}^{L}(p, T) p^{h}  \tag{9.64}\\
& +\gamma_{n}\left[s^{h+1} \mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T) T \mathcal{Q}_{c, p}^{-\frac{h 2}{2}}(T) p^{h}+s^{h} \mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T) T \mathcal{Q}_{c, p}^{-\frac{h+2}{2}}(T) p^{h+1}\right. \\
& +s^{h} \mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T) T^{2} \mathcal{Q}_{c, p}^{\frac{h+2}{2}}(T) p^{h}+s^{h} \sum_{i=0}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-1}(T) p^{h} \\
& +s^{h+1} \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-2}(T) p^{h+1}+s^{h+1} \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) T \mathcal{Q}_{c, p}^{-i-2}(T) p^{h} \\
& \left.s^{h} \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \mathcal{Q}_{c, p}^{-i-2}(T) p^{h+1}+s^{h} \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) T^{2} \mathcal{Q}_{c, p}^{-i-2}(T) p^{h}\right]
\end{align*}
$$
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$+\gamma_{n}^{-1}\left[s^{h} \mathcal{A}_{1}(s, p, T) p^{h}+s^{h} \mathcal{B}_{1}(s, p, T) p^{h}+s^{h} \mathcal{C}_{1}(s, p, T) p^{h}+s^{2 h} F_{n}^{R}(s, T) F_{n}^{L}(p, T) p^{2 h}\right]$
$=s^{h}\left\{\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right] p-\bar{s}\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} p^{h}$.
Now, we multiply by $d s_{J}$ on the left, integrate it over $\partial\left(G_{2} \cap \mathbb{C}_{J}\right)$ with respect to $d s_{J}$ and then we multiply it by $d p_{J}$ on the right and integrate over $\partial\left(G_{1} \cap \mathbb{C}_{J}\right)$ with respect to $d p_{J}$, and we obtain

$$
\begin{align*}
& \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} F_{n}^{R}(s, T) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(p, T) d p_{J} p^{h}  \tag{9.65}\\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} S_{R}^{-1}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) p^{h}+ \\
& +\gamma_{n}\left[\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1} d s_{J} \mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T) T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p^{-\frac{h+2}{2}}}(T) d p_{J} p^{h}\right. \\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} \mathcal{Q}_{C, s}^{-\frac{h+2}{2}}(T) T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p^{-\frac{h+2}{2}}}(T) d p_{J} p^{h+1} \\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} \mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T) T^{2} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p^{-\frac{h+2}{2}}}(T) d p_{J} p^{h} \\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} \sum_{i=0}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-1}(T) d p_{J} p^{h} \\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1} d s_{J} \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-2}(T) d p_{J} p^{h+1} \\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1} \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-2}(T) d p_{J} p^{h} \\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-2}(T) d p_{J} p^{h+1} \\
& \left.+\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) T^{2} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-2}(T) d p_{J} p^{h}\right] \\
& +\gamma_{n}^{-1}\left[\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} \mathcal{A}_{1}(s, p, T) d p_{J} p^{h}+s^{h} d s_{J} \mathcal{B}_{1}(s, p, T) d p_{J} p^{h}\right. \\
& \left.+\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h} d s_{J} F_{n}^{R}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h}\right]
\end{align*}
$$
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$$
\begin{aligned}
& +s^{h} d s_{J} \mathcal{C}_{1}(s, p, T) d p_{J} p^{h}=\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} s^{h}\left\{\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right] p\right. \\
& \left.-\bar{s}\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} d p_{J} p^{h}
\end{aligned}
$$

From the definition of $\mathcal{A}_{1}, \mathcal{B}_{1}, \mathcal{C}_{1}$ and recalling that $T_{0}=0$ we have

$$
\begin{aligned}
& \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} \mathcal{A}_{1}(s, p, T) d p_{J} p^{h}+s^{h} d s_{J} \mathcal{B}_{1}(s, p, T) d p_{J} p^{h}+s^{h} d s_{J} \mathcal{C}_{1}(s, p, T) d p_{J} p^{h} \\
& =-\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h} F_{n}^{R}(s, T) d s_{J} T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-1} \\
& -\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h-1} F_{n}^{R}(s, T) d s_{J} T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h} \\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h-1} d s_{J} F_{n}^{R}(s, T) T^{2} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-1} \\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h} d s_{J} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}|T|^{2 k} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-2 k} \\
& -\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h} d s_{J} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} T|T|^{2 k} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) p^{2 h-1-2 k} \\
& -\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h-1} d s_{J} F_{n}^{R}(s, T) \sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} T|T|^{2 k} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-2 k} \\
& \begin{array}{l}
+\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h-1} F_{n}^{R}(s, T) d s_{J} \sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} T^{2}|T|^{2 k} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-1-2 k} \\
+\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h-2 k} d s_{J} F_{n}^{R}(s, T)|T|^{2 k}\right)\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}|T|^{2 k} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-2 k}\right)
\end{array} \\
& -\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h-2 k} d s_{J} F_{n}^{R}(s, T)|T|^{2 k}\right)\left(\begin{array}{c}
\frac{h-2}{2} \\
k=1
\end{array}\binom{\frac{h-2}{2}}{k}|T|^{k} T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-1-2 k}\right) \\
& -\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h-2 k-1} d s_{J} F_{n}^{R}(s, T) T|T|^{2 k}\right)\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}|T|^{2 k} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-2 k}\right) \\
& +\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h-2 k-1} d s_{J} F_{n}^{R}(s, T) T|T|^{2 k}\right)\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}|T|^{2 k} T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-1-2 k}\right) \\
& +\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h-2 k} d s_{J} F_{n}^{R}(s, T)|T|^{2 k}\right) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h} \\
& -\left(\sum_{k=1}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{2 h-2 k} d s_{J} F_{n}^{R}(s, T)|T|^{2 k} T\right) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-1}
\end{aligned}
$$

### 9.6. The Riesz Projectors for the $F$-functional calculus: the general case of

$$
\begin{aligned}
& \left.-\left(\begin{array}{c}
\frac{h-2}{2} \\
k=1 \\
\frac{h-2}{2} \\
k
\end{array}\right) \int_{\partial\left(G_{2} \cap \mathrm{C}_{J}\right)} s^{2 h-1-2 k} d s_{J} F_{n}^{R}(s, T) T|T|^{2 k}\right) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h} \\
& +\left(\begin{array}{c}
\frac{h-2}{2} \\
k=1
\end{array}\binom{\frac{h-2}{2}}{k} \int_{\partial\left(G_{2} \cap C_{J}\right)} s^{2 h-1-2 k} d s_{J} F_{n}^{R}(s, T) T^{2}|T|^{2 k}\right) \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 h-1} .
\end{aligned}
$$

Now we observe that since $h \leq 2 h-1$ by Lemma 9.2.18 we have

$$
\begin{aligned}
& \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} F_{n}^{R}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(p, T) d p_{J} p^{h} \\
& =\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} S_{R}^{-1}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{h} \\
& =0
\end{aligned}
$$

Moreover, since $2 h-2 k \leq 2 h-1$ and $2 h-1-2 k \leq 2 h-1$ we get

$$
\begin{aligned}
& \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} \mathcal{A}_{1}(s, p, T) d p_{J} p^{h}+s^{h} d s_{J} \mathcal{B}_{1}(s, p, T) d p_{J} p^{h} \\
& +s^{h} d s_{J} \mathcal{C}_{1}(s, p, T) d p_{J} p^{h}=0 .
\end{aligned}
$$

Now, we focus on computing the integral

$$
\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1} d s_{J} \mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T) T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-\frac{h+2}{2}}(T) d p_{J} p^{h}
$$

By the binomial formula and recalling that $T_{0}=0$ we get

$$
\begin{aligned}
& \mathcal{Q}_{c}^{-\frac{h+2}{2}}(T)=\mathcal{Q}_{c, p}^{-\frac{2-h}{2}}(T) \mathcal{Q}_{c, p}^{-\frac{h-2}{2}}(T) \mathcal{Q}_{c, p}^{-\frac{h+2}{2}}(T)=\left(p^{2}+|T|^{2}\right)^{\frac{h-2}{2}} \mathcal{Q}_{c, p}^{-h}(T) \\
& =\sum_{k=0}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}|T|^{2\left(\frac{h-2}{2}-k\right)} \mathcal{Q}_{c, p}^{-h}(T) p^{2 k}
\end{aligned}
$$

By the $F$-resolvent, see (9.18), we deduce that

$$
\begin{aligned}
& \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1} d s_{J} \mathcal{Q}_{c, s}^{\frac{h+2}{2}}(T) T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{\frac{h+2}{2}}(T) d p_{J} p^{h} \\
& =\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1} d s_{J} \mathcal{Q}_{c, s}^{\frac{h+2}{,}}(T) T \sum_{k=0}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}|T|^{2\left(\frac{h-2}{2}-k\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{h}(T) d p_{J} p^{2 k+h} \\
& =\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1} d s_{J} \mathcal{Q}_{c, s}^{\frac{h+2}{2}}(T) T \sum_{k=0}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}|T|^{2\left(\frac{h-2}{2}-k\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 k+h+1}
\end{aligned}
$$
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$$
-\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1} d s_{J} \mathcal{Q}^{\frac{h+2}{2}}(T) T^{2} \sum_{k=0}^{\frac{h-2}{2}}\binom{\frac{h-2}{2}}{k}|T|^{2\left(\frac{h-2}{2}-k\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{n}^{L}(p, T) d p_{J} p^{2 k+h}
$$

We observe that

$$
h+1+2 k \leq h+1+h-2=2 h-1,
$$

similarly we have $h+2 k \leq 2 h-1$, so formula (9.66) together with Lemma 9.2 .18 imply that

$$
\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1} d s_{J} \mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T) T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p^{-\frac{h+2}{2}}}(T) d p_{J} p^{h}=0
$$

Using similar arguments, we obtain

$$
\begin{aligned}
& \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} \mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T) T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-\frac{h+2}{2}}(T) d p_{J} p^{h+1}=0 \\
& \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} \mathcal{Q}_{c, s}^{-\frac{h+2}{2}}(T) T^{2} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p^{-\frac{h+2}{2}}}(T) d p_{J} p^{h}=0 .
\end{aligned}
$$

By similar computations made when $h$ is odd we get

$$
\begin{gathered}
\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} \sum_{i=0}^{h-1} \mathcal{Q}_{c, s}^{-h+i}(T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-1}(T) d p_{J} p^{h}=0, \\
\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1} d s_{J} \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-2}(T) d p_{J} p^{h+1}=0, \\
\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h+1} \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) T \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-2}(T) d p_{J} p^{h}=0, \\
\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-2}(T) d p_{J} p^{h+1}=0, \\
\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s^{h} d s_{J} \sum_{i=0, i \neq \frac{h-2}{2}}^{h-2} \mathcal{Q}_{c, s}^{-h+i}(T) T^{2} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}^{-i-2}(T) d p_{J} p^{h}=0 .
\end{gathered}
$$

By formula (9.61) we get
9.6. The Riesz Projectors for the $F$-functional calculus: the general case of

$$
\begin{aligned}
& \frac{(2 \pi)^{2}}{\gamma_{n}^{-1}} \check{P}^{2}=\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} s^{h}\left\{\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right] p\right. \\
& \left.-\bar{s}\left[F_{n}^{R}(s, T)-F_{n}^{L}(p, T)\right]\right\}\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} p^{h} d p_{J}
\end{aligned}
$$

Finally, by following exactly the same steps done when $h$ is odd we get

$$
\check{P}^{2}=\check{P} .
$$
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## CHAPTER <br> 10

# Axially harmonic functions and the harmonic functional calculus on the 

### 10.1 The fine structure of hyperholomorphic spectral theory

The main purpose of this chapter is to show that by using the Fueter mapping theorem and the spectral theory on the $S$-spectrum we can define a functional calculus for harmonic functions in four variables. This new calculus can be seen as the harmonic version of the Riesz-Dunford functional calculus.

In this chapter we further refine the diagram (9.1), observing that, in the case of the quaternions, the map $T_{F 2}$ can be factorized as $T_{F 2}=\Delta=\overline{\mathcal{D}} \mathcal{D}$, so there is an intermediate step between slice hyperholomorphic functions and Fueter regular functions, and the intermediate class of functions that appears is the one of axially harmonic functions $\mathcal{A H}\left(\Omega_{D}\right)$, see Definition 10.2.2. Thus the diagram (7.28) can be written as:

$$
\mathcal{O}(D) \xrightarrow{T_{F 1}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A H}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A M}\left(\Omega_{D}\right) .
$$

It is important to define precisely what we mean by intermediate functional
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calculus between the $S$-functional calculus and the $F$-functional calculus, both from the points of view of the function theory and of the operator theory. The notions of fine structures of the spectral theory on the $S$-spectrum arise naturally from the Fueter extension theorem.

Definition 10.1.1 (Fine structure of the spectral theory on the $S$-spectrum). We will call fine structure of the spectral theory on the $S$-spectrum the set of functions spaces and the associated functional calculi induced by a factorization of the operator $T_{F 2}$, in the Fueter extension theorem.

Remark 10.1.2. In the Clifford algebra setting the map $T_{F 2}$ becomes the Fueter-Sce operator given by $T_{F S 2}=\Delta_{n+1}^{\frac{n-1}{2}}$ and its splitting is more involved. We are investigating it in general, when $n$ is odd, and in the case $n=5$ we have a complete description of all the possible fine structures, see Chapter 12.

The fine structure of the quaternionic spectral theory on the $S$-spectrum is illustrated in the following diagram

where the description of the central part of the diagram, i.e., the fine structure, is the main topic of this paper.

Remark 10.1.3. As for the space of axially monogenic functions, the arrow from the space of axially harmonic functions is missing. In fact, like the $F$ functional calculus, also the harmonic functional calculus is deduced from the slice hyperholomorphic Cauchy formula.

To sum up, the main problems addressed in this chapter are:
Problem 10.1.4. In the Fueter extension theorem consider the factorization

$$
\mathcal{S H}(U) \xrightarrow{\mathcal{D}} X\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A M}\left(\Omega_{D}\right),
$$

and give an integral representation of the functions in the space $X\left(\Omega_{D}\right):=$ $\mathcal{D}\left(\mathcal{S H}\left(\Omega_{D}\right)\right)$ and, using this integral transform, define its functional calculus.

Problem 10.1.5. Determine a product rule formula for the F-functional calculus.

As we will see in the sequel, the above problems are related. In fact, the product rule of the $F$-functional calculus is based on the functional calculus in Problem 10.1.4

### 10.2 Axially harmonic functions

In this chapter we solve the first part of Problem 10.1.4. We begin by rewriting the Fueter mapping theorem (see Theorem 7.2.19) in a more refined way, considering the factorization of the Laplace operator $\Delta$ in terms of the Fueter operator $\mathcal{D}$ and its conjugate $\overline{\mathcal{D}}$.

Theorem 10.2.1 (Fueter mapping theorem (refined)). Let $f_{0}(z)=\alpha(u, v)+$ $i \beta(u, v)$ be a holomorphic function defined in a domain (open and connected) $D$ in the upper-half complex plane and let

$$
\begin{equation*}
\Omega_{D}=\left\{q=q_{0}+\underline{q} \mid\left(q_{0},|\underline{q}|\right) \in D\right\} \tag{10.1}
\end{equation*}
$$

be the open set induced by $D$ in $\mathbb{H}$. The operator $T_{F 1}$ defined by

$$
f(q)=T_{F 1}\left(f_{0}\right):=\alpha\left(q_{0},|\underline{q}|\right)+\frac{\underline{q}}{|\underline{q}|} \beta\left(q_{0},|\underline{q}|\right)
$$

maps the set of holomorphic functions in the set of intrinsic slice hyperholomorphic functions. Then the function

$$
\tilde{f}(q):=T_{F 2}^{\prime}\left(\alpha\left(q_{0},|\underline{q}|\right)+\frac{\underline{q}}{|\underline{q}|} \beta\left(q_{0},|\underline{q}|\right)\right),
$$

where $T_{F 2}^{\prime}:=\mathcal{D}$ is the Fueter operator, is in the kernel of the Laplace operator, i.e.,

$$
\Delta \tilde{f}=0 \quad \text { on } \quad \Omega_{D}
$$

Moreover,

$$
\breve{f}(q):=T_{F 2}^{\prime \prime} \tilde{f},
$$

where $T_{F 2}^{\prime \prime}=\overline{\mathcal{D}}$ and $\overline{\mathcal{D}}=\partial_{q_{0}}-\sum_{i=1}^{3} e_{i} \partial_{q_{i}}$, is the kernel of the Fueter operator, i.e.,

$$
\mathcal{D} \breve{f}=0 \quad \text { on } \quad \Omega_{D} .
$$

In Theorem 10.2.1 we have applied to the slice hyperholomorphic function $f$ firstly the Fueter operator and then the operator $\overline{\mathcal{D}}$, while in Theorem
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7.2 .19 we apply directly the Laplacian. Therefore, there is a class of functions that lies between the class of slice hyperholomorphic functions and the class of axially monogenic functions: it is the so-called class of axially harmonic functions that we introduce below.

Definition 10.2.2 (Axially harmonic function). Let $U \subseteq \mathbb{H}$ be an axially symmetric open set not intersecting the real line, and let

$$
\mathcal{U}=\left\{(u, v) \in \mathbb{R} \times \mathbb{R}^{+} \mid u+\mathbb{S} v \in U\right\} .
$$

Let $f: U \rightarrow \mathbb{H}$ be a function, of class $\mathcal{C}^{3}$, of the form

$$
f(q)=\alpha(u, v)+J \beta(u, v), \quad q=u+J v, \quad J \in \mathbb{S},
$$

where $\alpha$ and $\beta$ are $\mathbb{H}$-valued functions. More in general, let $f$ as above and let $U \subseteq \mathbb{H}$ be an axially symmetric open set and let

$$
\mathcal{U}=\left\{(u, v) \in \mathbb{R}^{2} \mid u+\mathbb{S} v \in U\right\},
$$

and assume that

$$
\begin{equation*}
\alpha(u, v)=\alpha(u,-v), \quad \beta(u, v)=-\beta(u,-v) \text { for all }(u, v) \in \mathcal{U} . \tag{10.2}
\end{equation*}
$$

Let us set

$$
\tilde{f}(q):=\mathcal{D} f(q), \text { for } q \in U .
$$

If

$$
\Delta \tilde{f}(q)=0, \text { for } q \in U
$$

we say that $\tilde{f}$ is axially harmonic on $U$.
The axially monogenic functions satisfy a system of differential equations called Vekua system, see [60]. In the case of axially harmonic functions, the functions $A\left(q_{0}, r\right)$ and $B\left(q_{0}, r\right)$ satisfy a second order system of differential equations.

Theorem 10.2.3. Let $U$ be an axially symmetric open set in $\mathbb{H}$, not intersecting the real line, and let $\tilde{f}(q)=A\left(q_{0}, r\right)+\underline{\omega} B\left(q_{0}, r\right)$ be an axially harmonic function on $U, r>0$ and $\underline{\omega} \in \mathbb{S}$. Then the functions $A\left(q_{0}, r\right)$ and $B\left(q_{0}, r\right)$ satisfy the following system

$$
\left\{\begin{array}{l}
\partial_{q_{0}}^{2} A\left(q_{0}, r\right)+\partial_{r}^{2} A\left(q_{0}, r\right)+\frac{2}{r} \partial_{r} A\left(q_{0}, r\right)=0 \\
\partial_{q_{0}}^{2} B\left(q_{0}, r\right)+\partial_{r}^{2} B\left(q_{0}, r\right)+\frac{2 r \partial_{r} B\left(q_{0}, r\right)-2 B\left(q_{0}, r\right)}{r^{2}}=0 .
\end{array}\right.
$$

Proof. An axially harmonic function is written as

$$
\tilde{f}(q)=A\left(q_{0}, r\right)+\underline{\omega} B\left(q_{0}, r\right), \quad q=q_{0}+r \underline{\omega} \in U
$$

and it is in the kernel of the operator $\Delta=\mathcal{D} \overline{\mathcal{D}}$. We denote the Fueter operator as $\mathcal{D}=\partial_{q_{0}}+\partial_{q}$ and $\overline{\mathcal{D}}=\partial_{q_{0}}-\partial_{\underline{q}}$, where $\partial_{\underline{q}}=e_{1} \partial_{q_{1}}+e_{2} \partial_{q_{2}}+e_{3} \partial_{q_{3}}$. We know that (see [118])

$$
\begin{equation*}
\partial_{\underline{q}}\left(A\left(q_{0}, r\right)+\underline{\omega} B\left(q_{0}, r\right)\right)=\underline{\omega} \partial_{r} A\left(q_{0}, r\right)-\partial_{r} B\left(q_{0}, r\right)-\frac{2}{r} B\left(q_{0}, r\right) . \tag{10.3}
\end{equation*}
$$

This implies that

$$
\begin{aligned}
\overline{\mathcal{D}} f(q) & =\left(\partial_{q_{0}}-\partial_{\underline{q}}\right)\left(A\left(q_{0}, r\right)+\underline{\omega} B\left(q_{0}, r\right)\right) \\
& =\left(\partial_{q_{0}} A\left(q_{0}, r\right)+\partial_{r} B\left(q_{0}, r\right)+\frac{2}{r} B\left(q_{0}, r\right)\right)+\underline{\omega}\left(\partial_{q_{0}} B\left(q_{0}, r\right)-\partial_{r} A\left(q_{0}, r\right)\right) .
\end{aligned}
$$

By setting

$$
A^{\prime}\left(q_{0}, r\right):=\partial_{q_{0}} A\left(q_{0}, r\right)+\partial_{r} B\left(q_{0}, r\right)+\frac{2}{r} B\left(q_{0}, r\right)
$$

and

$$
B^{\prime}\left(q_{0}, r\right):=\partial_{q_{0}} B\left(q_{0}, r\right)-\partial_{r} A\left(q_{0}, r\right),
$$

we get

$$
\overline{\mathcal{D}} f\left(q_{0}, r\right)=A^{\prime}\left(q_{0}, r\right)+\underline{\omega} B^{\prime}\left(q_{0}, r\right) .
$$

Now, by applying another time formula (10.3) we obtain

$$
\partial_{\underline{q}} \bar{D} f(q)=\underline{\omega} \partial_{r} A^{\prime}\left(q_{0}, r\right)-\partial_{r} B^{\prime}\left(q_{0}, r\right)-\frac{2}{r} B^{\prime}\left(q_{0}, r\right) .
$$

Therefore we have

$$
\begin{aligned}
\Delta f(q) & =\mathcal{D} \overline{\mathcal{D}} f(q) \\
& =\left(\partial_{q_{0}}+\partial_{\underline{q}}\right) \bar{D} f\left(q_{0}, r\right) \\
& =\left(\partial_{q_{0}} A^{\prime}\left(q_{0}, r\right)-\partial_{r} B^{\prime}\left(q_{0}, r\right)-\frac{2}{r} B^{\prime}\left(q_{0}, r\right)\right) \underline{\omega}\left(\partial_{q_{0}} B^{\prime}\left(q_{0}, r\right)+\partial_{r} A^{\prime}\left(q_{0}, r\right)\right) .
\end{aligned}
$$

Since the function $f$ is axially harmonic we have $\Delta f(q)=0$, thus we get

$$
\left\{\begin{array}{l}
\partial_{q_{0}} A^{\prime}\left(q_{0}, r\right)-\partial_{r} B^{\prime}\left(q_{0}, r\right)-\frac{2}{r} B^{\prime}\left(q_{0}, r\right)=0  \tag{10.4}\\
\partial_{q_{0}} B^{\prime}\left(q_{0}, r\right)+\partial_{r} A^{\prime}\left(q_{0}, r\right)=0
\end{array}\right.
$$
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Now, we write the system (10.4) in terms of $A$ and $B$ by substituting $A^{\prime}$ and $B^{\prime}$

$$
\begin{align*}
\partial_{q_{0}} A^{\prime}\left(q_{0}, r\right)-\partial_{r} B^{\prime}\left(q_{0}, r\right)-\frac{2}{r} B^{\prime}\left(q_{0}, r\right)= & \partial_{q_{0}}^{2} A\left(q_{0}, r\right)+\partial_{q_{0}} \partial_{r} B\left(q_{0}, r\right)+\frac{2}{r} \partial_{q_{0}} B\left(q_{0}, r\right) \\
& -\partial_{r} \partial_{q_{0}} B\left(q_{0}, r\right)+\partial_{r}^{2} A\left(q_{0}, r\right)-\frac{2}{r} \partial_{q_{0}} B\left(q_{0}, r\right) \\
& +\frac{2}{r} \partial_{r} A\left(q_{0}, r\right)  \tag{10.5}\\
= & \partial_{q_{0}}^{2} A\left(q_{0}, r\right)+\partial_{r}^{2} A\left(q_{0}, r\right)+\frac{2}{r} \partial_{r} A\left(q_{0}, r\right) . \\
\partial_{q_{0}} B^{\prime}\left(q_{0}, r\right)+\partial_{r} A^{\prime}\left(q_{0}, r\right)= & \partial_{q_{0}}^{2} B\left(q_{0}, r\right)-\partial_{q_{0}} \partial_{r} A\left(q_{0}, r\right)+\partial_{r} \partial_{q_{0}} A\left(q_{0}, r\right) \\
& +\partial_{r}^{2} B\left(q_{0}, r\right)+\frac{2}{r} \partial_{r} B\left(q_{0}, r\right)-\frac{2}{r^{2}} B\left(q_{0}, r\right)  \tag{10.6}\\
= & \partial_{q_{0}}^{2} B\left(q_{0}, r\right)+\partial_{r}^{2} B\left(q_{0}, r\right)+\frac{2 r \partial_{r} B\left(q_{0}, r\right)-2 B\left(q_{0}, r\right)}{r^{2}} .
\end{align*}
$$

By putting (10.5) and (10.6) in (10.4) we get the statement.
Remark 10.2.4. If we suppose that a function $f$ is harmonic over the ball $B_{r}(p)$ of radius $r$ and center $p$, and continuous in the closure of the ball we can write

$$
f(q)=\frac{r^{2}-|q-p|^{2}}{\left|\partial B_{r}(p)\right| r} \int_{\partial B_{r}(p)} \frac{f(y)}{|y-q|^{4}} d y,
$$

where $\left|\partial B_{r}(p)\right|$ is the measure of the sphere and $d y$ is the surface element.

### 10.3 Integral representation of axially harmonic functions

In this section we show how to write an axially harmonic function in integral form. The main advantage of this approach is that it is enough to compute an integral of slice hyperholomorphic functions in order to get an axially harmonic function. The crucial point to get the integral representation is to apply the Fueter operator $\mathcal{D}$ to the slice hyperholomorphic Cauchy kernels written in second form, see Definition 3.1.16.

Theorem 10.3.1. Let $s, q \in \mathbb{H}$ be such that $q \notin[s]$ then

$$
\mathcal{D} S_{L}^{-1}(s, q)=-2 \mathcal{Q}_{c, s}(q)^{-1}
$$

and

$$
S_{R}^{-1}(s, q) \mathcal{D}=-2 \mathcal{Q}_{c, s}(q)^{-1}
$$

Proof. We prove only the first equality since the second one follows with similar computations. First we apply $\partial_{q_{0}}$ and $\partial_{q_{i}}$ for $i=1,2,3$ to the left slice hyperholomorphic Cauchy kernel

$$
S_{L}^{-1}(s, q)=(s-\bar{q}) \mathcal{Q}_{c, s}(q)^{-1} .
$$

Thus, we have

$$
\begin{aligned}
\partial_{q_{0}} S_{L}^{-1}(s, q) & =-\mathcal{Q}_{c, s}(q)^{-1}-(s-\bar{q}) \mathcal{Q}_{c, s}(q)^{-2}\left(-2 s+2 q_{0}\right) \\
& =-\mathcal{Q}_{c, s}(q)^{-1}-2 q_{0}(s-\bar{q}) \mathcal{Q}_{c, s}(q)^{-2}+2(s-\bar{q}) \mathcal{Q}_{c, s}(q)^{-2} s \\
& =-\mathcal{Q}_{c, s}(q)^{-1}+\frac{q_{0}}{2} F_{L}(s, q)-\frac{1}{2} F_{L}(s, q) s .
\end{aligned}
$$

Then for $i=1,2,3$ we get

$$
\begin{aligned}
\partial_{q_{i}} S_{L}^{-1}(s, q) & =e_{i} \mathcal{Q}_{c, s}(q)^{-1}-2 q_{i}(s-\bar{q}) \mathcal{Q}_{c, s}(q)^{-2} \\
& =e_{i} \mathcal{Q}_{c, s}(q)^{-1}+\frac{1}{2} q_{i} F_{L}(s, q) .
\end{aligned}
$$

Thus, by Theorem 9.3.1 with $n=3$, we obtain

$$
\begin{aligned}
\mathcal{D} S_{L}^{-1}(s, q) & =\partial_{q_{0}} S_{L}^{-1}(s, q)+\sum_{i=1}^{3} e_{i} \partial_{q_{i}} S_{L}^{-1}(s, q) \\
& =-\mathcal{Q}_{c, s}(q)^{-1}+\frac{q_{0}}{2} F_{L}(s, q)-\frac{1}{2} F_{L}(s, q) s-3 \mathcal{Q}_{c, s}(q)^{-1}+\frac{q}{2} F_{L}(s, q) \\
& =-4 \mathcal{Q}_{c, s}(q)^{-1}-\frac{1}{2}\left(F_{L}(s, q) s-q F_{L}(s, q)\right) \\
& =-2 \mathcal{Q}_{c, s}(q)^{-1} .
\end{aligned}
$$

Remark 10.3.2. Although the slice hyperholomorphic Cauchy kernel written in form I is more suitable in various cases, like for the definition of $S$-functional calculus, it does not allow easy computations of $\mathcal{D} S_{L}^{-1}(s, q)$.

We observe that when we apply the Laplace operator to a monomial $q^{n}$ we get a polynomial in terms of $q$ and $\bar{q}$, see [85], page 316 formula (12)], [77, Thm. 3.2]. The same feature happens when the Fueter operator is applied to the monomial $q^{n}$, see [23, Lemma 1].

Lemma 10.3.3. For all $n \geq 1$ we have

$$
\mathcal{D} q^{n}=q^{n} \mathcal{D}=-2 \sum_{k=1}^{n} q^{n-k} \bar{q}^{k-1} .
$$
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Remark 10.3.4. Since

$$
\overline{\sum_{k=1}^{n} q^{n-k} \bar{q}^{k-1}}=\sum_{k=1}^{n} q^{n-k} \bar{q}^{k-1}
$$

we deduce that $\mathcal{D} q^{n}$ is real.
Definition 10.3.5. Let $s, q \in \mathbb{H}$, we define the commutative $Q$-series as

$$
-2 \sum_{m=1}^{+\infty} \sum_{k=1}^{m} q^{m-k} \bar{q}^{k-1} s^{-1-m} \quad \text { and } \quad-2 \sum_{m=1}^{+\infty} \sum_{k=1}^{m} s^{-1-m} q^{m-k} \bar{q}^{k-1} .
$$

Remark 10.3.6. The two series in Definition 10.3 .5 coincide, where they converge, since $\sum_{k=1}^{m} q^{m-k} \bar{q}^{k-1}$ is real.

Proposition 10.3.7. For $s, q \in \mathbb{H}$ with $|q|<|s|$, the commutative $Q$-series converges.

Proof. To prove the convergence, it is sufficient to prove the convergence of the modulus of the series, i.e., we consider

$$
\sum_{m=1}^{+\infty} 2 m|q|^{m-1}|s|^{-1-m}
$$

The last series converges by the ratio test. Indeed, since $|q|<|s|$, we have

$$
\lim _{m \rightarrow \infty} \frac{(m+1)|q|^{m}|s|^{-2-m}}{m|q|^{m-1}|s|^{-1-m}}=\lim _{m \rightarrow \infty} \frac{m+1}{m}|q||s|^{-1}<1 .
$$

Lemma 10.3.8. For $q, s \in \mathbb{H}$ such that $|q|<|s|$, we have

$$
\mathcal{Q}_{c, s}(q)^{-1}=\sum_{m=1}^{+\infty} \sum_{k=1}^{m} q^{m-k} \bar{q}^{k-1} s^{-1-m}=\sum_{m=1}^{+\infty} \sum_{k=1}^{m} s^{-1-m} q^{m-k} \bar{q}^{k-1} .
$$

Proof. We prove the first equality since the second one can be proved in a similar way. By Theorem 3.1.14, we can expand the left Cauchy kernel as

$$
S_{L}^{-1}(s, q)=\sum_{m=0}^{\infty} q^{m} s^{-1-m} .
$$

By Theorem 10.3 .1 and Proposition 10.3.7, which allows to exchange the series with the Fueter operator, we have

$$
-2 \mathcal{Q}_{c, s}(q)^{-1}=\mathcal{D} S_{L}^{-1}(s, q)=\sum_{m=0}^{\infty}\left(\mathcal{D} q^{m}\right) s^{-1-m} .
$$

We get the statement by applying Lemma 10.3.3.

Remark 10.3.9. Using the well-known equality

$$
\left(a^{n}-b^{n}\right)=(a-b) \sum_{k=1}^{n} a^{n-k} b^{k-1}
$$

for $a=q$ and $b=\bar{q}$, and by Lemma 10.3 .3 we have

$$
\mathcal{D} q^{n}= \begin{cases}-2 n q^{n-1} & \text { if } \operatorname{Im}(q)=0, \\ -(\underline{q})^{-1}\left(q^{n}-\bar{q}^{n}\right) & \text { if } \operatorname{Im}(q) \neq 0 .\end{cases}
$$

With this result, we can prove Theorem 10.3 .1 by using the series expansion of the kernel in the following way: if $|q|<|s|$ and $q \neq 0$ then

$$
\begin{aligned}
\mathcal{D} S_{L}^{-1}(s, q) & =\sum_{m=0}^{\infty}\left(\mathcal{D} q^{m}\right) s^{-1-m} \\
& =-(\underline{q})^{-1}\left(\sum_{m=1}^{\infty} q^{m} s^{-1-m}-\sum_{m=1}^{\infty} \bar{q}^{m} s^{-1-m}\right) \\
& =-(\underline{q})^{-1}\left(S_{L}^{-1}(s, q)-S_{L}^{-1}(s, \bar{q})\right) \\
& =-(\underline{q})^{-1}\left(2 q \mathcal{Q}_{c, s}(q)^{-1}\right) \\
& =-2 \mathcal{Q}_{c, s}(q)^{-1},
\end{aligned}
$$
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if $|q|<|s|$ and $\underline{q}=0$, we have

$$
\begin{aligned}
\mathcal{Q}_{c, s}(q) \mathcal{D} S_{L}^{-1}(s, q) & =\left(s^{2}-2 q s+q^{2}\right)\left(-2 \sum_{m=1}^{\infty} m q^{m-1} s^{-1-m}\right) \\
& =-2 \sum_{m=1}^{\infty} m q^{m-1} s^{1-m}+4 \sum_{m=1}^{\infty} m q^{m} s^{-m}-2 \sum_{m=1}^{\infty} m q^{m+1} s^{-m-1} \\
& =-2 \sum_{m=0}^{\infty} q^{m} s^{-m}+2 \sum_{m=1}^{\infty} m q^{m} s^{-m}-2 \sum_{m=2}^{\infty} m q^{m} s^{-m} \\
& +2 \sum_{m=2}^{\infty} q^{m} s^{-m} \\
& =-2
\end{aligned}
$$

Now, we study the regularity of the function $\mathcal{D} S_{L}^{-1}(s, q)$ in both variables.

Proposition 10.3.10. Let $s, q \in \mathbb{H}$ be such that $q \notin[s]$. The function $\mathcal{D} S_{L}^{-1}(s, q)$ is an intrinsic slice hyperholomorphic function in $s$.
Proof. This follows by Theorem 10.3.1 and the shape of the commutative pseudo Cauchy kernel.

Remark 10.3.11. The function $\mathcal{D}\left(S_{L}^{-1}(s, q)\right)$ is not left slice hyperholomorphic in the variable $q$. Indeed, let $q=u+J v$ for an arbitrary $J \in \mathbb{S}$ then $\mathcal{Q}_{c, s}(q)^{-1}=\left(s^{2}-2 u s+u^{2}+v^{2}\right)^{-1}$ and we have the following two relations

$$
\frac{\partial}{\partial u} \mathcal{Q}_{c, s}(u+J v)^{-1}=-(-2 s+2 u) \mathcal{Q}_{c, s}(u+J v)^{-2}
$$

and

$$
\frac{\partial}{\partial v} \mathcal{Q}_{c, s}(u+J v)^{-1}=-2 v \mathcal{Q}_{c, s}(u+J v)^{-2}
$$

which yield

$$
\begin{aligned}
\left(\frac{\partial}{\partial u}+J \frac{\partial}{\partial v}\right) \mathcal{Q}_{c, s}(u+J v)^{-1} & =-(-2 s+2 u+2 J v) \mathcal{Q}_{c, s}(u+J v)^{-2} \\
& =2(s-q) \mathcal{Q}_{c, s}(u+J v)^{-2}=-\frac{1}{2} F_{L}(s, \bar{q}) .
\end{aligned}
$$

The function $\mathcal{D} S_{L}^{-1}(s, q)$ turns out to be harmonic in $q$, as proved in the following result.

Proposition 10.3.12. Let $s, q \in \mathbb{H}$ be such that $q \notin[s]$. Then the function $\mathcal{D} S_{L}^{-1}(s, q)$ is harmonic in the real components of $q$.
Proof. Since the left slice hyperholomorphic Cauchy kernel is a $C^{\infty}$ function for any $q \notin[s]$, we can apply to it a differential operator of any order. The result follows by the facts that the Laplacian is a real operator, thus it commutes with $\mathcal{D}$, and by Proposition 7.4.4 with $n=3$. Indeed

$$
\Delta \mathcal{D} S_{L}^{-1}(s, q)=\mathcal{D} \Delta S_{L}^{-1}(s, q)=\mathcal{D} F_{L}(s, q)=0
$$

Finally as a consequence of the definition of the $F$-kernel we have this result.

Lemma 10.3.13. Let $s, q \in \mathbb{H}$ be such that $q \notin[s]$, then

$$
\mathcal{D}^{2} S_{L}^{-1}(s, q)=F_{L}(s, \bar{q})
$$

Proof. By Theorem 10.3.1 we have

$$
\begin{equation*}
\mathcal{D}^{2} S_{L}^{-1}(s, q)=-2 \mathcal{D} \mathcal{Q}_{c, s}(q)^{-1} \tag{10.7}
\end{equation*}
$$

Firstly, we apply the derivatives with respect to $q_{0}$ and $q_{i}$, with $i=1,2,3$ to the commutative pseudo Cauchy kernel

$$
\frac{\partial}{\partial q_{0}} \mathcal{Q}_{c, s}(q)^{-1}=-2\left(-s+q_{0}\right)\left(s^{2}-2 q_{0} s+|q|^{2}\right)^{-2}
$$

and for $i=1,2,3$ we get

$$
\frac{\partial}{\partial q_{i}} \mathcal{Q}_{c, s}(q)^{-1}=-2 q_{i}\left(s^{2}-2 q_{0} s+|q|^{2}\right)^{-2}
$$

Thus we obtain

$$
\begin{aligned}
\mathcal{D} \mathcal{Q}_{c, s}(q)^{-1} & =\frac{\partial}{\partial q_{0}} \mathcal{Q}_{c, s}(q)^{-1}+\sum_{i=1}^{3} e_{i} \frac{\partial}{\partial q_{i}} \mathcal{Q}_{c, s}(q)^{-1} \\
& =-2\left(-s+q_{0}+\underline{q}\right)\left(s^{2}-2 q_{0} s+|q|^{2}\right)^{-2} \\
& =2(s-q)\left(s^{2}-2 q_{0} s+|q|^{2}\right)^{-2}
\end{aligned}
$$

Therefore by (10.7) we get

$$
\mathcal{D}^{2} S_{L}^{-1}(s, q)=-4(s-q)\left(s^{2}-2 q_{0} s+|q|^{2}\right)^{-2}=F_{L}(s, \bar{q}) .
$$
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Remark 10.3.14. By Proposition 7.4 .4 it is clear that the function $F_{L}(s, \bar{q})$ is axially anti-monogenic. This observation together with Lemma $6.35 \mathrm{im}-$ plies the construction of the following diagram

$$
\begin{equation*}
\mathcal{O}(D) \xrightarrow{T_{F 1}} S H\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} A H\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \overline{A M\left(\Omega_{D}\right)}, \tag{10.8}
\end{equation*}
$$

where $\Omega_{D}$ is defined as in 10.1 ) and $\overline{A M\left(\Omega_{D}\right)}$ is the set of axially antimonogenic functions. In order to avoid this set of functions in the constructions like the one in (10.8) we impose that the composition of the operators appearing in (10.8) must be the Fueter map (in the case of this chapter $\Delta$ ). This is very important when we increase the dimension of the algebra, see Chapter 12.

We observe that if we set $q=u+J v$ and we apply the 2-dimensional Laplacian

$$
\Delta_{2}:=\overline{\partial_{J}} \partial_{J}=\left(\frac{\partial}{\partial u}-J \frac{\partial}{\partial v}\right)\left(\frac{\partial}{\partial u}+J \frac{\partial}{\partial v}\right),
$$

to the commutative pseudo Cauchy kernel we get its square.
Lemma 10.3.15. Let $s, q=u+J v \in \mathbb{H}$ be such that $q \notin[s]$, then

$$
\Delta_{2} \mathcal{Q}_{c, s}(q)^{-1}=4 \mathcal{Q}_{c, s}(q)^{-2} .
$$

Proof. We set $q=u+J v, I \in \mathbb{S}$. By Remark 10.3.11 we know that

$$
\partial_{J} \mathcal{Q}_{c, s}(u+J v)^{-1}=2(s-u-J v) \mathcal{Q}_{c, s}(q)^{-2} .
$$

Now, we have
$\frac{\partial}{\partial u} \partial_{J} \mathcal{Q}_{c, s}(u+J v)^{-1}=-2 \mathcal{Q}_{c, s}(u+J v)^{-2}-4(s-u-J v) \mathcal{Q}_{c, s}(u+J v)^{-3}(-2 s+2 u)$,
and
$\frac{\partial}{\partial v} \partial_{J} \mathcal{Q}_{c, s}(u+J v)^{-1}=-2 I \mathcal{Q}_{c, s}(u+J v)^{-2}-8(s-u-J v) \mathcal{Q}_{c, s}(u+J v)^{-3} v$.
By definition of the 2-dimensional Laplacian and since the variable $s$ com-
mute with $\mathcal{Q}_{c, s}(u+J v)$, we get

$$
\begin{aligned}
\Delta_{2} \mathcal{Q}_{c, s}(q)^{-1}= & \left(\frac{\partial}{\partial u}-J \frac{\partial}{\partial v}\right) \partial_{I} \mathcal{Q}_{c, s}(u+J v)^{-1} \\
= & -4(s-u-J v) \mathcal{Q}_{c, s}(u+J v)^{-3}(-2 s+2 u) \\
& +8 J(s-u-J v) \mathcal{Q}_{c, s}(u+J v)^{-3} v-4 \mathcal{Q}_{c, s}(u+J v)^{-2} \\
= & 8(s-u-J v)(s-u) \mathcal{Q}_{c, s}(u+J v)^{-3} \\
& +8 J(s-u-J v) v \mathcal{Q}_{c, s}(u+J v)^{-2}-4 \mathcal{Q}_{c, s}(u+J v)^{-2} \\
= & 8\left(s^{2}-s u-u s+u^{2}-J s v+J u v+J s v-J u v+v^{2}\right) \mathcal{Q}_{c, s}(u+J v)^{-3} \\
& -4 \mathcal{Q}_{c, s}(u+J v)^{-2} \\
= & 8 \mathcal{Q}_{c, s}(u+J v) \mathcal{Q}_{c, s}(u+J v)^{-3}-4 \mathcal{Q}_{c, s}(u+J v)^{-2} \\
= & 8 \mathcal{Q}_{c, s}(u+J v)^{-2}-4 \mathcal{Q}_{c, s}(u+J v)^{-2}=4 \mathcal{Q}_{c, s}(u+J v)^{-2} .
\end{aligned}
$$

We conclude this section with an integral representation of axially harmonic functions that will allow us to define the harmonic functional calculus based on the $S$-spectrum.

Theorem 10.3.16 (Integral representation of axially harmonic functions). Let $W \subset \mathbb{H}$ be an open set. Let $U$ be a slice Cauchy domain such that $\bar{U} \subset W$. Then for $J \in \mathbb{S}$ and $d s_{J}=d s(-J)$ we have:

1) If $f \in \mathcal{S H}_{L}(W)$, then the function $\tilde{f}(q)=\mathcal{D} f(q)$ is harmonic and it admits the following integral representation

$$
\begin{equation*}
\tilde{f}(q)=-\frac{1}{\pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(q)^{-1} d s_{J} f(s), \quad q \in U \tag{10.9}
\end{equation*}
$$

2) If $f \in \mathcal{S H}_{R}(W)$, then the function $\tilde{f}(q)=f(q) \mathcal{D}$ is harmonic and it admits the following integral representation

$$
\begin{equation*}
\tilde{f}(q)=-\frac{1}{\pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \mathcal{Q}_{c, s}(q)^{-1}, \quad q \in U \tag{10.10}
\end{equation*}
$$

The integrals depend neither on $U$ nor on the imaginary unit $J \in \mathbb{S}$.
Proof. We prove only the first statement because the other proof is similar. We can write the function $f$ by using the Cauchy formula for slice hyperholomorphic functions, see Theorem 3.1.18. Now, by applying the
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left Fueter operator to $f(q)$ and by Theorem 10.3.1 we get

$$
\begin{aligned}
\tilde{f}(q) & =\mathcal{D} f(q)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \mathcal{D} S_{L}^{-1}(s, q) d s_{J} f(s) \\
& =-\frac{1}{\pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(q)^{-1} d s_{J} f(s) .
\end{aligned}
$$

Since $\tilde{f}(q)=\mathcal{D} f(q)$ and by Proposition 10.3.12, it is immediately verified that $\tilde{f}(q)$ is a harmonic function. The independence of integral in 10.9) from the set $U$ and the imaginary unit $J \in \mathbb{S}$ follows by the Cauchy formula.

In this section we have described the central part of the following diagram

$$
\begin{equation*}
\mathcal{O}(D) \xrightarrow{T_{F 1}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A H}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A M}\left(\Omega_{D}\right) . \tag{10.11}
\end{equation*}
$$

Remark 10.3.17. In the quaternionic setting it is possible to obtain another digram besides in 10.11). This comes from the factorization $\Delta=\mathcal{D} \overline{\mathcal{D}}$ and is called second fine structure in the quaternionic setting, see Definition 10.1.1. The set of functions that lies between the set of slice hyperholomorphic functions and the set of axially monogenic functions is the set of axially polyanalytic functions of order 2, for more details see Chapter 11 .

### 10.4 The harmonic functional calculus on he $S$ spectrum

In this section we introduce the harmonic functional calculus on the $S$ spectrum, which is based on the integral representation of axially harmonic functions. Recall that $X$ denotes a two-sided quaternionic Banach space.

We give meaning to the substitution of the variable $q$ with the operator $T$ in the power series introduced in Definition 10.3.5.

Definition 10.4.1. Let $T=T_{0}+\sum_{i=1}^{3} e_{i} T_{i} \in \mathcal{B C}(X), s \in \mathbb{H}$, we formally define the commutative pseudo $S$-resolvent series as

$$
-2 \sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{-1-m} \quad \text { and } \quad-2 \sum_{m=1}^{\infty} \sum_{k=1}^{m} s^{-1-m} T^{m-k} \bar{T}^{k-1}
$$

Remark 10.4.2. The two series in Definition 10.4.1 coincide, where they converge.

Proposition 10.4.3. Let $T=T_{0}+\sum_{i=1}^{3} e_{i} T_{i} \in \mathcal{B C}(X), s \in \mathbb{H}$ and $\|T\|<$ $|s|$, the series in the Definition 10.4.1 converges. Moreover, we have

$$
\begin{equation*}
\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{-1-m}=\sum_{m=1}^{\infty} \sum_{k=1}^{m} s^{-1-m} T^{m-k} \bar{T}^{k-1}=\mathcal{Q}_{c, s}(T)^{-1} . \tag{10.12}
\end{equation*}
$$

Proof. For the convergence of the series it is sufficient to prove the convergence of the series of the operator norm:

$$
\begin{equation*}
\sum_{m=1}^{\infty} m\|T\|^{m-1}|s|^{-1-m} \tag{10.13}
\end{equation*}
$$

Since

$$
\lim _{m \rightarrow \infty} \frac{(m+1)\|T\|^{m}|s|^{-2-m}}{m\|T\|^{m-1}|s|^{-1-m}}=\lim _{m \rightarrow \infty} \frac{m+1}{m}\|T\||s|^{-1}<1
$$

by the ratio test the series (10.13) is convergent. To prove the equality (10.12), we show that

$$
\begin{align*}
\mathcal{Q}_{c, s}(T)\left(\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{-1-m}\right) & =\left(\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{-1-m}\right) \mathcal{Q}_{c, s}(T) \\
& =\mathcal{I} . \tag{10.14}
\end{align*}
$$

The first equality in (10.14) is a consequence of the following facts: for any positive integer $m$ the operator $\sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1}$ does not contain any imaginary units, so it is real and then it commutes with any power of $s$. Secondly, the components of $T$ are commuting among them and the operator $\mathcal{Q}_{c, s}(T)$, see formula (3.14), can be written as: $s^{2} \mathcal{I}-2 s T_{0}+\sum_{i=0}^{3} T_{i}^{2}$.

Now we prove the second equality in (10.14). First we observe that

$$
\begin{aligned}
& \left(\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{-1-m}\right) \mathcal{Q}_{c, s}(T)=\left(\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{-1-m}\right) \\
& \left(s^{2}-s(T+\bar{T})+T \bar{T}\right) \\
& =\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{1-m}-\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m+1-k} \bar{T}^{k-1} s^{-m}-\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k} s^{-m} \\
& \quad+\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k+1} \bar{T}^{k} s^{-1-m} .
\end{aligned}
$$
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Making the change of index $m^{\prime}=1+m$ in the second and fourth series, we have

$$
\begin{aligned}
& \left(\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{-1-m}\right) \mathcal{Q}_{c, s}(T)= \\
& =\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{1-m}-\sum_{m^{\prime}=2}^{\infty} \sum_{k=1}^{m^{\prime}-1} T^{m^{\prime}-k} \bar{T}^{k-1} s^{1-m^{\prime}}-\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k} s^{-m} \\
& \quad+\sum_{m^{\prime}=2}^{\infty} \sum_{k=1}^{m^{\prime}-1} T^{m^{\prime}-k} \bar{T}^{k} s^{-m^{\prime}} \\
& =\mathcal{I}+\sum_{m=2}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{1-m}-\sum_{m^{\prime}=2}^{\infty} \sum_{k=1}^{m^{\prime}-1} T^{m^{\prime}-k} \bar{T}^{k-1} s^{1-m^{\prime}}+ \\
& \quad-\bar{T} s^{-1}-\sum_{m=2}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k} s^{-m}+\sum_{m^{\prime}=2}^{\infty} \sum_{k=1}^{m^{\prime}-1} T^{m^{\prime}-k} \bar{T}^{k} s^{-m^{\prime}} .
\end{aligned}
$$

Simplifying the opposite terms in the first and second series and in the third and fourth series, we finally get

$$
\begin{aligned}
\left(\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{-1-m}\right) \mathcal{Q}_{c, s}(T) & =\mathcal{I}+\sum_{m=2}^{\infty} \bar{T}^{m-1} s^{1-m}-\sum_{m=2}^{\infty} \bar{T}^{m-1} s^{1-m} \\
& =\mathcal{I} .
\end{aligned}
$$

Lemma 10.4.4. Let $T \in \mathcal{B C}(X)$. The commutative pseudo $S$-resolvent operator $\mathcal{Q}_{c, s}(T)^{-1}$ is a $\mathcal{B}(X)$-valued right and left slice hyperholomorphic function of the variable $s$ in $\rho_{S}(T)$.

Proof. It follows by Proposition 10.3.10
Remark 10.4.5. We point out an important difference between the commutative and the noncommutative pseudo $S$-resolvent operator. For $T \in \mathcal{B}(X)$ with noncommuting components the operator $\mathcal{Q}_{c, s}(T)$ is not well defined because $T \bar{T} \neq \bar{T} T$. But in the case $T \in \mathcal{B C}(X)$ then it turns out to be well defined and the inverse is $\mathcal{B}(X)$-valued slice hyperholomorphic function for $s \in \rho_{S}(T)$.

The noncommutative pseudo $S$-resolvent operator $\mathcal{Q}_{s}(T)^{-1}$ turns out to be well defined for operators $T \in \mathcal{B}(X)$ with noncommuting components, but it is not a $\mathcal{B}(X)$-valued slice hyperholomorphic function.

Remark 10.4.6. The functional calculus based on axially harmonic functions in integral form will be called harmonic functional calculus (on the $S$-spectrum) or, since it is based on the commutative pseudo $S$-resolvent operator $\mathcal{Q}_{c, s}(T)^{-1}, Q$-functional calculus.
Definition 10.4.7 (Harmonic functional calculus on the $S$-spectrum). Let $T \in \mathcal{B C}(X)$ and set $d s_{J}=d s(-J)$ for $J \in \mathbb{S}$. For every function $\tilde{f}=\mathcal{D} f$ with $f \in \mathcal{S H}_{L}\left(\sigma_{S}(T)\right)$, we set

$$
\begin{equation*}
\tilde{f}(T):=-\frac{1}{\pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J} f(s), \tag{10.15}
\end{equation*}
$$

where $U$ is an arbitrary bounded slice Cauchy domain with $\sigma_{S}(T) \subset U$ and $\bar{U} \subset \operatorname{dom}(f)$ and $J \in \mathbb{S}$ is an arbitrary imaginary unit.
For every function $\tilde{f}=f \mathcal{D}$ with $f \in \mathcal{S} \mathcal{H}_{R}\left(\sigma_{S}(T)\right)$, we set

$$
\begin{equation*}
\tilde{f}(T):=-\frac{1}{\pi} \int_{\partial\left(U \cap C_{J}\right)} f(s) d s_{J} \mathcal{Q}_{c, s}(T)^{-1} \tag{10.16}
\end{equation*}
$$

where $U$ and $J$ are as above.
We note the the presence of $-\frac{1}{\pi}$ in front of 10.15 ) and 10.16 is justified by Theorem 10.3.16
Theorem 10.4.8. The harmonic functional calculus on the $S$-spectrum is well-defined, i.e., the integrals in (10.15) and 10.16) depend neither on the imaginary unit $J \in \mathbb{S}$ nor on the slice Cauchy domain $U$.
Proof. Here we show only the case $\tilde{f}=\mathcal{D} f$ with $f \in \mathcal{S H}_{L}\left(\sigma_{S}(T)\right)$, since the other one follows by analogous arguments.
Since $\mathcal{Q}_{c, s}(T)^{-1}$ is a right slice hyperholomorphic function in $s$ and $f$ is left slice hyperholomorphic, the independence from the set $U$ follows by the Cauchy integral formula, see Theorem 3.1.18 and Theorem 3.1.19.
Now, we want to show the independence from the imaginary unit. Let us consider two imaginary units $J, I \in \mathbb{S}$ with $J \neq I$ and two bounded slice Cauchy domains $U_{q}, U_{s}$ with $\sigma_{s}(T) \subset U_{q}, \bar{U}_{q} \subset U_{s}$ and $\bar{U}_{s} \subset \operatorname{dom}(f)$. Then every $s \in \partial\left(U_{s} \cap \mathbb{C}_{J}\right)$ belongs to the unbounded slice Cauchy domain $\mathbb{H} \backslash U_{q}$. Recall that $\mathcal{Q}_{c, q}(T)^{-1}$ is right slice hyperholomorphic on $\rho_{S}(T)$, also at infinity, since $\lim _{q \rightarrow+\infty} \mathcal{Q}_{c, q}(T)^{-1}=0$. Thus the Cauchy formula implies

$$
\begin{align*}
\mathcal{Q}_{c, s}(T)^{-1} & =\frac{1}{2 \pi} \int_{\partial\left(\left(\mathbb{H} \backslash U_{q}\right) \cap \mathbb{C}_{I}\right)} \mathcal{Q}_{c, q}(T)^{-1} d q_{I} S_{R}^{-1}(q, s) \\
& =\frac{1}{2 \pi} \int_{\partial\left(U_{q} \cap \mathbb{C}_{I}\right)} \mathcal{Q}_{c, q}(T)^{-1} d q_{I} S_{L}^{-1}(s, q) . \tag{10.17}
\end{align*}
$$
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The last equality is due to the fact that $\partial\left(\left(\mathbb{H} \backslash U_{q}\right) \cap \mathbb{C}_{I}\right)=-\partial\left(U_{q} \cap \mathbb{C}_{I}\right)$ and $S_{R}^{-1}(q, s)=-S_{L}^{-1}(s, q)$. Combining (10.15) and (10.17) we get

$$
\begin{aligned}
\tilde{f}(T) & =-\frac{1}{\pi} \int_{\partial\left(U_{s} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J} f(s) \\
& =-\frac{1}{\pi} \int_{\partial\left(U_{s} \cap \mathbb{C}_{J}\right)}\left(\frac{1}{2 \pi} \int_{\partial\left(U_{q} \cap \mathbb{C}_{I}\right)} \mathcal{Q}_{c, q}(T)^{-1} d q_{I} S_{L}^{-1}(s, q)\right) d s_{J} f(s)
\end{aligned}
$$

Due to Fubini's theorem we can exchange the order of integration and by the Cauchy formula we obtain

$$
\begin{aligned}
\tilde{f}(T) & =-\frac{1}{\pi} \int_{\partial\left(U_{q} \cap \mathbb{C}_{I}\right)} \mathcal{Q}_{c . q}(T)^{-1} d q_{I}\left(\frac{1}{2 \pi} \int_{\partial\left(U_{s} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(s, q) d s_{J} f(s)\right) \\
& =-\frac{1}{\pi} \int_{\partial\left(U_{q} \cap \mathbb{C}_{I}\right)} \mathcal{Q}_{c, q}(T)^{-1} d q_{I} f(q) .
\end{aligned}
$$

This proves the statement.
Problem 10.4.9. Let $\Omega$ be a slice Cauchy domain. It might happen that $f, g \in \mathcal{S H}_{L}(U)$ (resp. $f, g \in \mathcal{S H}_{R}(U)$ ) and $\mathcal{D} f=\mathcal{D} g($ resp. fD $=g \mathcal{D})$. Is it possible to show that for any $T \in \mathcal{B C}(X)$, with $\sigma_{S}(T) \subset U$, we have $\tilde{f}(T)=\tilde{g}(T)$ ?

We start to address this problem by observing that $\mathcal{D}(f-g)=0$ (resp. $(f-g) \mathcal{D}=0$ ). Therefore it is necessary to study the sets

$$
(\operatorname{ker} \mathcal{D})_{\mathcal{S H}_{L}(U)}:=\left\{f \in \mathcal{S H}_{L}(U): \mathcal{D}(f)=0\right\}
$$

and

$$
(\operatorname{ker} \mathcal{D})_{\mathcal{S H}_{R}(U)}:=\left\{f \in \mathcal{S} \mathcal{H}_{R}(U):(f) \mathcal{D}=0\right\} .
$$

Theorem 10.4.10. Let $U$ be a connected slice Cauchy domain of $\mathbb{H}$, then

$$
\begin{aligned}
(\operatorname{ker} \mathcal{D})_{\mathcal{S H}_{L}(U)} & =\left\{f \in \mathcal{S} \mathcal{H}_{L}(U): f \equiv \alpha \quad \text { for some } \alpha \in \mathbb{H}\right\} \\
& =\left\{f \in \mathcal{S} \mathcal{H}_{R}(U): f \equiv \alpha \quad \text { for some } \alpha \in \mathbb{H}\right\}=(\operatorname{ker} D)_{\mathcal{S H}_{R}(U)} .
\end{aligned}
$$

Proof. We prove the result in the case $f \in \mathcal{S H}_{L}(U)$ since the case $f \in$ $\mathcal{S H}_{R}(U)$ follows with similar arguments. We proceed by double inclusion. The fact that

$$
(\operatorname{ker} D)_{\mathcal{S H}_{L}(U)} \supseteq\left\{f \in \mathcal{S} \mathcal{H}_{L}(U): f \equiv \alpha \quad \text { for some } \alpha \in \mathbb{H}\right\}
$$

is obvious. The other inclusion can be proved observing that if $f \in(\operatorname{ker} \mathcal{D})_{\mathcal{S H}_{L}(U)}$, after a change of variable if needed, there exists $r>0$ such that the function $f$ can be expanded in a convergent series at the origin

$$
f(q)=\sum_{k=0}^{\infty} q^{k} \alpha_{k} \quad \text { for }\left\{\alpha_{k}\right\}_{k \in \mathbb{N}_{0}} \subset \mathbb{H} \text { and for any } q \in B_{r}(0)
$$

where $B_{r}(0)$ is the ball centered at 0 and of radius $r$. By Lemma 10.3.3, we have

$$
0=\mathcal{D} f(q) \equiv \sum_{k=1}^{\infty} \mathcal{D}\left(q^{k}\right) \alpha_{k}=-2 \sum_{k=1}^{\infty} \sum_{s=1}^{k} q^{k-s} \bar{q}^{s-1} \alpha_{k}, \quad \forall q \in B_{r}(0) .
$$

If we restrict the previous series in a neighbourhood $\Omega$ of 0 of the real line we get

$$
\sum_{k=1}^{\infty} q_{0}^{k-1} \alpha_{k}, \quad \forall q_{0} \in \Omega
$$

and this implies that

$$
\alpha_{k}=0, \quad \forall k \geq 1,
$$

which yields $f(q) \equiv \alpha_{0}$ in $\Omega$ and since $U$ is connected $f(q) \equiv \alpha_{0}$ for any $q \in U$.

We solve the problem 10.4 .9 in the case $U$ connected.
Proposition 10.4.11. Let $T \in \mathcal{B C}(X)$ and let $U$ be a connected slice Cauchy domain with $\sigma_{S}(T) \subset U$. If $f, g \in \mathcal{S} \mathcal{H}_{L}(U)$ (resp. $f, g \in$ $\mathcal{S H}{ }_{R}(U)$ ) satisfy the property $\mathcal{D} f=\mathcal{D} g$ (resp. $f \mathcal{D}=g \mathcal{D}$ ) then $\tilde{f}(T)=$ $\tilde{g}(T)$.

Proof. We prove the theorem in the case $f, g \in \mathcal{S H}_{L}(U)$ since the case $f, g \in \mathcal{S H}_{R}(U)$ follows by similar arguments. By definition of the harmonic functional calculus on the $S$-spectrum, see Definition 10.4.7, we have

$$
\tilde{f}(T)-\tilde{g}(T)=-\frac{1}{\pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J}(f(s)-g(s)) .
$$

Since $\mathcal{Q}_{c, s}(T)^{-1}$ is slice hyperholomorphic in the variable $s$ by Theorem 3.1.18, we can change the domain of integration to $B_{r}(0) \cap \mathbb{C}_{J}$ for some
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$r>0$ with $\|T\|<r$. Moreover, by hypothesis we have that $f(s)-g(s) \in$ $(\operatorname{ker} D)_{\mathcal{H H}_{L}(U)}$, thus by Theorem 10.4 .10 and Proposition 10.4 .3 we get

$$
\begin{aligned}
\tilde{f}(T)-\tilde{g}(T) & =-\frac{1}{\pi} \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J}(f(s)-g(s)) \\
& =\int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J} \alpha \\
& =\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} s^{-1-m} d s_{J} \alpha=0 .
\end{aligned}
$$

In order to solve Problem 10.4.9, in the case $U$ not connected, we need the following lemma, which is based on the monogenic functional calculus developed by McIntosh and collaborators, see [99, 101, 108, 112].

Lemma 10.4.12. Let $T \in \mathcal{B C}(X)$ be such that $T=T_{0}+T_{1} e_{1}+T_{2} e_{2}$, and assume that the operators $T_{\ell}, \ell=1,2,3$, have real spectrum. Let $G$ be a bounded slice Cauchy domain such that $(\partial G) \cap \sigma_{S}(T)=\emptyset$. For every $J \in \mathbb{S}$ we have

$$
\begin{equation*}
\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J}=0 \tag{10.18}
\end{equation*}
$$

Proof. Since $\Delta(1)=0$ and $\Delta(q)=0$, by Theorem 7.4.6 we also have

$$
\begin{equation*}
\int_{\partial\left(G \cap C_{J}\right)} F_{L}(s, q) d s_{J}=\Delta(1)=0 \tag{10.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} F_{L}(s, q) d s_{J} s=\Delta(q)=0 \tag{10.20}
\end{equation*}
$$

for all $q \notin \partial G$ and $J \in \mathbb{S}$. By the monogenic functional calculus [99, 101] we have

$$
F_{L}(s, T)=\int_{\partial \Omega} G(\omega, T) \mathbf{D} \omega F_{L}(s, \omega),
$$

where $\mathbf{D} \omega$ is a suitable differential form, the open set $\Omega$ contains the left spectrum of $T$ and $G(\omega, T)$ is the Fueter resolvent operator. By Theorem 9.3 .1 we can write

$$
\mathcal{Q}_{c, s}(T)^{-1}=-\frac{1}{4}\left(F_{L}(s, T) s-T F_{L}(s, T)\right),
$$

thus we have

$$
\begin{aligned}
& \int_{\partial\left(G \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J}=-\frac{1}{4} \int_{\partial\left(G \cap \mathbb{C}_{J}\right)} F_{L}(s, T) s-T F_{L}(s, T) d s_{J} \\
& =-\frac{1}{4}\left(\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} \int_{\partial \Omega} G(\omega, T) \mathbf{D} \omega F_{L}(s, \omega) s d s_{J}\right. \\
& \left.-T \int_{\partial\left(G \cap \mathbb{C}_{J}\right)} \int_{\partial \Omega} G(\omega, T) \mathbf{D} \omega F_{L}(s, \omega) d s_{J}\right) \\
& =-\frac{1}{4}\left(\int_{\partial \Omega} G(\omega, T) \mathbf{D} \omega\left(\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} F_{L}(s, \omega) d s_{J} s\right)\right. \\
& \left.-T \int_{\partial \Omega} G(\omega, T) \mathbf{D} \omega\left(\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} F_{L}(s, \omega) d s_{J}\right)\right) \\
& =0
\end{aligned}
$$

where the second equality is a consequence of the Fubini's Theorem and the last equality is a consequence of formulas (10.19) and 10.20 .

Remark 10.4.13. To define a monogenic functional McIntosh and collaborators, see [99, 101, 108, 112], had as hypothesis that the component $T_{0}$ of the operator $\bar{T}=T_{0}+T_{1} e_{1}+T_{2} e_{2}+T_{3} e_{3}$ is zero. However, it is possible to set zero a different component of the operator $T$.

Finally in the following result we give an answer to Problem 10.4.9.
Proposition 10.4.14. Let $T \in \mathcal{B C}(X)$ be such that $T=T_{0}+T_{1} e_{1}+T_{2} e_{2}$, and assume that the operators $T_{\ell}, \ell=1,2,3$, have real spectrum. Let $U$ be a slice Cauchy domain with $\sigma_{S}(T) \subset U$. If $f, g \in \mathcal{S H}_{L}(U)$ (resp. $f, g \in \mathcal{S H}_{R}(U)$ ) satisfy the property $\mathcal{D} f=\mathcal{D} g$ (resp $f \mathcal{D}=g \mathcal{D}$ ) then $\tilde{f}(T)=\tilde{g}(T)$.

Proof. If $U$ is connected we can use Proposition 10.4.11. If $U$ is not connected then $U=\cup_{l=1}^{n} U_{l}$ where the $U_{l}$ are the connected components of $U$. Hence, we have $f(s)-g(s)=\sum_{l=1}^{n} \chi_{U_{l}}(s) \alpha_{l}$ and we can write

$$
\tilde{f}(T)-\tilde{g}(T)=-\sum_{l=1}^{n} \frac{1}{\pi} \int_{\partial\left(U_{l} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J} \alpha_{l} .
$$

The last summation is zero by Lemma 10.4.12.
We conclude this section with some algebraic properties of the harmonic functional calculus.
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Proposition 10.4.15. Let $T \in \mathcal{B C}(X)$ be such that $T=T_{0}+T_{1} e_{1}+T_{2} e_{2}$, and assume that the operators $T_{\ell}, \ell=1,2,3$, have real spectrum.

- If $\tilde{f}=\mathcal{D} f$ and $\tilde{g}=\mathcal{D} g$ with $f, g \in \mathcal{S H}_{L}\left(\sigma_{S}(T)\right)$ and $a \in \mathbb{H}$, then

$$
(\tilde{f} a+\tilde{g})(T)=\tilde{f}(T) a+\tilde{g}(T)
$$

- If $\tilde{f}=f \mathcal{D}$ and $\tilde{g}=g \mathcal{D}$ with $f, g \in \mathcal{S} \mathcal{H}_{R}\left(\sigma_{S}(T)\right)$ and $a \in \mathbb{H}$, then

$$
(a \tilde{f}+\tilde{g})(T)=a \tilde{f}(T)+\tilde{g}(T) .
$$

Proof. The obove identities follow immediately from the linearity of the integrals in (10.15), resp. 10.16).

Proposition 10.4.16. Let $T \in \mathcal{B C}(X)$ be such that $T=T_{0}+T_{1} e_{1}+T_{2} e_{2}$, and assume that the operators $T_{\ell}, \ell=1,2,3$, have real spectrum.

- If $\tilde{f}=\mathcal{D} f$ with $f \in \mathcal{S H}_{L}\left(\sigma_{S}(T)\right)$ and assume that $f(q)=\sum_{m=0}^{\infty} q^{m} a_{m}$ with $a_{m} \in \mathbb{H}$, where this series converges on a ball $B_{r}(0)$ with $\sigma_{S}(T) \subset$ $B_{r}(0)$. Then

$$
\tilde{f}(T)=-2 \sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} a_{m} .
$$

- If $\tilde{f}=f \mathcal{D}$ with $f \in \mathcal{S H}_{R}\left(\sigma_{S}(T)\right)$ and assume that $f(q)=\sum_{m=0}^{\infty} a_{m} q^{m}$ with $a_{m} \in \mathbb{H}$, where this series converges on a ball $B_{r}(0)$ with $\sigma_{S}(T) \subset$ $B_{r}(0)$. Then

$$
\tilde{f}(T)=-2 \sum_{m=1}^{\infty} \sum_{k=1}^{m} a_{m} T^{m-k} \bar{T}^{k-1}
$$

Proof. We prove the first assertion since the second one can be proven similarly. We choose an imaginary unit $J \in \mathbb{S}$ and a radius $0<R<r$ such that $\sigma_{S}(T) \subset B_{R}(0)$. Then the series expansion of $f$ converges uniformly on $\partial\left(B_{R}(0) \cap \mathbb{C}_{J}\right)$, and so

$$
\begin{aligned}
\tilde{f}(T) & =-\frac{1}{\pi} \int_{\partial\left(B_{R}(0) \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J} \sum_{l=0}^{\infty} s^{l} a_{l} \\
& =-\frac{1}{\pi} \sum_{l=0}^{\infty} \int_{\partial\left(B_{R}(0) \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J} s^{l} a_{l}
\end{aligned}
$$

By replacing $\mathcal{Q}_{c, s}(T)^{-1}$ with its series expansion, see Proposition 10.4.3. we further obtain

$$
\begin{aligned}
\tilde{f}(T) & =-\frac{1}{\pi} \int_{\partial\left(B_{R}(0) \cap \mathbb{C}_{J}\right)} \sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{-1-m} d s_{J} \sum_{l=0}^{\infty} s^{l} a_{l} \\
& =-\frac{1}{\pi} \sum_{m=1}^{\infty} \sum_{k=1}^{m} \sum_{l=0}^{\infty} T^{m-k} \bar{T}^{k-1} \int_{\partial\left(B_{R}(0) \cap \mathbb{C}_{J}\right)} s^{-1-m} d s_{J} s^{l} a_{l} \\
& =-2 \sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} a_{m} .
\end{aligned}
$$

The last equality is due to the fact that $\int_{\partial\left(B_{R}(0) \cap \mathbb{C}_{J}\right)} s^{-1-m} d s_{J} s^{l}$ is equal to $2 \pi$ if $l=m$, and 0 otherwise.

Now, we prove other important properties of the harmonic functional calculus.

Theorem 10.4.17. Let $T \in \mathcal{B C}(X)$. Let $m \in \mathbb{N}_{0}$, and let $U \subset \mathbb{H}$ be a bounded slice Cauchy domain with $\sigma_{S}(T) \subset U$. For every $J \in \mathbb{S}$ we have

$$
\begin{equation*}
H_{m}(T)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J} s^{m+1} \tag{10.21}
\end{equation*}
$$

where

$$
H_{m}(T):=\sum_{k=0}^{m} T^{m-k} \bar{T}^{k} .
$$

Proof. We start by considering $U$ to be the ball $B_{r}(0)$ with $\|T\|<r$. We know that

$$
\mathcal{Q}_{c, s}(T)^{-1}=\sum_{n=1}^{+\infty} \sum_{k=1}^{n} T^{n-k} \bar{T}^{k-1} s^{-1-n}
$$

for every $s \in \partial B_{r}(0)$. By Proposition 10.4 .3 we know that the series con-
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verges on $\partial B_{r}(0)$. Thus we have

$$
\begin{aligned}
\frac{1}{2 \pi} \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J} s^{m+1} & =\frac{1}{2 \pi} \sum_{n=1}^{+\infty} \sum_{k=1}^{n} T^{n-k} \bar{T}^{k-1} \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} s^{-n+m} d s_{J} \\
& =\sum_{k=1}^{m+1} T^{m+1-k} \bar{T}^{k-1} \\
& =\sum_{k=0}^{m} T^{m-k} \bar{T}^{k} \\
& =H_{m}(T)
\end{aligned}
$$

since

$$
\int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} s^{-n+m} d s_{J}= \begin{cases}0 & \text { if } n \neq m+1 \\ 2 \pi & \text { if } n=m+1\end{cases}
$$

This proves the result for the case $U=B_{r}(0)$. Now we get the result for an arbitrary bounded Cauchy domain $U$ that contains $\sigma_{S}(T)$. Then there exists a radius $r$ such that $\bar{U} \subset B_{r}(0)$. The operator $\mathcal{Q}_{c, s}(T)^{-1}$ is right slice hyperholomorphic and the monomial $s^{m+1}$ is left slice hyperholomorphic on the bounded slice Cauchy domain $B_{r}(0) \backslash U$. By the Cauchy's integral formula we get

$$
\begin{aligned}
& \frac{1}{2 \pi} \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J} s^{m+1}-\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J} s^{m+1} \\
& =\frac{1}{2 \pi} \int_{\partial\left(\left(B_{r}(0) \backslash U\right) \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J} s^{m+1}=0
\end{aligned}
$$

Finally we have

$$
\begin{aligned}
\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J} s^{m+1} & =\frac{1}{2 \pi} \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J} s^{m+1} \\
& =H_{m}(T),
\end{aligned}
$$

and this concludes the proof.
Remark 10.4.18. Unlike what happens in the $S$-functional calculus (see [45, Thm. 3.2.2]) we do not have a left slice hyperholomorphic polynomial on the left hand side of equality (10.21), but we have harmonic polynomials. Another difference with respect to [45, Thm. 3.2.2] is that in Theorem
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10.4.17 we do not have a difference between right and left part, because by Proposition 10.4.3

$$
\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{-1-m}=\sum_{m=1}^{\infty} \sum_{k=1}^{m} s^{-1-m} T^{m-k} \bar{T}^{k-1}=\mathcal{Q}_{c, s}(T)^{-1} .
$$

For the intrinsic functions we have the following result.
Lemma 10.4.19. Let $T \in \mathcal{B C}(X)$. If $f \in \mathcal{N}\left(\sigma_{S}(T)\right)$ and $U$ is a bounded slice Cauchy domain such that $\sigma_{S}(T) \subset U$ and $\bar{U} \subset \operatorname{dom}(f)$, then we have
$\tilde{f}(T)=-\frac{1}{\pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J} f(s)=-\frac{1}{\pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \mathcal{Q}_{c, s}(T)^{-1}$.
Proof. It follows by the definitions of intrinsic functions, of the $Q$-functional calculus and Runge's theorem.

### 10.5 The resolvent equation for the harmonic functional calculus

In this section we prove various resolvent equations for the pseudo $S$ resolvent operator $\mathcal{Q}_{c, s}(T)^{-1}$. The first version of this equation is written in terms of $\mathcal{Q}_{c, s}(T)^{-1}$ and of the $S$-resolvent operators.

Theorem 10.5.1 (The $Q$-resolvent equation with $S$-resolvent operators). Let $T \in \mathcal{B C}(X)$. Then, for $p, s \in \rho_{S}(T)$ with $s \notin[p]$, the following equalities hold

$$
\begin{align*}
\mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1}= & \left\{\left[\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)-S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}\right] p\right. \\
& \left.-\bar{s}\left[\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)-S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}\right]\right\} \\
& \left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1}, \tag{10.22}
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1}= & \left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1}\left\{s \left[\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)\right.\right. \\
& \left.-S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}\right]-\left[\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)\right. \\
& \left.\left.-S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}\right] \bar{p}\right\} . \tag{10.23}
\end{align*}
$$

Proof. By the definition of left $S$-resolvent operator we have

$$
\begin{equation*}
\mathcal{Q}_{c, p}(T)^{-1} p=\bar{T} \mathcal{Q}_{c, p}(T)^{-1}+S_{L}^{-1}(p, T) \tag{10.24}
\end{equation*}
$$
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By iterating (10.24) we get

$$
\begin{aligned}
& \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1}\left(p^{2}-2 s_{0} p+|s|^{2}\right)= \\
& =\mathcal{Q}_{c, s}(T)^{-1}\left[\mathcal{Q}_{c, p}(T)^{-1} p\right] p-2 s_{0} \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1} p \\
& \quad+|s|^{2} \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1} \\
& =\mathcal{Q}_{c, s}(T)^{-1}\left[\bar{T} \mathcal{Q}_{c, p}(T)^{-1}+S_{L}^{-1}(p, T)\right] p-2 s_{0} \mathcal{Q}_{c, s}(T)^{-1} \\
& {\left[\bar{T} \mathcal{Q}_{c, p}(T)^{-1}+S_{L}^{-1}(p, T)\right]} \\
& \quad+|s|^{2} \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1} \\
& =\mathcal{Q}_{c, s}(T)^{-1} \bar{T}\left[\mathcal{Q}_{c, p}(T)^{-1} p\right]+\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T) p \\
& \quad-2 s_{0} \mathcal{Q}_{c, s}(T)^{-1}\left[\bar{T} \mathcal{Q}_{c, p}(T)^{-1}+S_{L}^{-1}(p, T)\right]+|s|^{2} \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1} \\
& =\mathcal{Q}_{c, s}(T)^{-1} \bar{T}\left[\bar{T} \mathcal{Q}_{c, p}(T)^{-1}+S_{L}^{-1}(p, T)\right]+\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T) p \\
& \quad-2 s_{0} \mathcal{Q}_{c, s}(T)^{-1}\left[\bar{T} \mathcal{Q}_{c, p}(T)^{-1}+S_{L}^{-1}(p, T)\right]+|s|^{2} \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1} .
\end{aligned}
$$

Now, by the definition of the right $S$-resolvent operator we have

$$
\begin{equation*}
\mathcal{Q}_{c, s}(T)^{-1} \bar{T}=s \mathcal{Q}_{c, s}(T)^{-1}-S_{R}^{-1}(s, T) \tag{10.25}
\end{equation*}
$$

This equality implies

$$
\begin{aligned}
& \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1}\left(p^{2}-2 s_{0} p+|s|^{2}\right) \\
&= {\left[\mathcal{Q}_{c, s}(T)^{-1} \bar{T}\right] \bar{T} \mathcal{Q}_{c, p}(T)^{-1}+\left[\mathcal{Q}_{c, s}(T)^{-1} \bar{T}\right] S_{L}^{-1}(p, T)+\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T) p } \\
&-2 s_{0}\left[\mathcal{Q}_{c, s}(T)^{-1} \bar{T}\right] \mathcal{Q}_{c, p}(T)^{-1}-2 s_{0} \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)+|s|^{2} \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1} \\
&= {\left[s \mathcal{Q}_{c, s}(T)^{-1}-S_{R}^{-1}(s, T)\right] \bar{T} \mathcal{Q}_{c, p}(T)^{-1}+\left[s \mathcal{Q}_{c, s}(T)^{-1}-S_{R}^{-1}(s, T)\right] S_{L}^{-1}(p, T) } \\
&+\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T) p-2 s_{0}\left[s \mathcal{Q}_{c, s}(T)^{-1}-S_{R}^{-1}(s, T)\right] \mathcal{Q}_{c, p}(T)^{-1} \\
&-2 s_{0} \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)+|s|^{2} \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1} \\
&= s\left[\mathcal{Q}_{c, s}(T)^{-1} \bar{T}\right] \mathcal{Q}_{c, p}(T)^{-1}-S_{R}^{-1}(s, T) \bar{T} \mathcal{Q}_{c, p}(T)^{-1}+s \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T) \\
&-S_{R}^{-1}(s, T) S_{L}^{-1}(p, T)+\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T) p-2 s_{0} s \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1} \\
&+2 s_{0} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}-2 s_{0} \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)+|s|^{2} \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1} \\
&= s\left[s \mathcal{Q}_{c, s}(T)^{-1}-S_{R}^{-1}(s, T)\right] \mathcal{Q}_{c, p}(T)^{-1}-S_{R}^{-1}(s, T) \bar{T} \mathcal{Q}_{c, p}(T)^{-1} \\
&+s \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)-S_{R}^{-1}(s, T) S_{L}^{-1}(p, T)+\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T) p \\
&-2 s_{0} s \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1}+2 s_{0} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1} \\
&- 2 s_{0} \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)+|s|^{2} \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1} .
\end{aligned}
$$

Now, since $s^{2}-2 s_{0} s+|s|^{2}=0$ we get

$$
\begin{aligned}
& \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1}\left(p^{2}-2 s_{0} p+|s|^{2}\right) \\
& =\left(s^{2}-2 s_{0} s+|s|^{2}\right) \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1}-s S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1} \\
& \quad-S_{R}^{-1}(s, T) \bar{T} \mathcal{Q}_{c, p}(T)^{-1}+s \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)-S_{R}^{-1}(s, T) S_{L}^{-1}(p, T)
\end{aligned}
$$

$$
\begin{aligned}
& \quad+\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T) p+2 s_{0} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}-2 s_{0} \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T) \\
& =-s S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}-S_{R}^{-1}(s, T) \bar{T} \mathcal{Q}_{c, p}(T)^{-1}+s \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T) \\
& \quad-S_{R}^{-1}(s, T) S_{L}^{-1}(p, T)+\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T) p+2 s_{0} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1} \\
& \quad-2 s_{0} \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T) \\
& = \\
& =-s S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}+s \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)-S_{R}^{-1}(s, T)\left[\bar{T} \mathcal{Q}_{c, p}(T)^{-1}\right. \\
& \left.\quad+S_{L}^{-1}(p, T)\right]+\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T) p+2 s_{0} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1} \\
& \quad-2 s_{0} \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T) .
\end{aligned}
$$

Finally, by using another time formula (10.24) and the fact that $2 s_{0}-s=\bar{s}$ we obtain

$$
\begin{aligned}
& \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1}\left(p^{2}-2 s_{0} p+|s|^{2}\right) \\
& =-s S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}+s \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)-S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1} p \\
& \quad+\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T) p+2 s_{0} S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}-2 s_{0} \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T) \\
& =\left[\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)-S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}\right] p \\
& -\bar{s}\left[\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)-S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}\right] .
\end{aligned}
$$

It is possible to obtain formula (10.23) with similar computations.
Remark 10.5.2. We can rewrite the equations obtained in Theorem 10.5 .1 by using the left or right slice hyperholomorphic products, see Definition 3.1.6, in the variables $s, p \in \rho_{S}(T)$ with $s \notin[p]$,

$$
\begin{aligned}
\mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1}= & {\left[\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)-S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}\right] } \\
& *_{s, L}(p-\bar{s})\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} \mathcal{I},
\end{aligned}
$$

or

$$
\begin{aligned}
\mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1}= & (p-\bar{s})\left(p^{2}-2 s_{0} p+|s|^{2}\right)^{-1} \mathcal{I} *_{p, R} \\
& {\left[\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)-S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}\right] . }
\end{aligned}
$$

Theorem 10.5.3 (Left and right generalized $Q$-resolvent equations). Let $T \in \mathcal{B C}(X)$ with $s \in \rho_{S}(T)$ and set

$$
\mathcal{M}_{m}^{L}(s, T):=\sum_{i=0}^{m-1} \bar{T}^{i} S_{L}^{-1}(s, T) s^{m-i-1}
$$

and

$$
\mathcal{M}_{m}^{R}(s, T):=\sum_{i=0}^{m-1} s^{m-i-1} S_{R}^{-1}(s, T) \bar{T}^{i}
$$
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Then for $m \geq 1$ and $s \in \rho_{S}(T)$, the following equations hold

$$
\begin{equation*}
\mathcal{Q}_{c, s}(T)^{-1} s^{m}-\bar{T}^{m} \mathcal{Q}_{c, s}(T)^{-1}=\mathcal{M}_{m}^{L}(s, T) \tag{10.26}
\end{equation*}
$$

and

$$
s^{m} \mathcal{Q}_{c, s}(T)^{-1}-\mathcal{Q}_{c, s}(T)^{-1} \bar{T}^{m}=\mathcal{M}_{m}^{R}(s, T)
$$

Proof. We prove the result by induction on $m$. We will prove only (10.26) since the other equality is proven with similar techniques. The case $m=1$ is trivial because

$$
\mathcal{M}_{1}^{L}(s, t)=S_{L}^{-1}(s, t)=\mathcal{Q}_{c, s}^{-1}(T) s-\bar{T} \mathcal{Q}_{c, s}^{-1}(T)
$$

We assume that the equation holds for $m-1$ and we will prove it for $m$. By inductive hypothesis, we have

$$
\begin{aligned}
\bar{T}^{m} \mathcal{Q}_{c, s}(T)^{-1} & =\overline{T T}^{m-1} \mathcal{Q}_{c, s}(T)^{-1}=\bar{T}\left(\mathcal{Q}_{c, s}(T)^{-1} s^{m-1}-\mathcal{M}_{m-1}^{L}(s, T)\right) \\
& =\bar{T} \mathcal{Q}_{c, s}(T)^{-1} s^{m-1}-\bar{T} \mathcal{M}_{m-1}^{L}(s, T)
\end{aligned}
$$

Since

$$
\bar{T} \mathcal{M}_{m-1}^{L}(s, T)=\sum_{i=0}^{m-2} \bar{T}^{i+1} S_{L}^{-1}(s, T) s^{m-i-2}=\sum_{i=1}^{m-1} \bar{T}^{i} S^{-1}(s, T) s^{m-i-1}
$$

and

$$
\bar{T} \mathcal{Q}_{c, s}(T)^{-1}=\mathcal{Q}_{c, s}(T)^{-1} s-S_{L}^{-1}(s, t)
$$

we have

$$
\begin{aligned}
\bar{T}^{m} \mathcal{Q}_{c, s}(T)^{-1} & =\mathcal{Q}_{c, s}(T)^{-1} s^{m}-S_{L}^{-1}(s, T) s^{m-1}-\sum_{i=1}^{m-1} \bar{T}^{i} S^{-1}(s, T) s^{m-i-1} \\
& =\mathcal{Q}_{c, s}(T)^{-1} s^{m}-\sum_{i=0}^{m-1} \bar{T}^{i} S^{-1}(s, T) s^{m-i-1} \\
& =\mathcal{Q}_{c, s}(T)^{-1} s^{m}-\mathcal{M}_{m}^{L}(s, T)
\end{aligned}
$$

Now, our goal is to obtain a resolvent equation for the $Q$-functional calculus in which a term of the following form

$$
\left[\mathcal{Q}_{c, s}(T)^{-1}-\mathcal{Q}_{c, p}(T)^{-1}\right] *_{s, l e f t} S_{L}^{-1}(s, q)
$$

is transformed into the product of $\mathcal{Q}_{c, s}(T)^{-1}$ and $\mathcal{Q}_{c, p}(T)^{-1}$ and other terms involving the $S$-resolvent operators. Moreover, we want to maintain the
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slice hyperholomorphicity.
In order to achieve this aim we need to recall a suitable modification of the classic $S$-resolvent equation, see [6, Thm. 6.7].

Theorem 10.5.4. Let $T \in \mathcal{B C}(X)$ and $B \in \mathcal{B}(X)$ such that it commutes with $T$, then we have

$$
\begin{align*}
S_{R}^{-1}(s, T) B S_{L}^{-1}(p, T)= & {\left[\left(S_{R}^{-1}(s, T) B-B S_{L}^{-1}(p, T)\right) p+\right.}  \tag{10.27}\\
& \left.-\bar{s}\left(S_{R}^{-1}(s, T) B-B S_{L}^{-1}(p, T)\right)\right] \mathcal{Q}_{s}(p)^{-1},
\end{align*}
$$

$$
\left.s\right|^{2} .
$$

where $\mathcal{Q}_{s}(p):=p^{2}-2 s_{0} p+|s|^{2}$.
Remark 10.5.5. If we consider $B=\mathcal{I}$ in (10.27) we get (3.9).
Now, we have all the tools to obtain a new resolvent equation for the $Q$-functional calculus.

Theorem 10.5.6. Let $T \in \mathcal{B C}(X)$. For $s, p \in \rho_{S}(T)$ with $s \notin[p]$ we have the following equation

$$
\begin{align*}
& \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}-2 \mathcal{Q}_{c, s}(T)^{-1} \underline{T} \mathcal{Q}_{c, p}(T)^{-1}= \\
& =\left[\left(\mathcal{Q}_{c, s}(T)^{-1}-\mathcal{Q}_{c, p}(T)^{-1}\right) p-\bar{s}\left(\mathcal{Q}_{c, s}(T)^{-1}-\mathcal{Q}_{c, p}(T)^{-1}\right)\right] \\
& \quad \mathcal{Q}_{s}(p)^{-1}, \tag{10.28}
\end{align*}
$$

where $\underline{T}=T_{1} e_{1}+T_{2} e_{2}+T_{3} e_{3}$.
Proof. We will show this result in seven steps.
Step I. We consider $B=T$ in (10.27) and we multiply it on the right by $4 \mathcal{Q}_{c, p}(T)^{-1}$, then we get

$$
\begin{aligned}
-S_{R}^{-1}(s, T) T F_{L}(p, T)= & {\left[\left(4 S_{R}^{-1}(s, T) T \mathcal{Q}_{c, p}(T)^{-1}+T F_{L}(p, T)\right) p\right.} \\
& \left.-\bar{s}\left(4 S_{R}^{-1}(s, T) T \mathcal{Q}_{c, p}(T)^{-1}+T F_{L}(p, T)\right)\right] \mathcal{Q}_{s}(p)^{-1} .
\end{aligned}
$$

Step II. We consider $B=\mathcal{I}$ in (10.27) and we multiply it on the right by $-4 \mathcal{Q}_{c, p}(T)^{-1} p$, then we obtain

$$
\begin{align*}
S_{R}^{-1}(s, T) F_{L}(s, T) p= & {\left[\left(-4 S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1} p-F_{L}(p, T) p\right) p\right.}  \tag{10.30}\\
& \left.-\bar{s}\left(-4 S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1} p-F_{L}(p, T) p\right)\right] \mathcal{Q}_{s}(p)^{-1} .
\end{align*}
$$

Step III. We substitute $B=T$ in (10.27) and we multiply it on the left by $4 \mathcal{Q}_{c, s}(T)^{-1}$, then we get

$$
\begin{align*}
-F_{R}(s, T) T S_{L}^{-1}(s, T)= & {\left[\left(-F_{R}(s, T) T-4 \mathcal{Q}_{c, s}(T)^{-1} T S_{L}^{-1}(p, T)\right) p\right.}  \tag{10.31}\\
& \left.-\bar{s}\left(-F_{R}(s, T) T-4 \mathcal{Q}_{c, s}(T)^{-1} T S_{L}^{-1}(p, T)\right)\right] \mathcal{Q}_{s}(p)^{-1} .
\end{align*}
$$
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Step IV. We substitute $B=\mathcal{I}$ in (10.27) and we multiply it on the left by $-4 s \mathcal{Q}_{c, s}(T)^{-1}$, then we obtain

$$
\begin{align*}
s F_{R}(s, T) S_{L}^{-1}(s, T)= & {\left[\left(s F_{R}(s, T)+4 s \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)\right) p\right.}  \tag{10.32}\\
& \left.-\bar{s}\left(s F_{R}(s, T)+4 s \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)\right)\right] \mathcal{Q}_{s}(p)^{-1} .
\end{align*}
$$

Step V. We make the sum of formulas (10.29), (10.30), (10.31), (10.32) and by Theorem 9.3.1 we get

$$
\begin{align*}
& -4 S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}-4 \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(s, T)  \tag{10.33}\\
& =\left[\left(4 \mathcal{Q}_{c, p}(T)^{-1}-4 \mathcal{Q}_{c, s}(T)^{-1}\right) p-\bar{s}\left(4 \mathcal{Q}_{c, p}(T)^{-1}-4 \mathcal{Q}_{c, s}(T)^{-1}\right)\right] \mathcal{Q}_{s}(p)^{-1} \\
& +4\left[\left(S_{R}^{-1}(s, T) T \mathcal{Q}_{c, p}(T)^{-1}-S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1} p-\mathcal{Q}_{c, s}(T)^{-1} T S_{L}^{-1}(p, T)\right.\right. \\
& \left.+s \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)\right) p-\bar{s}\left(S_{R}^{-1}(s, T) T \mathcal{Q}_{c, p}(T)^{-1}-S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1} p\right. \\
& \left.\left.-\mathcal{Q}_{c, s}(T)^{-1} T S_{L}^{-1}(p, T)+s \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)\right)\right] \mathcal{Q}_{s}(p)^{-1} .
\end{align*}
$$

Step VI. We show that

$$
\begin{align*}
& {\left[\left(S_{R}^{-1}(s, T) T \mathcal{Q}_{c, p}(T)^{-1}-\mathcal{Q}_{c, s}(T)^{-1} T S_{L}^{-1}(p, T)\right) p+\right.}  \tag{10.34}\\
& \left.-\bar{s}\left(S_{R}^{-1}(s, T) T \mathcal{Q}_{c, p}(T)^{-1}-\mathcal{Q}_{c, s}(T)^{-1} T S_{L}^{-1}(p, T)\right)\right] \mathcal{Q}_{s}(p)^{-1} \\
& =-\mathcal{Q}_{c, s}(T)^{-1} T \mathcal{Q}_{c, p}(T)^{-1}
\end{align*}
$$

We focus on proving formula 10.34 . First of all, we observe that by the definition of the $S$-resolvent operators we have

$$
\begin{aligned}
& S_{R}^{-1}(s, T) T \mathcal{Q}_{c, p}(T)^{-1}-\mathcal{Q}_{c, s}(T)^{-1} T S_{L}^{-1}(p, T) \\
& =\mathcal{Q}_{c, s}(T)^{-1}(s \mathcal{I}-\bar{T}) T \mathcal{Q}_{c, p}(T)^{-1}-\mathcal{Q}_{c, s}(T)^{-1} T(p \mathcal{I}-\bar{T}) \mathcal{Q}_{c, p}(T)^{-1} \\
& =\mathcal{Q}_{c, s}(T)^{-1} s T \mathcal{Q}_{c, p}(T)^{-1}-\mathcal{Q}_{c, s}(T)^{-1} T p \mathcal{Q}_{c, p}(T)^{-1}
\end{aligned}
$$

Thus we get

$$
\begin{aligned}
& {[ }\left(S_{R}^{-1}(s, T) T \mathcal{Q}_{c, p}(T)^{-1}-\mathcal{Q}_{c, s}(T)^{-1} T S_{L}^{-1}(p, T)\right) p \\
&\left.-\bar{s}\left(S_{R}^{-1}(s, T) T \mathcal{Q}_{c, p}(T)^{-1}-\mathcal{Q}_{c, s}(T)^{-1} T S_{L}^{-1}(p, T)\right)\right] \mathcal{Q}_{s}(p)^{-1} \\
&=\left(\mathcal{Q}_{c, s}(T)^{-1} s T p \mathcal{Q}_{c, p}(T)^{-1}-\mathcal{Q}_{c, s}(T)^{-1} T p^{2} \mathcal{Q}_{c, p}(T)^{-1}+\right. \\
&\left.-\mathcal{Q}_{c, s}(T)^{-1}|s|^{2} T \mathcal{Q}_{c, p}(T)^{-1}+\mathcal{Q}_{c, s}(T)^{-1} \bar{s} T p \mathcal{Q}_{c, p}(T)^{-1}\right) \mathcal{Q}_{s}(p)^{-1} \\
&=\left(\mathcal{Q}_{c, s}(T)^{-1}(s+\bar{s}) T p \mathcal{Q}_{c, p}(T)^{-1}-\mathcal{Q}_{c, s}(T)^{-1} T p^{2} \mathcal{Q}_{c, p}(T)^{-1}\right. \\
&\left.-\mathcal{Q}_{c, s}(T)^{-1}|s|^{2} T \mathcal{Q}_{c, p}(T)^{-1}\right) \mathcal{Q}_{s}(p)^{-1} \\
&=-\mathcal{Q}_{c, s}(T)^{-1} T \mathcal{Q}_{s}(p) \mathcal{Q}_{c, p}(T)^{-1} \mathcal{Q}_{s}(p)^{-1} \\
&=-\mathcal{Q}_{c, s}(T)^{-1} T \mathcal{Q}_{c, p}(T)^{-1} .
\end{aligned}
$$

Step VII. By similar computations we have the following equality

$$
\begin{align*}
& {\left[\left(s \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)-S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1} p\right) p+\right.}  \tag{10.35}\\
& \left.-\bar{s}\left(s \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)-S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1} p\right)\right] \mathcal{Q}_{s}(p)^{-1} \\
& =\mathcal{Q}_{c, s}(T)^{-1} \bar{T} \mathcal{Q}_{c, p}(T)^{-1} .
\end{align*}
$$

Step VIII. We put together (10.34) and (10.35) to obtain

$$
\begin{aligned}
{[ } & \left(S_{R}^{-1}(s, T) T \mathcal{Q}_{c, p}(T)^{-1}-S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1} p-\mathcal{Q}_{c, s}(T)^{-1} T S_{L}^{-1}(p, T)(10.36)\right. \\
& \left.+s \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)\right) p-\bar{s}\left(S_{R}^{-1}(s, T) T \mathcal{Q}_{c, p}(T)^{-1}-S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1} p\right. \\
& \left.\left.-\mathcal{Q}_{c, s}(T)^{-1} T S_{L}^{-1}(p, T)+s \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)\right)\right] \mathcal{Q}_{s}(p)^{-1} \\
= & -\mathcal{Q}_{c, s}(T)^{-1} T \mathcal{Q}_{c, p}(T)^{-1}+\mathcal{Q}_{c, s}(T) \bar{T} \mathcal{Q}_{c, p}(T)^{-1} \\
= & -2 \mathcal{Q}_{c, s}(T)^{-1} \underline{T} \mathcal{Q}_{c, p}(T)^{-1} .
\end{aligned}
$$

Ster

Finally by putting formula (10.36) in (10.33) we get

$$
\begin{aligned}
& S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}+\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)= \\
& {\left[\left(\mathcal{Q}_{c, s}(T)^{-1}-\mathcal{Q}_{c, p}(T)^{-1}\right) p-\bar{s}\left(\mathcal{Q}_{c, s}(T)^{-1}-\mathcal{Q}_{c, p}(T)^{-1}\right)\right] \mathcal{Q}_{s}(p)^{-1}} \\
& +2 \mathcal{Q}_{c, s}(T)^{-1} \underline{T} \mathcal{Q}_{c, p}(T)^{-1} .
\end{aligned}
$$

This proves the statement.
By using formula (10.28), it is possible to obtain an interesting and nice formula for the product rule of the $Q$-functional calculus.

Theorem 10.5.7. Let $T \in \mathcal{B C}(X)$. We assume that $f \in \mathcal{N}\left(\sigma_{S}(T)\right)$ and $g \in \mathcal{S H}_{L}\left(\sigma_{S}(T)\right)$ then we have

$$
\mathcal{D}(f g)(T)=f(T)(\mathcal{D} g)(T)+(\mathcal{D} f)(T) g(T)+(\mathcal{D} f)(T) \underline{T}(\mathcal{D} g)(T)
$$

If $g \in \mathcal{S H}_{R}\left(\sigma_{S}(T)\right)$ then we have

$$
\begin{equation*}
\mathcal{D}(g f)(T)=f(T)(\mathcal{D} g)(T)+(\mathcal{D} f)(T) g(T)+(\mathcal{D} f)(T) \underline{T}(\mathcal{D} g)(T) \tag{10.37}
\end{equation*}
$$

Proof. Let $G_{1}$ and $G_{2}$ be two bounded slice Cauchy domains as in the proof of Theorem 5.22. Let us consider $p \in \partial\left(G_{1} \cap \mathbb{C}_{J}\right)$ and $s \in \partial\left(G_{1} \cap \mathbb{C}_{J}\right)$. By the definitions of the $S$-functional calculus and the $Q$-functional calculus
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we get

$$
\begin{aligned}
& f(T)(\mathcal{D} g)(T)+(\mathcal{D} f)(T) g(T)+(\mathcal{D} f)(T) \underline{T}(\mathcal{D} g)(T) \\
& =-\frac{1}{2 \pi^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(s, T) d s_{J} f(s) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{J} g(p) \\
& -\frac{1}{2 \pi^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J} f(s) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(p, T) d p_{J} g(p) \\
& +\frac{1}{\pi^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{\mathcal{C}, s}(T)^{-1} d s_{J} f(s) \underline{T} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{J} g(p) .
\end{aligned}
$$

By the fact that the function $f$ is intrinsic and by Theorem 10.5 .6 we get

$$
\begin{aligned}
& f(T)(\mathcal{D} g)(T)+(\mathcal{D} f)(T) g(T)+(\mathcal{D} f)(T) \underline{T}(\mathcal{D} g)(T) \\
&= \frac{1}{2 \pi^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} f(s) d s_{J}\left[-S_{R}^{-1}(s, T) \mathcal{Q}_{c, p}(T)^{-1}\right. \\
&\left.-\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T)+2 \mathcal{Q}_{c, s}(T)^{-1} \underline{T} \mathcal{Q}_{c, p}(T)^{-1}\right] d p_{J} g(p) \\
&=-\frac{1}{2 \pi^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} f(s) d s_{J}\left[\left(\mathcal{Q}_{c, s}(T)^{-1}-\mathcal{Q}_{c, p}(T)^{-1}\right) p\right. \\
&\left.-\bar{s}\left(\mathcal{Q}_{c, s}(T)^{-1}-\mathcal{Q}_{c, p}(T)^{-1}\right)\right] \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p) \\
&=-\frac{1}{2 \pi^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} p \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p) \\
&+\frac{1}{2 \pi^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} p \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p) \\
&+\frac{1}{2 \pi^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \bar{s} \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p) \\
&-\frac{1}{2 \pi^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \bar{s} \mathcal{Q}_{c, p}(T)^{-1} \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p) .
\end{aligned}
$$

Since the maps $p \mapsto p \mathcal{Q}_{s}(p)^{-1}$ and $p \mapsto \mathcal{Q}_{s}(p)$ are intrinsic slice hyperholomorphic on $\bar{G}_{1}$, by the Cauchy integral formula we get that the first and the third integrals in the above formula are zero. By Lemma 9.5 and
the definition of $Q$-functional calculus we get

$$
\begin{aligned}
& f(T)(\mathcal{D} g)(T)+(\mathcal{D} f)(T) g(T)+(\mathcal{D} f)(T) \underline{T}(\mathcal{D} g)(T)= \\
= & -\frac{1}{2 \pi^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)}\left[\bar{s} \mathcal{Q}_{c, p}(T)^{-1}-\mathcal{Q}_{c, p}(T)^{-1} p\right] \\
& \mathcal{Q}_{s}(p) d p_{J} g(p) \\
= & -\frac{1}{\pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{J} f(p) g(p) \\
= & -\frac{1}{\pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{J}(f g)(p) \\
= & \mathcal{D}(f g)(T) .
\end{aligned}
$$

Formula 10.37) follows by similar computations.

### 10.6 The Riesz projectors for harmonic functional calculus

We now take advantage of the $Q$-resolvent equation in Theorem 10.5.6 to study the Riesz projectors for the harmonic functional calculus.
Theorem 10.6.1 (The Riesz projectors). Let $T=T_{0}+T_{1} e_{1}+T_{2} e_{2}$ and assume that the operators $T_{l}, l=0,1,2$, have real spectrum. Let $\sigma_{S}(T)=$ $\sigma_{1} \cup \sigma_{2}$ with $\operatorname{dist}\left(\sigma_{1}, \sigma_{2}\right)>0$.

Let $G_{1}, G_{2} \subset \mathbb{H}$ be two bounded slice Cauchy domains such that $\sigma_{1} \subset$ $G_{1}, \bar{G}_{1} \subset G_{2}$ and $\operatorname{dist}\left(G_{2}, \sigma_{2}\right)>0$. Then the operator

$$
\tilde{P}(T):=\frac{1}{2 \pi} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s d s_{J} \mathcal{Q}_{c, s}(T)^{-1}=\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{J} p
$$

is a projection, i.e.,

$$
\tilde{P}^{2}=\tilde{P}
$$

Moreover, the operator $\tilde{P}$ commutes with $T$, i.e. we have

$$
\begin{equation*}
T \tilde{P}=\tilde{P} T . \tag{10.38}
\end{equation*}
$$

Proof. From the definition of right $S$-resolvent operator we have

$$
\begin{equation*}
S_{R}^{-1}(s, T)=s \mathcal{Q}_{c, s}(T)^{-1}-\mathcal{Q}_{c, s}(T)^{-1} \bar{T} \tag{10.39}
\end{equation*}
$$

By inserting formula (10.39) in the equation (10.28) and by multiplying on the right by $p$ we get

$$
\begin{align*}
& \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(p, T) p+s \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1} p-\mathcal{Q}_{c, s}(T)^{-1} \bar{T} \mathcal{Q}_{c, p}(T)^{-1} p \\
& -2 \mathcal{Q}_{c, s}(T)^{-1} \underline{T} \mathcal{Q}_{c, p}(T)^{-1} p=\left[\left(\mathcal{Q}_{c, s}(T)^{-1}-\mathcal{Q}_{c, p}(T)^{-1}\right) p\right. \\
& \left.-\bar{s}\left(\mathcal{Q}_{c, s}(T)^{-1}-\mathcal{Q}_{c, p}(T)^{-1}\right)\right] \mathcal{Q}_{s}(p)^{-1} p \tag{10.40}
\end{align*}
$$
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Now, we multiply formula (10.40) by $d s_{J}$ and we integrate it on $\partial\left(G_{2} \cap \mathbb{C}_{J}\right)$ with respect to $d s_{J}$ and if we multiply on the right by $d p_{J}$ and we integrate on $\partial\left(G_{1} \cap \mathbb{C}_{J}\right)$ with respect to $d p_{J}$. Therefore, we get

$$
\begin{aligned}
& \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} d s_{J} \mathcal{Q}_{c, s}(T)^{-1} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(p, T) d p_{J} p+\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} s d s_{J} \mathcal{Q}_{c, s}(T)^{-1} \\
& \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{J} p-2 \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} d s_{J} \mathcal{Q}_{c, s}(T)^{-1} \underline{T} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{J} p= \\
& \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)}\left[\left(\mathcal{Q}_{c, s}(T)^{-1}-\mathcal{Q}_{c, p}(T)^{-1}\right) p-\bar{s}\left(\mathcal{Q}_{c, s}(T)^{-1}-\mathcal{Q}_{c, p}(T)^{-1}\right)\right] . \\
& \mathcal{Q}_{s}(p)^{-1} d p_{J} p .
\end{aligned}
$$

By Lemma 10.3.12 we obtain

$$
\begin{aligned}
(2 \pi)^{2} \tilde{P}^{2}= & \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)}\left[\left(\mathcal{Q}_{c, s}(T)^{-1}-\mathcal{Q}_{c, p}(T)^{-1}\right) p-\right. \\
& \left.\bar{s}\left(\mathcal{Q}_{c, s}(T)^{-1}-\mathcal{Q}_{c, p}(T)^{-1}\right)\right] \mathcal{Q}_{s}(p)^{-1} d p_{J} p .
\end{aligned}
$$

Now, since the functions $p \mapsto \mathcal{Q}_{s}(p)^{-1}$ and $p \mapsto \mathcal{Q}_{s}(p)^{-1}$ are slice hyperholomorphic and do not have singularities inside $\partial\left(G_{1} \cap \mathbb{C}_{J}\right)$ by the Cauchy theorem we get

$$
\begin{equation*}
\int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} p \mathcal{Q}_{s}(p)^{-1} d p_{J} p^{2}=\int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{s}(p) d p_{J} p=0 \tag{10.41}
\end{equation*}
$$

Therefore, we have
$\tilde{P}^{2}=\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} d s_{J}\left[\bar{s} \mathcal{Q}_{c, p}(T)^{-1}-\mathcal{Q}_{c, p}(T)^{-1} p\right] \mathcal{Q}_{s}(p)^{-1} d p_{J} p$.
By exchanging the role of the integrals and Lemma 9.5 with $B:=\mathcal{Q}_{c, p}(T)^{-1}$ we get

$$
\tilde{P}^{2}=\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{J} p=\tilde{P}
$$

Now, we prove (10.38). By the following formula

$$
\bar{T} \mathcal{Q}_{c, p}(T)^{-1}=\mathcal{Q}_{c, p}(T)^{-1} p-S_{L}^{-1}(p, T)
$$

we get

$$
\begin{aligned}
T \tilde{P} & =-\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \bar{T} \mathcal{Q}_{c, p}(T)^{-1} d p_{J} p \\
& =-\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)}\left(\mathcal{Q}_{p}(T)^{-1} p-S_{L}^{-1}(p, T)\right) d p_{J} p \\
& =-\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{j} p^{2}+\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(p, T) d p_{J} p .
\end{aligned}
$$

Thus we obtain

$$
\begin{equation*}
T \tilde{P}=-\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{J} p^{2}+\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(p, T) d p_{J} p \tag{10.42}
\end{equation*}
$$

On the other side, since

$$
\mathcal{Q}_{c, p}(T)^{-1} \bar{T}=\mathcal{Q}_{c, p}(T)^{-1} p-S_{R}^{-1}(p, T),
$$

we get

$$
\begin{aligned}
\tilde{P} T & =-\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} p d p_{J} \mathcal{Q}_{c, p}(T)^{-1} \bar{T} \\
& =-\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{J} p^{2}+\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} p d p_{J} S_{R}^{-1}(p, T) .
\end{aligned}
$$

From the fact that $p \chi_{G_{1}}(p)$ is intrinsic slice hyperholomorphic in $G_{1}$, it follows by [45, Thm. 3.2.11] that

$$
\begin{equation*}
\tilde{P} T=-\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{J} p^{2}+\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(p, T) p d p_{J} . \tag{10.43}
\end{equation*}
$$

Since (10.42) and (10.43) are equal we get the statement.
Remark 10.6.2. The $Q$-resolvent equation stated in Theorem 10.5 .1 preserves the slice hyperholomorphicity, however it is not useful to prove Theorem 10.6.1.

Remark 10.6.3. Theorem 10.6 .1 can be proved using directly the $F$-functional Calculus. Indeed, in the same hypothesis of the theorem, it is proved in [45, Thm. 7.4.2] that

$$
\check{P}_{1}^{2}=\check{P}_{1} \quad \text { and } \quad T \check{P}_{1}=\check{P}_{1} T
$$

for

$$
\check{P}_{1}:=-\frac{1}{8 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{L}(p, T) d p_{J} p^{2} .
$$
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Now, using Theorem 9.3.1 and [45, Lemma 7.4.1], we have

$$
\begin{aligned}
\tilde{P} & =\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{J} p \\
& =-\frac{1}{8 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{L}(p, T) p-T F_{L}(p, T) d p_{J} p \\
& =-\frac{1}{8 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{L}(p, T) d p_{J} p^{2}=\check{P} .
\end{aligned}
$$

### 10.7 The product rule for the $F$-functional calculus

By means of the harmonic functional calculus we can show a product rule for the $F$-functional calculus.

Theorem 10.7.1. Let $T \in \mathcal{B C}(X)$ and assume $f \in \mathcal{N}\left(\sigma_{S}(T)\right)$ and $g \in$ $\mathcal{S H}_{L}\left(\sigma_{S}(T)\right)$ then we have

$$
\begin{equation*}
\Delta(f g)(T)=\Delta f(T) g(T)+f(T) \Delta g(T)-\mathcal{D} f(T) \mathcal{D} g(T) . \tag{10.44}
\end{equation*}
$$

Proof. Let $G_{1}$ and $G_{2}$ be two bounded slice Cauchy domains such that contain $\sigma_{S}(T)$ and $\bar{G}_{1} \subset G_{2}$, with $\bar{G}_{2} \subset \operatorname{dom}(f) \cap \operatorname{dom}(g)$. We choose $p \in \partial\left(G_{1} \cap \mathbb{C}_{J}\right)$ and $s \in \partial\left(G_{2} \cap \mathbb{C}_{J}\right)$. For every $J \in \mathbb{S}$, from the definitions of $F$-functional calculus, $S$-functional calculus and $Q$-functional calculus, we get

$$
\begin{aligned}
& \Delta f(T) g(T)+f(T) \Delta g(T)-\mathcal{D} f(T) \mathcal{D} g(T)= \\
& =\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} F_{R}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(p, T) d p_{J} g(p) \\
& +\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} S_{R}^{-1}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{L}(p, T) d p_{J} g(p) \\
& -\frac{1}{(\pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J} f(s) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{J} g(p) .
\end{aligned}
$$

Since the function $f$ is intrinsic by Lemma 10.4.19 we have

$$
\begin{aligned}
& \Delta f(T) g(T)+f(T) \Delta g(T)-\mathcal{D} f(T) \mathcal{D} g(T)= \\
& =\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} F_{R}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(p, T) d p_{J} g(p) \\
& +\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} S_{R}^{-1}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{L}(p, T) d p_{J} g(p) \\
& -\frac{1}{(\pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \mathcal{Q}_{c, s}(T)^{-1} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{J} g(p) .
\end{aligned}
$$

Hence, we have

$$
\begin{aligned}
\Delta f(T) g(T) & +f(T) \Delta g(T)-\mathcal{D} f(T) \mathcal{D} g(T) \\
& =\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} f(s) d s_{J}\left[F_{R}(s, T) S_{L}^{-1}(p, T)+\right. \\
& \left.+S_{R}^{-1}(s, T) F_{L}(p, T)-4 \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1}\right] d p_{J} g(p) .
\end{aligned}
$$

By the following equation (see [45, Lemma 7.3.2])

$$
\begin{aligned}
& F_{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{L}(p, T)-4 \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1} \\
& \quad=\left[\left(F_{R}(s, T)-F_{L}(p, T)\right) p-\bar{s}\left(F_{R}(s, T)-F_{L}(p, T)\right)\right] \mathcal{Q}_{s}(p)^{-1}
\end{aligned}
$$

where $\mathcal{Q}_{s}(p)=p^{2}-2 s_{0} p+|s|^{2}$, we obtain

$$
\begin{aligned}
& \Delta f(T) g(T)+f(T) \Delta g(T)-\mathcal{D} f(T) \mathcal{D} g(T) \\
& =\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} f(s)\left[\left(F_{R}(s, T)-F_{L}(p, T)\right) p\right. \\
& \left.-\bar{s}\left(F_{R}(s, T)-F_{L}(p, T)\right)\right] \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p) .
\end{aligned}
$$

By the linearity of the integrals follows that

$$
\begin{aligned}
& \Delta f(T) g(T)+f(T) \Delta g(T)-\mathcal{D} f(T) \mathcal{D} g(T)= \\
& =\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{R}(s, T) p \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p) \\
& -\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{L}(p, T) p \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p) \\
& -\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \bar{s} F_{R}(s, T) \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p) \\
& +\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \bar{s} F_{L}(p, T) \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p) .
\end{aligned}
$$

Since the functions $p \mapsto p \mathcal{Q}_{s}(p)^{-1}, p \mapsto \mathcal{Q}_{s}(p)^{-1}$ are intrinsic slice hyperholomorphic on $\bar{G}_{1}$, by the Cauchy integral formula, see Theorem 3.1.19 we have

$$
\begin{aligned}
& \frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{R}(s, T) p \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p)=0, \\
& \frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \bar{s} F_{R}(s, T) \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p)=0 .
\end{aligned}
$$
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Thus, we get

$$
\begin{aligned}
& \Delta f(T) g(T)+f(T) \Delta g(T)-\mathcal{D} f(T) \mathcal{D} g(T)= \\
& -\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{L}(p, T) p \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p) \\
& +\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \bar{s} F_{L}(p, T) \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p) \\
& =\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)}\left[\bar{s} F_{L}(p, T)-F_{L}(p, T) p\right] \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p) .
\end{aligned}
$$

By applying Lemma 9.4.1 with $B:=F_{L}(p, T)$ and by the definition of the $F$-functional calculus we obtain

$$
\begin{aligned}
& \Delta f(T) g(T)+f(T) \Delta g(T)-\mathcal{D} f(T) \mathcal{D} g(T) \\
& =\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{L}(p, T) d p_{J} f(p) g(p) \\
& =\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{L}(p, T) d p_{J}(f g)(p) \\
& =\Delta(f g)(T) .
\end{aligned}
$$

Corollary 10.7.2. Let $T \in \mathcal{B C}(X)$ and assume $g \in \mathcal{N}\left(\sigma_{S}(T)\right)$ and $f \in$ $\mathcal{S H}_{R}\left(\sigma_{S}(T)\right)$ then we have

$$
\begin{equation*}
\Delta(f g)(T)=\Delta f(T) g(T)+f(T) \Delta g(T)-\mathcal{D} f(T) \mathcal{D} g(T) . \tag{10.45}
\end{equation*}
$$

Remark 10.7.3. The product $f g$ in Theorem 10.7.1 and Corollary 10.7.2 is respectively slice hyperholomorphic left or right slice hyperholomorphic.
Remark 10.7.4. The classical formula

$$
\begin{equation*}
\Delta(f g)=\Delta(f) \cdot g+f \cdot \Delta(g)+2\langle\nabla f, \nabla g\rangle, \tag{10.46}
\end{equation*}
$$

is true for any $C^{2}$ quaternionic valued functions and it inspires formula (10.44). However, formula (10.44) is true only for slice hyperholomorphic functions. Indeed its proof relies heavily on the slice hyperholomorphic Cauchy integral representation formula. Thus (10.44) is not applicable in the case when $f$ and $g$ are real valued functions and, in this sense, it is not a generalization of the formula (10.46).
Remark 10.7.5. Formula (10.44) is a general case of the well-known formula $\Delta(q g(q))=q \Delta(g(q))+2 \mathcal{D}(g(q))$. Indeed, it is enough to replace the operator $T$ by $q$ and to take $f(q):=q$ in formula (10.44).

## CHAPTER

## A polyanalytic functional calculus and its properties on the $S$-spectrum

### 11.1 Motivation

In the previous chapter we studied a possible splitting of the diagram (9.1) and have showed that between the set of slice hyperholomorphic functions and the set of axially monogenic functions lies the set of of axially harmonic functions. Moreover, by means of this splitting, we developed an harmonic functional calculus.
The main goal of this chapter is to understand another, different splitting of (9.1).

By rearranging the maps in the Fueter theorem it is possible to get the set of axially polyanalytic functions of order 2, i.e. functions in the kernel of $\mathcal{D}^{2}$. In this paper we study the splitting

$$
\begin{equation*}
\mathcal{O}(D) \xrightarrow{T_{F}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A P}_{2}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A M}\left(\Omega_{D}\right), \tag{11.1}
\end{equation*}
$$

where $\mathcal{A} \mathcal{P}_{2}\left(\Omega_{D}\right)$ is the set of axially polyanalytic functions of order 2 . The goal of this chapter is to describe the central part of this diagram
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Axially polyanalytic functions play an important role in the study of elasticity problems, see [113, 114]. The theory of polyanalytic functions is also used to investigate problems in time-frequency analysis, see for example [3] and to study well-known Hilbert spaces, see for instance [2,21,133]. For more information about polyanalytic functions see [4,27].

### 11.2 Functions spaces of axial type in the quaternionic setting

We start by recalling the definition of fine structure.
Definition 11.2.1 (Fine structure of slice hyperholomorphic spectral theory). A fine structure of a slice hyperholomorphic spectral theory is the set of functions spaces and the associated functional calculi induced by a factorization of the operator $\Delta$.

In the quaternionic case only two fine structures are possible. One of them is studied in the previous chapter, and the other one is the main topic of this chapter.
The first fine structure studied corresponds to the factorization $\Delta=\mathcal{D} \overline{\mathcal{D}}$. In that case, we have the following diagram

$$
\begin{equation*}
\mathcal{O}(D) \xrightarrow{T_{F}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A H}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A} \mathcal{M}\left(\Omega_{D}\right), \tag{11.2}
\end{equation*}
$$

where the $\mathcal{A H}\left(\Omega_{D}\right)$ is the set of axially harmonic functions and $\Omega_{D}$ is defined as in Theorem 11.2.2
The aim of this chapter is to study the fine structure which corresponds to the other possible factorization of the Laplacian, $\Delta=\overline{\mathcal{D}} \mathcal{D}$. To this end, we need the following splitting of the Fueter theorem (see [85]).

Theorem 11.2.2. Let $f_{0}(z)=\alpha(u, v)+i \beta(u, v)$ be a holomorphic function defined in a domain (open and connected) $D$ in the upper-half complex plane and let

$$
\begin{equation*}
\Omega_{D}=\left\{q=q_{0}+q_{1} e_{1}+q_{2} e_{2}+q_{3} e_{3} \mid\left(q_{0},|\underline{q}|\right) \in D\right\} \tag{11.3}
\end{equation*}
$$

be the open set induced by $D$ in $\mathbb{H}$. The map

$$
f(q)=T_{F}\left(f_{0}\right):=\alpha\left(q_{0},|\underline{q}|\right)+\frac{\underline{q}}{|\underline{q}|} \beta\left(q_{0},|\underline{q}|\right)
$$

takes the holomorphic function $f_{0}(z)$ and gives the intrinsic slice hyperholomorphic function $f$ induced by $f_{0}$. Then the function

$$
\breve{f}^{0}(q):=\overline{\mathcal{D}}\left(\alpha\left(q_{0},|\underline{q}|\right)+\frac{\underline{q}}{|\underline{q}|} \beta\left(q_{0},|\underline{q}|\right)\right),
$$

is in the kernel of $\mathcal{D}^{2}$, i.e.

$$
\mathcal{D}^{2} \breve{f}^{0}=0 \quad \text { on } \quad \Omega_{D}
$$

Moreover,

$$
\breve{f}(q)=\mathcal{D} \breve{f}^{0}(q),
$$

is axially monogenic.
From the previous theorem we have the following diagram

$$
\begin{equation*}
\mathcal{O}(D) \xrightarrow{T_{F 1}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A \mathcal { P } _ { 2 }}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A M}\left(\Omega_{D}\right), \tag{11.4}
\end{equation*}
$$

where $\mathcal{A} \mathcal{P}_{2}\left(\Omega_{D}\right)$ is the set of axially polyanalytic functions of order 2 . Now, we give a rigorous definition of this set. First of all we assume that an axial function is of the form

$$
\begin{equation*}
f(q)=\alpha\left(q_{0},|\underline{q}|\right)+\frac{\underline{q}}{|\underline{q}|} \beta\left(q_{0},|\underline{q}|\right), \tag{11.5}
\end{equation*}
$$

where $\alpha$ and $\beta$ satisfy the conditions 6.38, with $u:=q_{0}$ and $v:=|\underline{q}|$.
Definition 11.2.3 (Axially polyanalytic function of order 2). Let $f: \Omega_{D} \subseteq$ $\mathbb{H} \rightarrow \mathbb{H}$ be of axial type and of class $\mathcal{C}^{3}\left(\Omega_{D}\right)$, where the set $\Omega_{D}$ is defined in (11.3). Then the function

$$
\breve{f}^{0}(q)=\overline{\mathcal{D}} f(q) \quad \text { on } \quad \Omega_{D}
$$

is called an axially polyanalytic function of order 2 if

$$
\mathcal{D}^{2} \breve{f}^{0}(q)=0 \quad \text { on } \quad \Omega_{D} .
$$

It is possible to write a polyanalytic function as a sum of axially monogenic functions, see [27]. Specifically, we can write the so called polyanalytic decomposition as

$$
\begin{equation*}
\breve{f}^{0}(q)=\breve{f}_{0}(q)+q_{0} \breve{f}_{1}(q), \tag{11.6}
\end{equation*}
$$
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where the $\breve{f}_{0}(q)$ and $\breve{f}_{1}(q)$ are axially monogenic functions. As well as the monogenic functions satisfy a system of differential equations, called Vekua systems also the axially polyanalytic functions of order 2 satisfy a system of differential equations, but of order two.

Theorem 11.2.4. Let $U$ be an axially symmetric open set in $\mathbb{H}$, not intersecting the real line, and let $f^{0}(q)=A\left(q_{0}, r\right)+\underline{\omega} B\left(q_{0}, r\right)$ be an axially polyanalytic function of order 2 on $U, r>0$ and $\underline{\omega} \in \mathbb{S}$. Then the functions $A\left(q_{0}, r\right)$ and $B\left(q_{0}, r\right)$ satisfy the following system

$$
\left\{\begin{array}{l}
\partial_{x_{0}}^{2} A\left(q_{0}, r\right)-2 \partial_{x_{0}} \partial_{r} B\left(q_{0}, r\right)-\frac{4}{r} \partial_{x_{0}} B\left(q_{0}, r\right)-\partial_{r}^{2} A\left(q_{0}, r\right)-\frac{2}{r} \partial_{r} A\left(q_{0}, r\right)=0 \\
\partial_{x_{0}}^{2} B\left(q_{0}, r\right)+2 \partial_{x_{0}} \partial_{r} A\left(q_{0}, r\right)-\partial_{r}^{2} B\left(q_{0}, r\right)-2 \frac{r \partial_{r} B\left(q_{0}, r\right)-B\left(q_{0}, r\right)}{r^{2}}=0
\end{array}\right.
$$

Proof. If we consider a function of axial type (11.5), by [118] we know that
$\mathcal{D}(f):=\left(\partial_{q_{0}} A\left(q_{0}, r\right)-\partial_{r} B\left(q_{0}, r\right)-\frac{2}{r} B\left(q_{0}, r\right)\right)+\underline{\omega}\left(\partial_{q_{0}} B\left(q_{0}, r\right)+\partial_{r} A\left(q_{0}, r\right)\right)$.
Now, we set

$$
\begin{gathered}
A^{\prime}\left(q_{0}, r\right):=\partial_{q_{0}} A\left(q_{0}, r\right)-\partial_{r} B\left(q_{0}, r\right)-\frac{2}{r} B\left(q_{0}, r\right), \\
B^{\prime}\left(q_{0}, r\right):=\partial_{q_{0}} B\left(q_{0}, r\right)+\partial_{r} A\left(q_{0}, r\right) .
\end{gathered}
$$

By applying another time 11.7) we get

$$
\mathcal{D}^{2} f(q)=\left(\partial_{q_{0}} A^{\prime}\left(q_{0}, r\right)-\partial_{r} B^{\prime}\left(q_{0}, r\right)-\frac{2}{r} B^{\prime}\left(q_{0}, r\right)\right)+\underline{\omega}\left(\partial_{q_{0}} B^{\prime}\left(q_{0}, r\right)+\partial_{r} A^{\prime}\left(q_{0}, r\right)\right) .
$$

Now, we develop further the computations

$$
\begin{align*}
\mathcal{D}^{2} f(q)= & \left(\partial_{q_{0}}^{2} A\left(q_{0}, r\right)-\partial_{q_{0}} \partial_{r} B\left(q_{0}, r\right)-\frac{2}{r} \partial_{q_{0}} B\left(q_{0}, r\right)-\partial_{q_{0}} \partial_{r} B\left(q_{0}, r\right)-\partial_{r}^{2} A\left(q_{0}, r\right) .\right. \\
& \left.-\frac{2}{r}\left(\partial_{q_{0}} B\left(q_{0}, r\right)+\partial_{r} A\left(q_{0}, r\right)\right)\right)+\underline{\omega}\left(\partial_{q_{0}}^{2} B\left(q_{0}, r\right)+\partial_{q_{0}} \partial_{r} A\left(q_{0}, r\right)\right. \\
& \left.+\partial_{r} \partial_{q_{0}} A\left(q_{0}, r\right)-\partial_{r}^{2} B\left(q_{0}, r\right)-2 \partial_{r}\left(\frac{B\left(q_{0}, r\right)}{r}\right)\right)  \tag{11.8}\\
= & \left(\partial_{q_{0}}^{2} A\left(q_{0}, r\right)-2 \partial_{q_{0}} \partial_{r} B\left(q_{0}, r\right)-\frac{4}{r} \partial_{x_{0}} B\left(q_{0}, r\right)-\partial_{r}^{2} A\left(q_{0}, r\right)-\frac{2}{r} \partial_{r} A\left(q_{0}, r\right)\right) \\
& +\underline{\omega}\left(\partial_{q_{0}}^{2} B\left(q_{0}, r\right)+2 \partial_{q_{0}} \partial_{r} A\left(q_{0}, r\right)-\partial_{r}^{2} B\left(q_{0}, r\right)-2 \frac{r \partial_{r} B\left(q_{0}, r\right)-B\left(q_{0}, r\right)}{r^{2}}\right) .
\end{align*}
$$

If we consider the function $f$ polyanalytic of order 2 , i.e. $\mathcal{D}^{2}(f)=0$, by (11.8) we get the statement.
11.3. Integral representation of polyanalytic functions of order 2

In conclusion, even if $\Delta=\mathcal{D} \overline{\mathcal{D}}=\overline{\mathcal{D}} \mathcal{D}$ the application of $\mathcal{D}$ or the operator $\overline{\mathcal{D}}$ to the set of slice hyperholomorphic functions gives arise to two completely different fine structures.

### 11.3 Integral representation of polyanalytic functions of order 2

In this section we show how to write a polyanalytic function of order 2 in integral form. Basically, we provide an integral transform that turns slice hyperholomorphic functions into axially polyanalytic functions of order 2. The crucial point to show the integral representation is to apply the operator $\overline{\mathcal{D}}$ to the second form of the slice hyperholomorphic Cauchy kernels.

Theorem 11.3.1. Let $s, q \in \mathbb{H}$, be such that $s \notin[q]$ then

$$
\begin{equation*}
\overline{\mathcal{D}} S_{L}^{-1}(s, q)=-F_{L}(s, q) s+q_{0} F_{L}(s, q)=\sum_{k=0}^{1} q_{0}^{k} F_{L}(s, q)(-1)^{k+1} s^{1-k}, \tag{11.9}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{R}^{-1}(s, q) \overline{\mathcal{D}}=-s F_{R}(s, q)+q_{0} F_{R}(s, q)=\sum_{k=0}^{1} q_{0}^{k} s^{1-k} F_{R}(s, q)(-1)^{k+1} \tag{11.10}
\end{equation*}
$$

Proof. We start by applying the derivative with respect to $\partial_{q_{0}}$ to the left slice hyperholomorphic Cauchy kernel

$$
\begin{equation*}
\partial_{q_{0}} S_{L}^{-1}(s, q)=-\mathcal{Q}_{c, s}(q)^{-1}+\frac{q_{0}}{2} F_{L}(s, q)-\frac{1}{2} F_{L}(s, q) s \tag{11.11}
\end{equation*}
$$

Now, we make the derivative with respect to $\partial_{q_{i}}$,

$$
\begin{equation*}
\partial_{q_{i}} S_{L}^{-1}(s, q)=e_{i} \mathcal{Q}_{c, s}(q)^{-1}+\frac{q_{i}}{2} F_{L}(s, q), \quad i=1,2,3 . \tag{11.12}
\end{equation*}
$$

Formula (11.11) and (11.12) imply that

$$
\begin{aligned}
\overline{\mathcal{D}} S_{L}^{-1}(s, q)= & \left(\partial_{q_{0}}-\sum_{i=1}^{3} e_{i} \partial_{q_{i}}\right) S_{L}^{-1}(s, q)=2 \mathcal{Q}_{c, s}(q)^{-1}+\frac{q_{0}}{2} F_{L}(s, q) \\
& -\frac{1}{2} F_{L}(s, q) s-\frac{q}{2} F_{L}(s, q) \\
= & 2 \mathcal{Q}_{c, s}(q)^{-1}+\frac{\bar{q}}{2} F_{L}(s, q)-\frac{1}{2} F_{L}(s, q) s .
\end{aligned}
$$
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 $S$-spectrumFrom the equality $F_{L}(s, q) s-q F_{L}(s, q)=-4 \mathcal{Q}_{c, s}(q)^{-1}$ it follows the thesis. By similar computations we obtain formula (11.10).

Now, we study the regularities of $\overline{\mathcal{D}} S_{L}^{-1}(s, q)$ and $S_{R}^{-1}(s, q) \overline{\mathcal{D}}$ both in $s$ and in $q$.

Proposition 11.3.2. Let $s, q \in \mathbb{H}$, be such that $s \notin[q]$. The function $\overline{\mathcal{D}} S_{L}^{-1}(s, q)$ is a right slice hyperholomorphic function in the variable $s$, while $S_{R}^{-1}(s, q) \overline{\mathcal{D}}$ is left slice hyperholomorphic in the variable s.

Proof. By Theorem 11.3.1 we know that $\overline{\mathcal{D}} S_{L}^{-1}(s, q)$ is a sum of right slice hyperholomorphic functions in the variable $s$. Indeed $\mathcal{Q}_{c, s}(q)^{-1}$ is a right slice hyperholomorphic function as well as $\bar{q} F_{L}(s, q)$ and $F_{L}(s, q) s$. The left slice hyperholomorphicity of the function $S_{R}^{-1}(s, T) \overline{\mathcal{D}}$ follows by similar arguments.

Proposition 11.3.3. Let $s, q \in \mathbb{H}$, be such that $s \notin[q]$. The function $\overline{\mathcal{D}} S_{L}^{-1}(s, q)$ is left polyanalytic of order 2 and $S_{R}^{-1}(s, q) \overline{\mathcal{D}}$ is right polyanalytic of order 2 with respect to the variable $q$.

Proof. It follows from the fact that the function $F_{L}(s, q)$ is axially monogenic in the variable $q$ and the Laplace operator is a real operator, thus it can commute with other operators. Therefore, we get

$$
\mathcal{D}^{2}\left(\overline{\mathcal{D}} S_{L}^{-1}(s, q)\right)=\mathcal{D} \Delta S_{L}^{-1}(s, q)=\mathcal{D} F_{L}(s, q)=0
$$

The right polyanalyticity of $S_{R}^{-1}(s, T) \overline{\mathcal{D}}$ follows similarly.
The expressions obtained in Theorem 11.3.1 can be considered a polyanalytic decomposition of $\overline{\mathcal{D}} S_{L}^{-1}(s, q)$ and $S_{R}^{-1}(s, q) \overline{\mathcal{D}}$, respectively, see formula (11.6). Indeed the functions $-F_{L}(s, q) s$ and $F_{L}(s, q)$ are left axially monogenic in the variable $q$. Similarly, the functions $-s F_{R}(s, q)$ and $F_{R}(s, q)$ are right axially monogenic in the variable $q$.

Now, we have all what we need to write an axially polyanalytic function of order 2 as an integral formula. This will be fundamental to define the polyanalytic functional calculus of order 2 based on the $S$-spectrum.

Theorem 11.3.4 (Integral representation of axially polyanalytic functions of order 2). Let $W \subset \mathbb{H}$ be an open set. Let $U$ be a slice Cauchy domain such that $\bar{U} \subset W$. Then for $J \in \mathbb{S}$ and $d s_{J}=d s(-J)$ we have

1. if $f \in \mathcal{S H}_{L}(W)$, then the function $\breve{f}^{0}(q)=\overline{\mathcal{D}} f(q)$ is polyanalytic of order 2 and it admits the following integral representation

$$
\begin{equation*}
\breve{f}^{0}(q)=-\frac{1}{2 \pi} \sum_{k=0}^{1}\left(-q_{0}\right)^{k} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} F_{L}(s, q) s^{1-k} d s_{J} f(s) \quad \forall q \in U ; \tag{11.13}
\end{equation*}
$$

2. if $f \in \mathcal{S} \mathcal{H}_{R}(W)$, then the function $\breve{f}^{0}(q)=f(q) \overline{\mathcal{D}}$ is polyanalytic of order 2 and it admits the following integral representation

$$
\begin{equation*}
\breve{f}^{0}(q)=-\frac{1}{2 \pi} \sum_{k=0}^{1}\left(-q_{0}\right)^{k} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} s^{1-k} F_{R}(s, q) \quad \forall q \in U . \tag{11.14}
\end{equation*}
$$

The integrals depend neither on $U$ nor on the imaginary unit $J \in U$.
Proof. We get the thesis by applying the conjugate Fueter operator $\overline{\mathcal{D}}$ to the Cauchy formulas, see Theorem 3.1.18. By Theorem 11.3.1 it follows (11.13) and (11.14). Finally, the function $\breve{f}^{0}(q)$ is polyanalytic of order 2 by Proposition 11.3.3.

In this section we have described the second central row of the diagram (11.1). It is clear the reason of the lack of the arrow that connects the set of axially polyanalytic functions and their integral representation. Indeed, we obtain it by means of the slice Cauchy formula.

### 11.4 Series expansion of the kernel of the fine structure spaces

Now, we address the following.
Problem Is it possible to write a series expansion of $\overline{\mathcal{D}} S_{L}^{-1}(s, q)$ and $S_{R}^{-1}(s, q) \overline{\mathcal{D}}$ in terms of $q$ and $\bar{q}$ ?

In order to answer this question we recall the following series expansion of the slice hyperholomorphic Cauchy kernels. For $q, s \in \mathbb{H}$ with $|q|<|s|$ we have

$$
\begin{equation*}
S_{L}^{-1}(s, q)=\sum_{n=0}^{\infty} q^{n} s^{-1-n}, \quad S_{R}^{-1}(s, q)=\sum_{n=0}^{\infty} s^{-1-n} q^{n} \tag{11.15}
\end{equation*}
$$

Therefore it is clear that in order to find the series expansions of $\overline{\mathcal{D}} S_{L}^{-1}(s, q)$ and $S_{R}^{-1}(s, q) \overline{\mathcal{D}}$ it is fundamental to understand the action of the conjugate Fueter operator $\overline{\mathcal{D}}$ over the monomial $q^{n}$.
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Lemma 11.4.1. For $n \geq 1$ we have

$$
\begin{equation*}
\overline{\mathcal{D}} q^{n}=2\left(n q^{n-1}+\sum_{k=1}^{n} q^{n-k} \bar{q}^{k-1}\right) . \tag{11.16}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
q^{n} \overline{\mathcal{D}}=\overline{\mathcal{D}} q^{n} \tag{11.17}
\end{equation*}
$$

Proof. By Lemma 10.3 .3 we know that

$$
\mathcal{D} q^{n}=\left(\partial_{q_{0}}+\partial_{\underline{q}}\right) q^{n}=-2 \sum_{k=1}^{n} q^{n-k} \bar{q}^{k-1},
$$

where $\partial_{\underline{q}}:=\sum_{i=1}^{3} e_{i} \partial_{q_{i}}$. Then we have

$$
\begin{equation*}
\partial_{\underline{q}} q^{n}=-2 \sum_{k=1}^{n} q^{n-k} \bar{q}^{k-1}-n q^{n-1} \tag{11.18}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\overline{\mathcal{D}} q^{n}=\left(\partial_{q_{0}}-\partial_{\underline{q}}\right) q^{n}=2\left(n q^{n-1}+\sum_{k=1}^{n} q^{n-k} \bar{q}^{k-1}\right) . \tag{11.19}
\end{equation*}
$$

Finally formula (11.17) follows with similar computations.
It is possible to write polynomials $\overline{\mathcal{D}} q^{n}$ in terms of the Clifford-Appell polynomials in the quaternionic setting, see [32] and formula (9.2) with $n=3$. This family of axially monogenic homogeneous polynomials is defined, for any $\ell \geq 0$, as

$$
\begin{equation*}
Q_{\ell}(q, \bar{q})=\frac{2}{(\ell+1)(\ell+2)} \sum_{j=0}^{\ell}(\ell-j+1) q^{\ell-j} \bar{q}^{j} . \tag{11.20}
\end{equation*}
$$

Proposition 11.4.2. Let $n \geq 2$, then for $q \in \mathbb{H}$, we have

$$
\begin{equation*}
\overline{\mathcal{D}} q^{n}=2 n \sum_{k=0}^{1} q_{0}^{k}(-1)^{k}(n+1-2 k) Q_{n-1-k}(q, \bar{q}) . \tag{11.21}
\end{equation*}
$$

Proof. We write

$$
\begin{equation*}
\overline{\mathcal{D}} q^{n}=\left(\overline{\mathcal{D}} q^{n}-q_{0} \Delta q^{n}\right)+q_{0} \Delta q^{n}=g_{0}(q)+g_{1}(q), \tag{11.22}
\end{equation*}
$$

and we consider $g_{0}(q)$. From the fact that

$$
\begin{equation*}
\Delta q^{n}=-4 \sum_{k=1}^{n-1}(n-k) q^{n-k-1} \bar{q}^{k-1} \tag{11.23}
\end{equation*}
$$

see Corollary 9.2.3, with $n=3$, and by Lemma 11.3 .1 we can write
$g_{0}(q)=\overline{\mathcal{D}} q^{n}-q_{0} \Delta q^{n}=2 n q^{n-1}+2 \sum_{k=1}^{n} q^{n-k} \bar{q}^{k-1}+4 q_{0} \sum_{k=1}^{n-1}(n-k) q^{n-k-1} \bar{q}^{k-1}$.
Since $2 q_{0}=q+\bar{q}$ we obtain

$$
\begin{aligned}
g_{0}(q) & =2\left(n q^{n-1}+\sum_{k=1}^{n} q^{n-k} \bar{q}^{k-1}+\sum_{k=1}^{n-1}(n-k) q^{n-k} \bar{q}^{k-1}+\sum_{k=1}^{n-1}(n-k) q^{n-k-1} \bar{q}^{k}\right) \\
& =2\left(\sum_{k=1}^{n} q^{n-k} \bar{q}^{k-1}+\sum_{k=1}^{n-1}(n-k) q^{n-k} \bar{q}^{k-1}+\sum_{k=0}^{n-1}(n-k) q^{n-k-1} \bar{q}^{k}\right) \\
& =2\left(\sum_{k=1}^{n} q^{n-k} \bar{q}^{k-1}+\sum_{k=1}^{n}(n-k) q^{n-k} \bar{q}^{k-1}+\sum_{k=1}^{n}(n-k+1) q^{n-k} \bar{q}^{k-1}\right) \\
& =4 \sum_{k=1}^{n}(n-k+1) q^{n-k} \bar{q}^{k-1} .
\end{aligned}
$$

By formula (11.23) we get

$$
g_{0}(q)=-\Delta\left(q^{n+1}\right)
$$

This implies that

$$
\begin{equation*}
\overline{\mathcal{D}} q^{n}=-\Delta\left(q^{n+1}\right)+q_{0} \Delta q^{n} . \tag{11.24}
\end{equation*}
$$

By [77, Rem. 3.9] we know that for $n \geq 2$ we have

$$
\begin{equation*}
\Delta\left(q^{n}\right)=-2 n(n-1) Q_{n-2}(q, \bar{q}) \tag{11.25}
\end{equation*}
$$

where the homogenous polynomials $Q_{n}(q, \bar{q})$ are defined in (11.20). Finally by combining formula (11.24) and formula (11.25) we get

$$
\begin{aligned}
\overline{\mathcal{D}} q^{n} & =2 n\left[(n+1) Q_{n-1}(q, \bar{q})-2 q_{0}(n-1) Q_{n-2}(q \cdot \bar{q})\right] \\
& =2 n \sum_{k=0}^{1} q_{0}^{k}(-1)^{k}(n+1-2 k) Q_{n-1-k}(q, \bar{q}) .
\end{aligned}
$$
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 $S$-spectrumFormula (11.21) can be considered as the polyanalytic decomposition of the polynomials $\overline{\mathcal{D}} q^{n}$ since the functions $(n+1) Q_{n-1}(q, \bar{q})$ and $(n-$ 1) $Q_{n-2}(q \cdot \bar{q})$ are left and right axially monogenic.

Remark 11.4.3. The polynomials $\overline{\mathcal{D}} q^{n}$ were also obtained in [69], by means of other tools, see [18].

Now, we have all the instruments to introduce the following.
Definition 11.4.4. Let $s, q \in \mathbb{H}$, we define the left $\overline{\mathcal{D}}$-kernel series as

$$
\begin{equation*}
2 \sum_{n=1}^{\infty}\left(n q^{n-1}+\sum_{k=1}^{n} q^{n-k} \bar{q}^{k-1}\right) s^{-1-n} \tag{11.26}
\end{equation*}
$$

and the right $\overline{\mathcal{D}}$-kernel series as

$$
\begin{equation*}
2 \sum_{n=1}^{\infty} s^{-1-n}\left(n q^{n-1}+\sum_{k=1}^{n} q^{n-k} \bar{q}^{k-1}\right) . \tag{11.27}
\end{equation*}
$$

Proposition 11.4.5. Let $s, q \in \mathbb{H}$ with $|q|<|s|$, the left and right $\overline{\mathcal{D}}$-kernel series are convergent.
Proof. We show only the convergence of the left $\overline{\mathcal{D}}$-kernel series. The convergence of the right one follows by similar computations.
In order to show the convergence it is enough to prove that the series of moduli is convergent, i.e.

$$
4 \sum_{n=1}^{+\infty} n|q|^{n-1} s^{-1-n}<+\infty
$$

The series converges by the ratio test, indeed

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \frac{(n+1)|q|^{n}|s|^{-2-n}}{n|q|^{n-1}|s|^{-1-n}}=|q||s|^{-1}<1 . \tag{11.28}
\end{equation*}
$$

The following result contains the solution to the problem stated at the beginning of this section.
Lemma 11.4.6. For $q$, $s \in \mathbb{H}$ such that $|q|<|s|$, we have

$$
\begin{aligned}
\sum_{k=0}^{1} q_{0}^{k} F_{L}(s, q)(-1)^{k+1} s^{1-k} & =2 \sum_{n=1}^{\infty}\left(n q^{n-1}+\sum_{j=1}^{n} q^{n-j} \bar{q}^{j-1}\right) s^{-1-n} \\
& =2 \sum_{n=2}^{\infty} \sum_{j=0}^{1} n q_{0}^{j}(-1)^{j}(n+1-2 j) Q_{n-1-j}(q, \bar{q}) s^{-1-n}
\end{aligned}
$$

11.5. The polyanalytic functional calculus of order 2 on the $S$-spectrum and its properties
and

$$
\begin{align*}
\sum_{k=0}^{1} s^{1-k}(-1)^{k+1} F_{R}(s, q) q_{0}^{k} & =2 \sum_{n=1}^{\infty} s^{-1-n}\left(n q^{n-1}+\sum_{k=1}^{n} q^{n-k} \bar{q}^{k-1}\right)  \tag{11.29}\\
& =2 \sum_{n=2}^{\infty} \sum_{j=0}^{1} n s^{-1-n} q_{0}^{j}(-1)^{j}(n+1-2 j) Q_{n-1-j}(q, \bar{q}) .
\end{align*}
$$

Proof. By formulas (11.15) we know that we can expand the left Cauchy kernel as

$$
S_{L}^{-1}(s, q)=\sum_{n=0}^{\infty} q^{n} s^{-1-n}
$$

Thus by Proposition 11.4.5 (which allows to exchange the operator $\overline{\mathcal{D}}$ with the sum) and by Theorem 11.3 .1 we get

$$
\begin{aligned}
\sum_{k=0}^{1} q_{0}^{k} F_{L}(s, q)(-1)^{k+1} s^{1-k} & =\overline{\mathcal{D}} S_{L}^{-1}(s, q) \\
& =\sum_{n=0}^{\infty}\left(\overline{\mathcal{D}} q^{n}\right) s^{-1-n} \\
& =2\left(\sum_{n=1}^{\infty} n q^{n-1}+\sum_{j=1}^{n} q^{n-j} \bar{q}^{j-1}\right) s^{-1-n}
\end{aligned}
$$

The second equality of the statement follows by applying Proposition 11.4.2 in the last equality of the previous computations.
By similar arguments it is possible to prove the equalities (11.29).

Basically, we have given two possible answers to the initial problem. Indeed, we get two possible expansions of $\overline{\mathcal{D}} S_{L}^{-1}(s, q)$ and $S_{R}^{-1}(s, q) \overline{\mathcal{D}}$, respectively. These will be fundamental in the next section.

### 11.5 The polyanalytic functional calculus of order 2 on the $S$ spectrum and its properties

In this section we will analyse the central third row of the diagram (11.1). From the shape of the slice hyperholomorphic Cauchy kernel, that we use to prove the integral representation (see Theorem 11.3.4), we have to restricted to the case of commuting operators.
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Definition 11.5.1. Let $T=T_{0}+\sum_{i=1}^{3} e_{i} T_{i} \in \mathcal{B C}(X)$, $s \in \mathbb{H}$, we formally define the right $\overline{\mathcal{D}}$-kernel operator as

$$
2 \sum_{n=1}^{\infty}\left(n T^{n-1}+\sum_{k=1}^{n} T^{n-k} \bar{T}^{k-1}\right) s^{-1-n}
$$

and the left $\overline{\mathcal{D}}$-kernel operator as

$$
2 \sum_{n=1}^{\infty} s^{-1-n}\left(n T^{n-1}+\sum_{k=1}^{n} T^{n-k} \bar{T}^{k-1}\right)
$$

Now, we recall the expansion in series of $F$-resolvent operators in terms of $T$ and $\bar{T}$, see Theorem 9.2 .10 with $n=3$. Let $T=T_{0}+\sum_{i=1}^{3} e_{i} T_{i} \in$ $\mathcal{B C}(X)$. For $s \in \mathbb{H}$ with $\|T\|<|s|$ we have

$$
\begin{align*}
& F_{L}(s, T)=-4 \sum_{n=2}^{\infty} \sum_{\ell=1}^{n-1}(n-k) T^{n-k-1} \bar{T}^{k-1} s^{-1-n}  \tag{11.30}\\
& F_{R}(s, T)=-4 \sum_{n=2}^{\infty} \sum_{\ell=1}^{n-1}(n-k) s^{-1-n} T^{n-k-1} \bar{T}^{k-1} .
\end{align*}
$$

This is fundamental for the following result.
Proposition 11.5.2. Let $T=T_{0}+\sum_{i=1}^{3} e_{i} T_{i} \in \mathcal{B C}(X), s \in \mathbb{H}$ and $\|T\|<$ $|s|$, the series in Definition 11.5.1 converges. Moreover, we have

$$
\begin{equation*}
\sum_{j=0}^{1} T_{0}^{j}(-1)^{j+1} F_{L}(s, T) s^{1-j}=2 \sum_{n=1}^{\infty}\left(n T^{n-1}+\sum_{k=1}^{n} T^{n-k} \bar{T}^{k-1}\right) s^{-1-n} \tag{11.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=0}^{1} s^{1-j}(-1)^{j+1} F_{R}(s, T) T_{0}^{j}=2 \sum_{n=1}^{\infty} s^{-1-n}\left(n T^{n-1}+\sum_{k=1}^{n} T^{n-k} \bar{T}^{k-1}\right) \tag{11.32}
\end{equation*}
$$

Proof. First of all, we show the convergence of the series. It is sufficient to prove that the series of the operator norm:

$$
4 \sum_{n=1}^{\infty} n\|T\|^{n-1} s^{-1-n}
$$

### 11.5. The polyanalytic functional calculus of order 2 on the $S$-spectrum and its properties

is convergent. This follows from computations similar to those in the proof of Proposition 11.4.5.
Now we prove equality (11.31). By formulas 11.30 we know how to expand in series $F_{L}(s, T)$, thus we have

$$
\begin{aligned}
\sum_{j=0}^{1} T_{0}^{j}(-1)^{j+1} F_{L}(s, T) s^{1-j}= & 4 \sum_{n=2}^{\infty} \sum_{k=1}^{n-1}(n-k) T^{n-k-1} \bar{T}^{k-1} s^{-n} \\
& -4 T_{0} \sum_{n=2}^{\infty} \sum_{k=1}^{n-1}(n-k) T^{n-k-1} \bar{T}^{k-1} s^{-1-n} .
\end{aligned}
$$

Now, to show equality (11.31) it is enough to prove the following equality

$$
\begin{aligned}
& 4 T_{0} \sum_{n=2}^{\infty} \sum_{k=1}^{n-1}(n-k) T^{n-k-1} \bar{T}^{k-1} s^{-1-n} \\
& =4 \sum_{n=2}^{\infty} \sum_{k=1}^{n-1}(n-k) T^{n-k-1} \bar{T}^{k-1} s^{-n} \\
& -2 \sum_{n=1}^{\infty} n T^{n-1} s^{-1-n}-2 \sum_{n=1}^{\infty} \sum_{k=1}^{n} T^{n-k} \bar{T}^{k-1} s^{-1-n} .
\end{aligned}
$$

At this point, we are going to manipulate the series in the left hand side of the previous equality in order to obtain the terms in the right hand side. By using the relation: $2 T_{0}=T+\bar{T}$, we obtain

$$
\begin{gathered}
4 T_{0} \sum_{n=2}^{\infty} \sum_{k=1}^{n-1}(n-k) T^{n-k-1} \bar{T}^{k-1} s^{-1-n} \\
=2 \sum_{n=2}^{\infty} \sum_{k=1}^{n}(n-k) T^{n-k} \bar{T}^{k-1} s^{-1-n}+2 \sum_{n=2}^{\infty} \sum_{k=1}^{n-1}(n-k) T^{n-k-1} \bar{T}^{k} s^{-1-n} \\
=2 \sum_{\ell=3}^{\infty} \sum_{k=1}^{\ell-1}(\ell-k-1) T^{\ell-1-k} \bar{T}^{k-1} s^{-\ell}+2 \sum_{\ell=3}^{\infty} \sum_{\alpha=1}^{\ell-1}(\ell-\alpha) T^{\ell-\alpha-1} \bar{T}^{\alpha-1} s^{-\ell} \\
=2 \sum_{\ell=3}^{\infty} \sum_{k=1}^{\ell-1}(\ell-k) T^{\ell-1-k} \bar{T}^{k-1} s^{-\ell}-2 \sum_{\ell=3}^{\infty} \sum_{k=1}^{\ell-1} T^{\ell-1-k} \bar{T}^{k-1} s^{-\ell} \\
\quad+2 \sum_{\ell=3}^{\infty} \sum_{\alpha=1}^{\ell-1}(\ell-\alpha) T^{\ell-\alpha-1} \bar{T}^{\alpha-1} s^{-\ell}-2 \sum_{\ell=3}^{\infty}(\ell-1) T^{\ell-2} s^{-\ell},
\end{gathered}
$$

where in the second equality we change indexes in the first sum with $\ell=$ $n+1$, as well as, in the second sum with $\ell=n+1$ and $k=\alpha-1$. Now,
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starting the first and the third series from $\ell=2$ we get

$$
\begin{aligned}
& 4 T_{0} \sum_{n=2}^{\infty} \sum_{k=1}^{n-1}(n-k) T^{n-k-1} \bar{T}^{k-1} s^{-1-n} \\
& =2 \sum_{\ell=2}^{\infty} \sum_{k=1}^{\ell-1}(\ell-k) T^{\ell-1-k} \bar{T}^{k-1} s^{-\ell}-2 s^{-2}-2 \sum_{\ell=3}^{\infty} \sum_{k=1}^{\ell-1} T^{\ell-1-k} \bar{T}^{k-1} s^{-\ell} \\
& +2 \sum_{\ell=2}^{\infty} \sum_{\alpha=1}^{\ell-1}(\ell-\alpha) T^{\ell-\alpha-1} \bar{T}^{\alpha-1} s^{-\ell}-2 s^{-2}-2 \sum_{\ell=3}^{\infty}(\ell-1) T^{\ell-2} s^{-\ell} \\
& =4 \sum_{n=2}^{\infty} \sum_{k=1}^{n-1}(n-k) T^{n l-k-1} \bar{T}^{k-1} s^{-n}-2 \sum_{\ell=2}^{\infty}(\ell-1) T^{\ell-2} s^{-\ell} \\
& -2 \sum_{\ell=2}^{\infty} \sum_{k=1}^{\ell-1} T^{\ell-1-k} \bar{T}^{k-1} s^{-\ell} \\
& =4 \sum_{n=2}^{\infty} \sum_{k=1}^{n-1}(n-k) T^{n-k-1} \bar{T}^{k-1} s^{n}-2 \sum_{\ell=1}^{\infty} n T^{n-1} s^{-n-1} \\
& -2 \sum_{n=1}^{\infty} \sum_{k=1}^{n} T^{n-k} \bar{T}^{k-1} s^{-n-1},
\end{aligned}
$$

where the last equality is obtained by the change of indexes in the second and in the third series with $n=\ell-1$. By similar arguments it is possible to prove (11.32).

Corollary 11.5.3. Let $T=T_{0}+\sum_{i=1}^{3} e_{i} T_{i} \in \mathcal{B C}(X), s \in \mathbb{H}$ and $\|T\|<$ $|s|$, then
$\sum_{j=0}^{1} T_{0}^{j}(-1)^{j+1} F_{L}(s, T) s^{1-j}=2 n \sum_{n=1}^{\infty}\left(\sum_{k=0}^{1} T_{0}^{k}(-1)^{k}(n+1-2 k) Q_{n-1-k}(T, \bar{T})\right) s^{-1-n}$
and
$\sum_{j=0}^{1} s^{1-j}(-1)^{j+1} F_{R}(s, T) T_{0}^{j}=\sum_{n=1}^{\infty} s^{-1-n}\left(\sum_{k=0}^{1} T_{0}^{k}(-1)^{k}(n+1-2 k) Q_{n-1-k}(T, \bar{T})\right)$.
Proof. This result follows by Proposition 11.5 .2 and from the fact that we can write the right $\overline{\mathcal{D}}$-kernel operator in terms of $Q_{\ell}(q, \bar{q})=\frac{2}{(\ell+1)(\ell+2)} \sum_{j=0}^{\ell}(\ell-$ $j+1) T^{\ell-j} \bar{T}^{j}$, see Proposition 11.21
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Now, we can give the following
Definition 11.5.4 ( $\mathcal{P}_{2}$-resolvent operators). Let $T=T_{0}+\sum_{i=1}^{3} e_{i} T_{i} \in$ $\mathcal{B C}(X)$. For $s \in \rho_{S}(T)$, we define the left $\mathcal{P}_{2}$-resolvent operator as

$$
\mathcal{P}_{2}^{L}(s, T)=\sum_{j=0}^{1} T_{0}^{j}(-1)^{j+1} F_{L}(s, T) s^{1-j},
$$

and the right $\mathcal{P}_{2}$-resolvent operator as

$$
\mathcal{P}_{2}^{R}(s, T)=\sum_{j=0}^{1} s^{1-j}(-1)^{j+1} F_{R}(s, T) T_{0}^{j} .
$$

Lemma 11.5.5. Let $T=T_{0}+\sum_{i=1}^{3} e_{i} T_{i} \in \mathcal{B C}(X)$. Then

- the left $\mathcal{P}_{2}$-resolvent operator is a $\mathcal{B}(X)$-valued right slice hyperholomorphic function of the variable s in $\rho_{S}(T)$;
- the right $\mathcal{P}_{2}$-resolvent operator is a $\mathcal{B}(X)$-valued left slice hyperholomorphic function of the variable $s$ in $\rho_{S}(T)$.

Proof. It follows by similar arguments of Proposition 11.3 .2
Definition 11.5.6 (Polyanalytic functional calculus of order 2 on the $S$-spectrum). Let $T=T_{0}+\sum_{i=1}^{3} e_{i} T_{i} \in \mathcal{B C}(X)$ and set $d s_{J}=d s(-J)$ for $J \in \mathbb{S}$. For every function $f^{0}=\overline{\mathcal{D}} f$ with $f \in \mathcal{S H}_{L}\left(\sigma_{S}(T)\right)$, we set

$$
\breve{f}^{0}(T)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J} f(s),
$$

where $\bar{U} \subset \operatorname{dom}(f)$ and $J \in \mathbb{S}$ is an arbitrary imaginary unit. For every $\breve{f}^{0}=f \overline{\mathcal{D}}$ with $f \in \mathcal{S H}_{R}\left(\sigma_{S}(T)\right)$, we set

$$
\begin{equation*}
\breve{f}^{0}(T)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \mathcal{P}_{2}^{R}(s, T), \tag{11.34}
\end{equation*}
$$

where $U$ and $J$ are as above.
Theorem 11.5.7. The polyanalytic functional calculus of order 2 on the $S$-spectrum is well defined, i.e., the integrals (11.33) and (11.34) depend neither on the imaginary unit $J \in \mathbb{S}$ nor on the slice Cauchy domain $U$.
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 $S$-spectrumProof. Here we show only the case $\breve{f}^{\circ}=\overline{\mathcal{D}} f$ with $f \in \mathcal{S H}_{L}\left(\sigma_{S}(T)\right)$, since the other one follows by analogous arguments.
Since $\mathcal{P}_{2}^{L}(s, T)$ is a $\mathcal{B}(X)$-valued right slice hyperholomorphic function in $s$ and $f$ is left slice hyperholomorphic, the independence from the set $U$ follows by the Cauchy integral formula, see Theorem 3.1.18 and Theorem 3.1.19

Now, we want to show the independence from the imaginary unit. Let us consider two imaginary units $J, I \in \mathbb{S}$ with $J \neq I$ and two bounded slice Cauchy domains $U_{q}, U_{s}$ with $\sigma_{S}(T) \subset U_{q}, \bar{U}_{q} \subset U_{s}$ and $\bar{U}_{s} \subset \operatorname{dom}(f)$. Then every $s \in \partial\left(U_{s} \cap \mathbb{C}_{J}\right)$ belongs to the unbounded slice Cauchy domain $\mathbb{H} \backslash U_{q}$. Recall that $\mathcal{P}_{2}^{L}(q, T)$ is right slice hyperholomorphic on $\rho_{S}(T)$, also at infinity, since $\lim _{q \rightarrow+\infty} \mathcal{P}_{2}^{L}(q, T)=0$. Thus the Cauchy formula implies

$$
\begin{aligned}
\mathcal{P}_{2}^{L}(s, T) & =\frac{1}{2 \pi} \int_{\partial\left(\left(\mathbb{H} \backslash U_{q}\right) \cap \mathbb{C}_{I}\right)} \mathcal{P}_{2}^{L}(q, T) d q_{I} S_{R}^{-1}(q, s) \\
& =\frac{1}{2 \pi} \int_{\partial\left(U_{q} \cap \mathbb{C}_{I}\right)} \mathcal{P}_{2}^{L}(q, T) d q_{I} S_{L}^{-1}(s, q) .
\end{aligned}
$$

The last equality is due to the fact that $\partial\left(\left(\mathbb{H} \backslash U_{q}\right) \cap \mathbb{C}_{I}\right)=-\partial\left(U_{q} \cap \mathbb{C}_{I}\right)$ and $S_{R}^{-1}(q, s)=-S_{L}^{-1}(s, q)$. By Definition 10.4.7 and 10.17) we get

$$
\begin{aligned}
\breve{f}^{\circ}(T) & =\frac{1}{2 \pi} \int_{\partial\left(U_{s} \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J} f(s) \\
& =\frac{1}{2 \pi} \int_{\partial\left(U_{s} \cap \mathbb{C}_{J}\right)}\left(\frac{1}{2 \pi} \int_{\partial\left(U_{q} \cap \mathbb{C}_{I}\right)} \mathcal{P}_{2}^{L}(q, T) d q_{I} S_{L}^{-1}(s, q)\right) d s_{J} f(s) .
\end{aligned}
$$

Due to Fubini's theorem we can exchange the order of integration and by the Cauchy formula we obtain

$$
\begin{aligned}
\breve{f}^{\circ}(T) & =\frac{1}{2 \pi} \int_{\partial\left(U_{q} \cap \mathbb{C}_{I}\right)} \mathcal{P}_{2}^{L}(q, T) d q_{I}\left(\frac{1}{2 \pi} \int_{\partial\left(U_{s} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(s, q) d s_{J} f(s)\right) \\
& =\frac{1}{2 \pi} \int_{\partial\left(U_{q} \cap \mathbb{C}_{I}\right)} \mathcal{P}_{2}^{L}(q, T) d q_{I} f(q)
\end{aligned}
$$

This proves the statement.
The following result is also important to have a well posed functional calculus.

Theorem 11.5.8. Let $U$ be a slice Cauchy domain. If $f, g \in \mathcal{S} \mathcal{H}_{L}(U)$ (resp. $f, g \in \mathcal{S H}{ }_{R}(U)$ ) and $\overline{\mathcal{D}} f=\overline{\mathcal{D}} g($ resp. $f \overline{\mathcal{D}}=g \overline{\mathcal{D}})$ then for any $T \in \mathcal{B C}(X)$
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such that $T=T_{0} e_{0}+T_{1} e_{1}+T_{2} e_{2}$, and assuming that the operators $T_{\ell}$, $\ell=0,1,2$, have real spectrum, we have

$$
\breve{f}^{0}(T)=\breve{g}^{0}(T) .
$$

In order to prove the previous theorem we need some auxiliary results. First of all, we have to study the following sets

$$
(\operatorname{ker} \overline{\mathcal{D}})_{\mathcal{S H}_{L}(U)}:=\left\{f \in \mathcal{S} \mathcal{H}_{L}(U): \overline{\mathcal{D}}(f)=0\right\}
$$

and

$$
(\operatorname{ker} \overline{\mathcal{D}})_{\mathcal{S H}_{R}(U)}:=\left\{f \in \mathcal{S} \mathcal{H}_{R}(U):(f) \overline{\mathcal{D}}=0\right\} .
$$

It is necessary to study these sets because in the hypothesis of Theorem 11.5.8 we have $\overline{\mathcal{D}}(f-g)=0$ (resp. $(f-g) \overline{\mathcal{D}}=0)$.

Theorem 11.5.9. Let $U$ be a connected slice Cauchy domain of $\mathbb{H}$, then

$$
\begin{aligned}
(\operatorname{ker} \overline{\mathcal{D}})_{\mathcal{S H}_{L}(U)} & =\left\{f \in \mathcal{S} \mathcal{H}_{L}(U): f \equiv \alpha\right. \\
& =\left\{f \in \mathcal{S} \mathcal{H}_{R}(U): f \equiv \alpha\right. \\
& \text { for some } \alpha \in \mathbb{H}\} \\
& \alpha \in \mathbb{H}\}=(\operatorname{ker} \overline{\mathcal{D}})_{\mathcal{S H}_{R}(U)} .
\end{aligned}
$$

Proof. We prove the result in the case $f \in \mathcal{S H}_{L}(U)$ since the case $f \in$ $\mathcal{S H}_{R}(U)$ follows by similar arguments. We proceed by double inclusion. The fact that

$$
(\operatorname{ker} \overline{\mathcal{D}})_{\mathcal{S H}_{L}(U)} \supseteq\left\{f \in \mathcal{S} \mathcal{H}_{L}(U): f \equiv \alpha \quad \text { for some } \alpha \in \mathbb{H}\right\}
$$

is obvious. The other inclusion can be proved observing that if $f \in(\operatorname{ker} \overline{\mathcal{D}})_{\mathcal{S H}_{L}(U)}$, after a change of variable if needed, there exists $r>0$ such that the function $f$ can be expanded in a convergent series at the origin

$$
f(q)=\sum_{k=0}^{\infty} q^{k} \alpha_{k} \quad \text { for }\left\{\alpha_{k}\right\}_{k \in \mathbb{N}_{0}} \subset \mathbb{H} \text { and for any } q \in B_{r}(0)
$$

where $B_{r}(0)$ is the ball centred at 0 and of radius $r$. By Lemma 11.4.1, we have

$$
\begin{align*}
0 & =\overline{\mathcal{D}} f(q) \equiv \sum_{k=1}^{\infty} \overline{\mathcal{D}}\left(q^{k}\right) \alpha_{k}  \tag{11.35}\\
& =2 \sum_{k=1}^{\infty}\left(k q^{k-1}+\sum_{s=1}^{k} q^{k-s} \bar{q}^{s-1}\right) \alpha_{k}, \quad \forall q \in B_{r}(0) .
\end{align*}
$$
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 $S$-spectrumIf we restrict the previous series in (11.36) in a neighbourhood $\Omega$ of 0 of the real line we get

$$
0=\sum_{k=1}^{\infty} q_{0}^{k-1} \alpha_{k} \quad \forall q_{0} \in \Omega
$$

and this implies

$$
\alpha_{k}=0, \quad \forall k \geq 1 .
$$

Thus $f(q) \equiv \alpha_{0}$ in $B_{r}(0)$ and since $U$ is connected $f(q) \equiv \alpha_{0}$ for any $q \in U$.

To define a monogenic functional McIntosh and collaborators, see [99, 101, 108, 112], had as hypothesis that the component $T_{0}$ of the operator $T=T_{0}+T_{1} e_{1}+T_{2} e_{2}+T_{3} e_{3}$ is zero. However, it is possible to set zero a different component of the operator $T$. In a polyanalytic functional calculus is not convenient to have $T_{0}=0$, due to the left and right structure of the $\overline{\mathcal{D}}$-kernel (see Definition 11.5.1). For this reason, in the present work we impose the last component of the operator $T$ to be zero, i.e., $T_{3}=0$.

Lemma 11.5.10. Let $T \in \mathcal{B C}(X)$ be such that $T=T_{0} e_{0}+T_{1} e_{1}+T_{2} e_{2}$, and assume that the operators $T_{\ell}, \ell=0,1,2$, have real spectrum. Let $G$ be a bounded slice Cauchy domain such that $(\partial G) \cap \sigma_{S}(T)=\emptyset$. For every $J \in \mathbb{S}$ we have

$$
\begin{equation*}
\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J}=0 \quad \text { and } \quad \int_{\partial\left(G \cap \mathbb{C}_{J}\right)} d s_{J} \mathcal{P}_{2}^{R}(s, T)=0 . \tag{11.3}
\end{equation*}
$$

Proof. We prove only the first equality of (11.36), since the other one follows by similar computations. Since $\Delta(1)=0$ and $\Delta(q)=0$, by Theorem 7.4.6 we have

$$
\begin{equation*}
\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} F_{L}(s, q) d s_{J}=\Delta(1)=0, \tag{11.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} F_{L}(s, q) d s_{J} s=\Delta(q)=0 \tag{11.38}
\end{equation*}
$$

for all $q \notin \partial G$ and $J \in \mathbb{S}$. By the monogenic functional calculus of McIntosh and collaborators we have

$$
F_{L}(s, T)=\int_{\partial \Omega} G(\omega, T) \mathbf{D} \omega F_{L}(s, \omega),
$$
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where $\mathbf{D} \omega$ is a suitable differential form, the open set $\Omega$ contains the left spectrum of $T$ and $G(\omega, T)$ is the Fueter resolvent operator. By Definition 11.5.1 we have

$$
\begin{aligned}
& \int_{\partial\left(G \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J}=\int_{\partial\left(G \cap \mathbb{C}_{J}\right)}\left(-F_{L}(s, T) s+T_{0} F_{L}(s, T)\right) d s_{J} \\
& =-\left(\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} \int_{\partial \Omega} G(\omega, T) \mathbf{D} \omega F_{L}(s, \omega) s d s_{J}\right. \\
& \left.\quad-T_{0} \int_{\partial\left(G \cap \mathbb{C}_{J}\right)} \int_{\partial \Omega} G(\omega, T) \mathbf{D} \omega F_{L}(s, \omega) d s_{J}\right) \\
& =-\frac{1}{4}\left(\int_{\partial \Omega} G(\omega, T) \mathbf{D} \omega\left(\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} F_{L}(s, \omega) d s_{J} s\right)\right. \\
& \left.\quad-T_{0} \int_{\partial \Omega} G(\omega, T) \mathbf{D} \omega\left(\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} F_{L}(s, \omega) d s_{J}\right)\right) \\
& =0,
\end{aligned}
$$

where the second equality is a consequence of the Fubini's Theorem and the last equality is a consequence of formulas (11.37) and (11.38).

Proof of Theorem 11.5.8. We prove the theorem when $f, g \in \mathcal{S} \mathcal{H}_{L}(U)$. The case of $f, g \in \mathcal{S H}_{R}(U)$ follows by similar arguments. We divide the proof in two cases.

## $U$ is connected

By definition of the $P_{2}$-functional calculus on the $S$-spectrum, see Definition 10.4.7, we have

$$
\breve{f}^{0}(T)-\breve{g}^{0}(T)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J}(f(s)-g(s)) .
$$

Since $\mathcal{P}_{2}^{L}(s, T)$ is slice hyperholomorphic in the variable $s$ by Theorem 3.1.18, we can change the domain of integration to $B_{r}(0) \cap \mathbb{C}_{J}$ for some $r>0$ with $\|T\|<r$. Moreover, by hypothesis we have that $f(s)-g(s) \in$
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$(\operatorname{ker} \overline{\mathcal{D}})_{\mathcal{S H}_{L}(\Omega)}$, thus by Theorem 11.5.9 and Proposition 10.4.3 we get

$$
\begin{aligned}
\breve{f}^{0}(T)-\breve{g}^{0}(T)= & \frac{1}{2 \pi} \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J}(f(s)-g(s)) \\
= & \frac{1}{2 \pi} \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J} \alpha \\
= & \frac{1}{\pi} \sum_{m=1}^{\infty}\left(m T^{m-1}+\sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1}\right) \\
& \cdot \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} s^{-1-m} d s_{J} \alpha=0
\end{aligned}
$$

## $U$ is not connected

In this case we write the set $U$ in the following way $U=\cup_{\ell=1}^{n} U_{\ell}$ where the $U_{\ell}$ are the connected components of $U$. Hence, there exist constants $\alpha_{\ell} \in \mathbb{H}$ for $\ell=1, \ldots, n$, such that $f(s)-g(s)=\sum_{\ell=1}^{n} \chi_{U_{\ell}}(s) \alpha_{\ell}$. Thus we can write

$$
\breve{f}^{\circ}(T)-\breve{g}^{\circ}(T)=\sum_{\ell=1}^{n} \frac{1}{2 \pi} \int_{\partial\left(U_{\ell} \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J} \alpha_{\ell} .
$$

Finally, by Lemma 11.5.10, we get $\breve{f}^{\circ}(T)-\breve{g}^{\circ}(T)=0$.
Remark 11.5.11. If the set $U$ in Theorem 11.5 .8 is connected we can show the result for operators of the following form $T=T_{0} e_{0}+T_{1} e_{1}+T_{2} e_{2}+$ $T_{3} e_{3}$. However, in order to have a well defined functional calculus also for not connected sets, as it happens for the monogenic functional calculus of McIntosh, we need to annihilate a component of the operator $T$.

We conclude this section by proving some algebraic properties of the $P_{2}$-functional calculus.

Proposition 11.5.12. Let $T \in \mathcal{B C}(X)$ be such that $T=T_{0} e_{0}+T_{1} e_{1}+T_{2} e_{2}$, and assume that the operators $T_{\ell}, \ell=0,1,2$, have real spectrum.

- If $\breve{f} \circ=\overline{\mathcal{D}} f$ and $\breve{f^{\circ}}=\overline{\mathcal{D}} g$ with $f, g \in \mathcal{S} \mathcal{H}_{L}\left(\sigma_{S}(T)\right)$ and $a \in \mathbb{H}$, then

$$
\left(\breve{f}^{\circ} a+\breve{g}^{\circ}\right)(T)=\breve{f}^{\circ}(T) a+\breve{g}^{\circ}(T) .
$$

- If $\breve{f}{ }^{\circ}=f \overline{\mathcal{D}}$ and $\breve{g}^{\circ}=g \overline{\mathcal{D}}$ with $f, g \in \mathcal{S} \mathcal{H}_{R}\left(\sigma_{S}(T)\right)$ and $a \in \mathbb{H}$, then

$$
\left(a \breve{f}^{\circ}+\breve{g}^{\circ}\right)(T)=a \breve{f}^{\circ}(T)+\breve{g}^{\circ}(T) .
$$
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Proof. The above identities follow immediately from the linearity of the integrals in (10.15), resp. (8.15).

Proposition 11.5.13. Let $T \in \mathcal{B C}(X)$ be such that $T=T_{0} e_{0}+T_{1} e_{1}+T_{2} e_{2}$, and assume that the operators $T_{\ell}, \ell=0,1,2$, have real spectrum.

- If $\breve{f}{ }^{\circ}=\overline{\mathcal{D}} f$ with $f \in \mathcal{S H}_{L}\left(\sigma_{S}(T)\right)$ and assume that $f(q)=\sum_{m=0}^{\infty} q^{m} a_{m}$ with $a_{m} \in \mathbb{H}$, where this series converges on a ball $B_{r}(0)$ with $\sigma_{S}(T) \subset$ $B_{r}(0)$. Then

$$
\breve{f}^{\circ}(T)=\sum_{m=1}^{\infty}\left(m T^{m-1}+\sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1}\right) a_{m} .
$$

- If $\breve{f^{\circ}}=f \mathcal{D}$ with $f \in \mathcal{S H}_{R}\left(\sigma_{S}(T)\right)$ and assume that $f(q)=\sum_{m=0}^{\infty} a_{m} q^{m}$ with $a_{m} \in \mathbb{H}$, where this series converges on a ball $B_{r}(0)$ with $\sigma_{S}(T) \subset$ $B_{r}(0)$. Then

$$
\breve{f}^{\circ}(T)=\sum_{m=1}^{\infty} a_{m}\left(m T^{m-1}+\sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1}\right) .
$$

Proof. We prove the first assertion since the second one can be proven by following similar arguments. We choose an imaginary unit $J \in \mathbb{S}$ and a radius $0<R<r$ such that $\sigma_{S}(T) \subset B_{R}(0)$. Then the series expansion of $f$ converges uniformly on $\partial\left(B_{R}(0) \cap \mathbb{C}_{J}\right)$, and so

$$
\begin{aligned}
\breve{f}^{0}(T) & =\frac{1}{2 \pi} \int_{\partial\left(B_{R}(0) \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J} \sum_{\ell=0}^{\infty} s^{\ell} a_{\ell} \\
& =\frac{1}{2 \pi} \sum_{\ell=0}^{\infty} \int_{\partial\left(B_{R}(0) \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J} s^{\ell} a_{\ell} .
\end{aligned}
$$

By Proposition 10.4.3, we further obtain

$$
\begin{aligned}
\breve{f}^{0}(T) & =\frac{1}{2 \pi} \int_{\partial\left(B_{R}(0) \cap \mathbb{C}_{J}\right)} \sum_{m=1}^{\infty}\left(m T^{m-1}+\sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1}\right) s^{-1-m} d s_{J} \sum_{\ell=0}^{\infty} s^{\ell} a_{\ell} \\
& =\frac{1}{2 \pi} \sum_{m=1}^{\infty} \sum_{\ell=0}^{\infty}\left(m T^{m-1}+\sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1}\right) \int_{\partial\left(B_{R}(0) \cap \mathbb{C}_{J}\right)} s^{-1-m+\ell} d s_{J} a_{\ell} \\
& =\sum_{m=1}^{\infty}\left(m T^{m-1}+\sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1}\right) a_{m} .
\end{aligned}
$$
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 $S$-spectrumThe last equality is due to the fact that $\int_{\partial\left(B_{R}(0) \cap \mathbb{C}_{J}\right)} s^{-1-m+\ell} d s_{J}$ is equal to $2 \pi$ if $\ell=m$, and 0 otherwise.

Theorem 11.5.14. Let $T \in \mathcal{B C}(X)$. Let $m \in \mathbb{N}_{0}$, and let $U \subset \mathbb{H}$ be a bounded slice Cauchy domain with $\sigma_{S}(T) \subset U$. For every $J \in \mathbb{S}$ we have

$$
\begin{equation*}
P_{m}^{2}(T)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J} s^{m+1} \tag{11.39}
\end{equation*}
$$

where

$$
P_{m}^{2}(T):=(m+1) T^{m}+\sum_{k=0}^{m} T^{m-k} \bar{T}^{k}
$$

Proof. We start by considering $U$ to be the ball $B_{r}(0)$ with $\|T\|<r$. By Proposition 10.4.3 We know that we can expand the left $\overline{\mathcal{D}}$-kernel operator as

$$
\mathcal{P}_{2}^{L}(s, T)=\sum_{n=1}^{+\infty}\left(n T^{n-1}+\sum_{k=1}^{n} T^{n-k} \bar{T}^{k-1}\right) s^{-1-n}
$$

for every $s \in \partial B_{r}(0)$. Since the series converges on $\partial B_{r}(0)$, we have

$$
\begin{aligned}
\frac{1}{2 \pi} \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J} s^{m+1}= & \frac{1}{2 \pi} \sum_{n=1}^{+\infty}\left(n T^{n-1}+\sum_{k=1}^{n} T^{n-k} \bar{T}^{k-1}\right) \\
& \cdot \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} s^{-n+m} d s_{J} \\
= & (m+1) T^{m}+\sum_{k=1}^{m+1} T^{m+1-k} \bar{T}^{k-1} \\
= & (m+1) T^{m}+\sum_{k=0}^{m} T^{m-k} \bar{T}^{k}=P_{m}^{2}(T)
\end{aligned}
$$

where we have used

$$
\int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} s^{-n+m} d s_{J}= \begin{cases}0 & \text { if } n \neq m+1 \\ 2 \pi & \text { if } n=m+1 .\end{cases}
$$

This proves the result for the case $U=B_{r}(0)$. Now we get the result for an arbitrary bounded Cauchy domain $U$ that contains $\sigma_{S}(T)$. The operator $\mathcal{P}_{2}^{L}(s, T)$ is right slice hyperholomorphic and the monomial $s^{m+1}$ is left slice hyperholomorphic on the bounded slice Cauchy domain $B_{r}(0) \backslash U$. By the Cauchy's integral theorem (see Theorem 3.1.19) we get
11.6. Resolvent equation and product rule for the polyanalytic functional calculus

$$
\begin{aligned}
& \frac{1}{2 \pi} \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J} s^{m+1}-\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J} s^{m+1} \\
& =\frac{1}{2 \pi} \int_{\partial\left(\left(B_{r}(0) \backslash U\right) \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J} s^{m+1}=0 .
\end{aligned}
$$

Finally we have

$$
\begin{aligned}
\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J} s^{m+1} & =\frac{1}{2 \pi} \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J} s^{m+1} \\
& =P_{m}^{2}(T)
\end{aligned}
$$

and this concludes the proof.
Finally, by using the same methodology developed in [45, Thm. 3.2.11] we have the following result

Lemma 11.5.15. Let $T \in \mathcal{B C}(X)$. If $f \in N\left(\sigma_{S}(T)\right)$ and $U$ is a bounded slice Cauchy domain such that $\sigma_{S}(T) \subset U$ and $\bar{U} \subset \operatorname{dom}(f)$, then we have

$$
\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J} f(s)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \mathcal{P}_{2}^{R}(s, T)
$$

### 11.6 Resolvent equation and product rule for the polyanalytic functional calculus

In this section we want to address the following problem.
Problem 11.6.1. Is it possible to show a resolvent equation for the $P_{2}$ functional calculus on the $S$-spectrum that enjoys similar properties of the holomorphic resolvent equation?

In order to answer to this question it is essential the following result.
Theorem 11.6.2. Let $T \in \mathcal{B C}(X)$. For $q, s \in \rho_{S}(T)$, with $s \notin[q]$ the following equation holds

$$
\begin{aligned}
S_{R}^{-1}(s, T) \mathcal{P}_{2}^{L}(q, T) & +\mathcal{P}_{2}^{R}(s, T) S_{L}^{-1}(q, T)-4 \mathcal{Q}_{c, s}(T)^{-1} \underline{T} \mathcal{Q}_{c, q}(T)^{-1} \\
& =\left[\left(\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(q, T)\right) q\right. \\
& \left.-\bar{s}\left(\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(q, T)\right)\right] \mathcal{Q}_{s}(q)^{-1},
\end{aligned}
$$

where $\mathcal{Q}_{s}(q):=q^{2}-2 s_{0} q+|q|^{2}$ and $\underline{T}=T_{1} e_{1}+T_{2} e_{2}+T_{3} e_{3}$.
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Proof. We divide the proof in nine steps.
Step I. We multiply the $S$-resolvent equation (see (3.9)) on the right by $4 \mathcal{Q}_{c, q}^{-1}(T) q$ and we get

$$
\begin{align*}
-S_{R}^{-1}(s, T) F_{L}(q, T) q= & {\left[\left(4 S_{R}^{-1}(s, T) \mathcal{Q}_{c, q}(T)^{-1} q+F_{L}(q, T) q\right) q\right.}  \tag{11.40}\\
& \left.-\bar{s}\left(4 S_{R}^{-1}(s, T) \mathcal{Q}_{c, q}(T)^{-1} q+F_{L}(q, T) q\right)\right] \mathcal{Q}_{s}(q)^{-1} .
\end{align*}
$$

Step II. We multiply the $S$-resolvent equation on the right by $-4 T_{0} \mathcal{Q}_{c, q}^{-1}(T)$ and we obtain

$$
\begin{align*}
S_{R}^{-1}(s, T) T_{0} F_{L}(q, T)= & {\left[\left(-4 S_{R}^{-1}(s, T) T_{0} \mathcal{Q}_{c, q}(T)^{-1}-T_{0} F_{L}(q, T)\right) q\right.}  \tag{11.41}\\
& \left.-\bar{s}\left(-4 S_{R}^{-1}(s, T) T_{0} \mathcal{Q}_{c, q}(T)^{-1}-T_{0} F_{L}(q, T)\right)\right] \mathcal{Q}_{s}(q)^{-1} .
\end{align*}
$$

Step III. We sum the equations (11.41) and (11.42), we get

$$
\begin{align*}
S_{R}^{-1}(s, T) \mathcal{P}_{2}^{L}(q, T)= & {\left[-\mathcal{P}_{2}^{L}(q, T) q+\bar{s} \mathcal{P}_{2}^{L}(q, T)\right] \mathcal{Q}_{s}(q)^{-1} }  \tag{11.42}\\
& +4\left[-S_{R}^{-1}(s, T)\left(T_{0}-q \mathcal{I}\right) \mathcal{Q}_{c, q}(T)^{-1} q\right. \\
& \left.+\bar{s} S_{R}^{-1}(s, T)\left(T_{0}-q \mathcal{I}\right) \mathcal{Q}_{c, q}(T)^{-1}\right] \mathcal{Q}_{s}(q)^{-1} .
\end{align*}
$$

Step IV. We multiply the $S$-resolvent equation on the left by $4 \mathcal{Q}_{c, s}(T)^{-1} s$ and we get

$$
\begin{aligned}
-s F_{R}(s, T) S_{L}^{-1}(q, T)= & {\left[\left(-s F_{R}(s, T)-4 s \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(q, T)\right) q\right.} \\
& \left.-\bar{s}\left(-s F_{R}(s, T)-4 s \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(q, T)\right)\right] \mathcal{Q}_{s}(q)^{-1} .
\end{aligned}
$$

Step V. We multiply the $S$-resolvent equation on the left by $-4 T_{0} \mathcal{Q}_{c, s}(T)^{-1}$ and we get

$$
\begin{align*}
T_{0} F_{R}(s, T) S_{L}^{-1}(q, T)= & {\left[\left(T_{0} F_{R}(s, T)+4 T_{0} \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(q, T)\right) q\right.}  \tag{11.44}\\
& \left.-\bar{s}\left(T_{0} F_{R}(s, T)+4 T_{0} \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(q, T)\right)\right] \mathcal{Q}_{s}(q)^{-1} .
\end{align*}
$$

Step VI. We sum the equations (11.44) and (11.45), we obtain

$$
\begin{align*}
\mathcal{P}_{2}^{R}(s, T) S_{L}^{-1}(q, T)= & {\left[\mathcal{P}_{2}^{R}(s, T) q-\bar{s} \mathcal{P}_{2}^{R}(s, T)\right] \mathcal{Q}_{s}(q)^{-1} }  \tag{11.45}\\
& +4\left[\mathcal{Q}_{\mathcal{L}, s}(T)^{-1}\left(T_{0}-s \mathcal{I}\right) S_{L}^{-1}(q, T) q\right. \\
& \left.-\bar{s} \mathcal{Q}_{c, s}(T)^{-1}\left(T_{0}-s \mathcal{I}\right) S_{L}^{-1}(q, T)\right] \mathcal{Q}_{s}(q)^{-1} .
\end{align*}
$$

Step VII. We sum the equations (11.42) and (11.38), we get

$$
\begin{align*}
& S_{R}^{-1}(s, T) \mathcal{P}_{2}^{L}(q, T)+\mathcal{P}_{2}^{R}(s, T) S_{L}^{-1}(q, T)  \tag{11.4}\\
& \left.=\left[\left(\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(q, T)\right) q-\bar{s} \mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(q, T)\right)\right] \mathcal{Q}_{s}(q)^{-1} \\
& +4\left[\left(\mathcal{Q}_{c, s}(T)^{-1}\left(T_{0}-s \mathcal{I}\right) S_{L}^{-1}(q, T)-S_{R}^{-1}(s, T)\left(T_{0}-q \mathcal{I}\right) \mathcal{Q}_{c, q}(T)^{-1}\right) q\right. \\
& \left.-\bar{s}\left(\mathcal{Q}_{c, s}(T)^{-1}\left(T_{0}-s \mathcal{I}\right) S_{L}^{-1}(q, T)-S_{R}^{-1}(s, T)\left(T_{0}-q \mathcal{I}\right) \mathcal{Q}_{c, q}(T)^{-1}\right)\right] \mathcal{Q}_{s}(q)^{-1} .
\end{align*}
$$
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 calculusStep VIII. We manipulate the term

$$
\begin{aligned}
& 4\left[\left(\mathcal{Q}_{c, s}(T)^{-1}\left(T_{0}-s \mathcal{I}\right) S_{L}^{-1}(q, T)-S_{R}^{-1}(s, T)\left(T_{0}-q \mathcal{I}\right) \mathcal{Q}_{c, q}(T)^{-1}\right) q\right. \\
& \left.-\bar{s}\left(\mathcal{Q}_{c, s}(T)^{-1}\left(T_{0}-s \mathcal{I}\right) S_{L}^{-1}(q, T)-S_{R}^{-1}(s, T)\left(T_{0}-q \mathcal{I}\right) \mathcal{Q}_{c, q}(T)^{-1}\right)\right] \mathcal{Q}_{s}(q)^{-1},
\end{aligned}
$$

which is in the right hand side of the equation (11.46). This term is the sum of the following two terms

$$
\begin{align*}
& 4 T_{0}\left[\left(\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(q, T)-S_{R}^{-1}(s, T) \mathcal{Q}_{c, q}(T)^{-1}\right) q\right. \\
& \left.-\bar{s}\left(\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(q, T)-S_{R}^{-1}(s, T) \mathcal{Q}_{c, q}(T)^{-1}\right)\right] \mathcal{Q}_{s}(q)^{-1}, \tag{11.4}
\end{align*}
$$

and

$$
\begin{align*}
& 4\left[\left(S_{R}^{-1}(s, T) q \mathcal{Q}_{c, q}(T)^{-1}-\mathcal{Q}_{c, s}(T)^{-1} s S_{L}^{-1}(q, T)\right) q\right. \\
& \left.\quad-\bar{s}\left(S_{R}^{-1}(s, T) q \mathcal{Q}_{c, q}(T)^{-1}-\mathcal{Q}_{c, s}(T)^{-1} s S_{L}^{-1}(q, T)\right)\right] \mathcal{Q}_{s}(q)^{-1} . \tag{11.49}
\end{align*}
$$

Firstly, we focus on the term (11.48). By the definitions of the left and the right $S$-resolvent operators, we have

$$
\begin{aligned}
& \mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(q, T)-S_{R}^{-1}(s, T) \mathcal{Q}_{c, q}(T)^{-1} \\
& =\mathcal{Q}_{c, s}(T)^{-1}(q \mathcal{I}-\bar{T}) \mathcal{Q}_{c, q}(T)^{-1}-\mathcal{Q}_{c, s}(T)^{-1}(s \mathcal{I}-\bar{T}) \mathcal{Q}_{c, q}(T)^{-1} \\
& =\mathcal{Q}_{c, s}(T)^{-1}(q-s) \mathcal{Q}_{c, q}(T)^{-1} .
\end{aligned}
$$

Thus the term (11.48) can be rewritten in the following way

$$
\begin{align*}
& 4 T_{0}\left[\left(\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(q, T)-S_{R}^{-1}(s, T) \mathcal{Q}_{c, q}(T)^{-1}\right) q\right. \\
& \left.-\bar{s}\left(\mathcal{Q}_{c, s}(T)^{-1} S_{L}^{-1}(q, T)-S_{R}^{-1}(s, T) \mathcal{Q}_{c, q}(T)^{-1}\right)\right] \mathcal{Q}_{s}(q)^{-1} \\
& =4 T_{0}\left[\left(\mathcal{Q}_{c, s}(T)^{-1}(q-s) \mathcal{Q}_{c, q}(T)^{-1}\right) q-\bar{s}\left(\mathcal{Q}_{c, s}(T)^{-1}(q-s) \mathcal{Q}_{c, q}(T)^{-1}\right)\right] \mathcal{Q}_{s}(q)^{-1} \\
& =4 T_{0}\left[\mathcal{Q}_{c, s}(T)^{-1}\left(-s q+q^{2}+|s|^{2}-\bar{s} q\right) \mathcal{Q}_{c, q}(T)^{-1}\right] \mathcal{Q}_{s}(q)^{-1} \\
& =4 T_{0}\left[\mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{s}(q) \mathcal{Q}_{c, q}(T)^{-1}\right] \mathcal{Q}_{s}(q)^{-1} \\
& =4 T_{0} \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, q}(T)^{-1} . \tag{11.50}
\end{align*}
$$

Now we focus on the term (11.49). By the definitions of the left and the right $S$-resolvent operators, we have

$$
\begin{aligned}
& S_{R}^{-1}(s, T) q \mathcal{Q}_{c, q}(T)^{-1}-\mathcal{Q}_{c, s}(T)^{-1} s S_{L}^{-1}(q, T) \\
& =\mathcal{Q}_{c, s}(T)^{-1}(s \mathcal{I}-\bar{T}) q \mathcal{Q}_{c, q}(T)^{-1}-\mathcal{Q}_{c, s}(T)^{-1} s(q \mathcal{I}-\bar{T}) \mathcal{Q}_{c, q}(T)^{-1} \\
& =-\mathcal{Q}_{c, s}(T)^{-1}(\bar{T} q-s \bar{T}) \mathcal{Q}_{c, q}(T)^{-1} .
\end{aligned}
$$
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 $S$-spectrumThus the term (11.49) can be rewritten in the following way

$$
\begin{align*}
& 4\left[\left(S_{R}^{-1}(s, T) q \mathcal{Q}_{c, q}(T)^{-1}-\mathcal{Q}_{c, s}(T)^{-1} s S_{L}^{-1}(q, T)\right) q\right. \\
& \left.-\bar{s}\left(S_{R}^{-1}(s, T) q \mathcal{Q}_{c, q}(T)^{-1}-\mathcal{Q}_{c, s}(T)^{-1} s S_{L}^{-1}(q, T)\right)\right] \mathcal{Q}_{s}(q)^{-1} \\
& =-4\left[\left(\mathcal{Q}_{c, s}(T)^{-1}(\bar{T} q-s \bar{T}) \mathcal{Q}_{c, q}(T)^{-1}\right) q\right. \\
& \left.-\bar{s}\left(\mathcal{Q}_{c, s}(T)^{-1}(\bar{T} q-s \bar{T}) \mathcal{Q}_{c, q}(T)^{-1}\right)\right] \mathcal{Q}_{s}(q)^{-1} \\
& =-4 \mathcal{Q}_{c, s}(T)^{-1}\left(\bar{T} q^{2}-s \bar{T} q-\bar{s} \bar{T} q+|s|^{2} \bar{T}\right) \mathcal{Q}_{c, q}(T)^{-1} \mathcal{Q}_{s}(q)^{-1} \\
& =-4 \mathcal{Q}_{c, s}(T)^{-1} \bar{T} \mathcal{Q}_{s}(q) \mathcal{Q}_{c, q}(T)^{-1} \mathcal{Q}_{s}(q)^{-1} \\
& =-4 \mathcal{Q}_{c, s}(T)^{-1} \bar{T} \mathcal{Q}_{c, q}(T)^{-1} . \tag{11.51}
\end{align*}
$$

In conclusion by (11.50) and (11.51) we can write

$$
\begin{align*}
& 4\left[\left(\mathcal{Q}_{c, s}(T)^{-1}\left(T_{0}-s \mathcal{I}\right) S_{L}^{-1}(q, T)-S_{R}^{-1}(s, T)\left(T_{0}-q \mathcal{I}\right) \mathcal{Q}_{c, q}(T)^{-1}\right) q\right. \\
& -\bar{s}\left(\mathcal{Q}_{c, s}(T)^{-1}\left(T_{0}-s \mathcal{I}\right) S_{L}^{-1}(q, T)\right. \\
& \left.\left.-S_{R}^{-1}(s, T)\left(T_{0}-q \mathcal{I}\right) \mathcal{Q}_{c, q}(T)^{-1}\right)\right] \mathcal{Q}_{s}(q)^{-1} \\
& =4 T_{0} \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, q}(T)^{-1}-4 \mathcal{Q}_{c, s}(T)^{-1} \bar{T} \mathcal{Q}_{c, q}(T)^{-1} \\
& =4 \mathcal{Q}_{c, s}(T)^{-1} \underline{T} \mathcal{Q}_{c, q}(T)^{-1} . \tag{11.52}
\end{align*}
$$

Step IX. Finally, by (11.52) and (11.46) we get

$$
\begin{aligned}
& S_{R}^{-1}(s, T) \mathcal{P}_{2}^{L}(q, T)+\mathcal{P}_{2}^{R}(s, T) S_{L}^{-1}(q, T)-4 \mathcal{Q}_{c, s}(T)^{-1} \underline{T} \mathcal{Q}_{c, q}(T)^{-1} \\
& =\left[\left(\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(q, T)\right) q-\bar{s}\left(\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(q, T)\right)\right] \mathcal{Q}_{s}(q)^{-1} .
\end{aligned}
$$

Lemma 11.6.3. Let $T \in \mathcal{B C}(X)$ and let $s \in \rho_{S}(T)$. The commutative pseudo $S$-resolvent operator satisfies the equations

$$
\begin{equation*}
\mathcal{Q}_{c, s}(T)^{-1}=\frac{1}{4}\left(\mathcal{P}_{2}^{L}(s, T)+\underline{T} F_{L}(s, T)\right) \tag{11.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{Q}_{c, s}(T)^{-1}=\frac{1}{4}\left(\mathcal{P}_{2}^{R}(s, T)+F_{R}(s, T) \underline{T}\right) . \tag{11.54}
\end{equation*}
$$

Proof. By Theorem 9.3.1, with $n=3$, we have

$$
\begin{aligned}
4 \mathcal{Q}_{c, s}(T)^{-1} & =-F_{L}(s, T) s+T F_{L}(s, T) \\
& =-F_{L}(s, T) s+T_{0} F_{L}(s, T)+\underline{T} F_{L}(s, T) \\
& =\mathcal{P}_{2}^{L}(s, T)+\underline{T} F_{L}(s, T)
\end{aligned}
$$

To prove the other equality in the statement we can proceed in a similar way.
11.6. Resolvent equation and product rule for the polyanalytic functional calculus

By means of the previous result we can write a resolvent equation for the $P_{2}$-functional calculus.

Theorem 11.6.4. Let $T \in \mathcal{B C}(X)$. For $q, s \in \rho_{S}(T)$, with $s \notin[q]$ the following equation holds

$$
\begin{align*}
& S_{R}^{-1}(s, T) \mathcal{P}_{2}^{L}(q, T)+\mathcal{P}_{2}^{R}(s, T) S_{L}^{-1}(q, T) \\
& -\frac{1}{4}\left(\mathcal{P}_{2}^{R}(s, T) \underline{T} \mathcal{P}_{2}^{L}(q, T)+\mathcal{P}_{2}^{R}(s, T) \underline{T}^{2} F_{L}(q, T)+F_{R}(s, T) \underline{T}^{2} \mathcal{P}_{2}^{L}(q, T)\right. \\
& \left.+F_{R}(s, T) \underline{T}^{3} F_{L}(q, T)\right)=\left[\left(\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(q, T)\right) q\right. \\
& \left.-\bar{s}\left(\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(q, T)\right)\right] \mathcal{Q}_{s}(q)^{-1} . \tag{11.55}
\end{align*}
$$

Proof. From the identities (11.53) and (11.54) we obtain

$$
\begin{aligned}
4^{2} \mathcal{Q}_{c, s}(T)^{-1} \underline{T} \mathcal{Q}_{c, q}(T)^{-1}= & \left(\mathcal{P}_{2}^{R}(s, T)+F_{R}(s, T) \underline{T}\right) \underline{T}\left(\mathcal{P}_{2}^{L}(q, T)+\underline{T} F_{L}(q, T)\right) \\
= & \mathcal{P}_{2}^{R}(s, T) \underline{T} \mathcal{P}_{2}^{L}(q, T)+\mathcal{P}_{2}^{R}(s, T) \underline{T}^{2} F_{L}(q, T)+ \\
& +F_{R}(s, T) \underline{T}^{2} \mathcal{P}_{2}^{L}(q, T)+F_{R}(s, T) \underline{T}^{3} F_{L}(q, T) .
\end{aligned}
$$

Replacing this identity in (11.40) we obtain the thesis
We can write the equation (11.55) in the following way

$$
\begin{aligned}
& S_{R}^{-1}(s, T) \mathcal{P}_{2}^{L}(q, T)+\mathcal{P}_{2}^{R}(s, T) S_{L}^{-1}(q, T) \\
& -\frac{1}{4}\left(\mathcal{P}_{2}^{R}(s, T) \underline{T} \mathcal{P}_{2}^{L}(q, T)+\mathcal{P}_{2}^{R}(s, T) \underline{T}^{2} F_{L}(q, T)+F_{R}(s, T) \underline{T}^{2} \mathcal{P}_{2}^{L}(q, T)\right. \\
& \left.+F_{R}(s, T) \underline{T}^{3} F_{L}(q, T)\right)=\left[\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(q, T)\right] *_{s, l e f t} S_{L}^{-1}(q, s)
\end{aligned}
$$

This equation can be considered a resolvent equation for the $P_{2}$-functional calculus. The main differences and the major similarities with the holomorphic resolvent equation are listed below.

- Due to the noncommutative setting there are two different $\overline{\mathcal{D}}$-kernel operators $\mathcal{P}_{2}^{L}(q, T)$ and $\mathcal{P}_{2}^{R}(s, T)$, which are right slice hyperholomorphic in $q$ and left slice hyperholomorphic in $s$, respectively.
- The difference $\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(q, T)$ is suitably multiplied by the Cauchy kernel of the slice hyperholomorphic functions
- The term

$$
\left[\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(q, T)\right] *_{s, l e f t} S_{L}^{-1}(q, s)
$$

is equal not only to the product of the $\mathcal{P}$-resolvent operators but also to other terms:
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 $S$-spectrum- the $S$-resolvent operators,
- the $F$-resolvent operators.
- The resolvent equation preserves the slice hyperholomorphicity on the right in $s$ and on the left in $q$.

As it happens for the holomorphic functional calculus the resolvent equation is crucial to obtain a product formula.

Theorem 11.6.5. Let $T \in \mathcal{B C}(X)$ and assume $f \in \mathcal{N}\left(\sigma_{S}(T)\right)$. If $g \in$ $\mathcal{S H}_{L}\left(\sigma_{S}(T)\right)$, then we have

$$
\begin{equation*}
\overline{\mathcal{D}}(f g)(T)=f(T)(\overline{\mathcal{D}} g)(T)+(\overline{\mathcal{D}} f)(T) g(T)-\mathcal{D}(f)(T) \underline{T} \mathcal{D}(g)(T) \tag{11.56}
\end{equation*}
$$

If $g \in S H_{R}\left(\sigma_{S}(T)\right)$, then we have

$$
\begin{equation*}
\overline{\mathcal{D}}(g f)(T)=g(T)(\overline{\mathcal{D}} f)(T)+(\overline{\mathcal{D}} g)(T) f(T)-\mathcal{D}(g)(T) \underline{T} \mathcal{D}(f)(T) . \tag{11.57}
\end{equation*}
$$

Proof. Let $G_{1}$ and $G_{2}$ be two bounded slice Cauchy domains such that they contain the $S$-spectrum and $\bar{G}_{1} \subset G_{2}$ and $\bar{G}_{2} \subset \operatorname{dom}(f) \cap \operatorname{dom}(g)$. We choose $p \in \partial\left(G_{1} \cap \mathbb{C}_{J}\right)$ and $s \in \partial\left(G_{2} \cap \mathbb{C}_{J}\right)$. For every $J \in \mathbb{S}$, from the definitions of the $P_{2}$-functional calculus, the $S$-functional calculus and the $Q$-functional calculus we get

$$
\begin{aligned}
& f(T)(\overline{\mathcal{D}} g)(T)+(\overline{\mathcal{D}} f)(T) g(T)-\mathcal{D}(f)(T) \underline{T} \mathcal{D}(g)(T) \\
& =\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} S_{R}^{-1}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(p, T) d p_{J} g(p) \\
& +\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \mathcal{P}_{2}^{R}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(p, T) d p_{J} g(p) \\
& -\frac{1}{\pi^{2}}\left(\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \mathcal{Q}_{c, s}(T)^{-1}\right) \underline{T}\left(\int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{J} g(p)\right) \\
& =\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} f(s) d s_{J}\left[S_{R}^{-1}(s, T) \mathcal{P}_{2}^{L}(p, T)+\mathcal{P}_{2}^{R}(s, T) S_{L}^{-1}(p, T)\right. \\
& \left.-4 \mathcal{Q}_{c, s}(T)^{-1} \underline{T} \mathcal{Q}_{c, p}(T)^{-1}\right] d p_{J} g(p) .
\end{aligned}
$$

Now from equation (11.40) we obtain

$$
\begin{aligned}
& f(T)(\overline{\mathcal{D}} g)(T)+(\overline{\mathcal{D}} f)(T) g(T)-\mathcal{D}(f)(T) \underline{T} \mathcal{D}(g)(T) \\
& =\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} f(s) d s_{J}\left[\left(\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(p, T)\right) p\right. \\
& \left.-\bar{s}\left(\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(p, T)\right)\right] \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p) .
\end{aligned}
$$

11.6. Resolvent equation and product rule for the polyanalytic functional calculus

Since $p \mathcal{Q}_{s}(p)^{-1}$ and $\mathcal{Q}_{s}(p)^{-1}$ are intrinsic slice hyperholomorphic on $\bar{G}_{1}$, by the Cauchy integral formula we get

$$
\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \mathcal{P}_{2}^{R}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} p \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p)=0
$$

and

$$
\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \overline{\mathcal{P}}_{2}^{R}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p)=0 .
$$

Therefore, we obtain

$$
\begin{aligned}
& \overline{\mathcal{D}}(f g)(T)=f(T)(\overline{\mathcal{D}} g)(T)+(\overline{\mathcal{D}} f)(T) g(T)-\mathcal{D}(f)(T) \underline{T} \mathcal{D}(g)(T) \\
& =\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)}\left[\bar{s} \mathcal{P}_{2}^{L}(p, T)-\mathcal{P}_{2}^{L}(p, T) p\right] \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p) .
\end{aligned}
$$

By Fubini's theorem, Lemma 9.4.1 with $B:=\mathcal{P}_{2}^{L}(p, T)$, and the definition of the $P_{2}$-functional calculus we get

$$
\begin{aligned}
& f(T)(\overline{\mathcal{D}} g)(T)+(\overline{\mathcal{D}} f)(T) g(T)-\mathcal{D}(f)(T) \underline{T} \mathcal{D}(g)(T) \\
& =\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(p, T) d p_{J} f(p) g(p) \\
& =\overline{\mathcal{D}}(f g)(T) .
\end{aligned}
$$

In the previous chapter a product rule for the $F$-functional calculus is proved, see Theorem 10.7.1. The formula is obtained in terms of the $Q$-functional calculus, i.e. the operator $\mathcal{D}$ is involved. In the following result we show a product rule for the $F$-functional calculus in which the $P_{2}$-functional calculus is involved, namely the operator $\overline{\mathcal{D}}$ plays a role.

Theorem 11.6.6. Let $T \in \mathcal{B C}(X)$ and assume $f \in \mathcal{N}\left(\sigma_{S}(T)\right)$ and $g \in$ $\mathcal{S H}_{L}\left(\sigma_{S}(T)\right)$. Then we have

$$
\begin{align*}
\Delta(f g)(T)= & (\Delta f)(T) g(T)+f(T)(\Delta g)(T)-\frac{1}{4}(\overline{\mathcal{D}} f)(T)(\overline{\mathcal{D}} g)(T) \\
& -\frac{1}{4}(\overline{\mathcal{D}} f)(T) \underline{T}(\Delta g)(T)-\frac{1}{4}(\Delta f)(T) \underline{T}(\overline{\mathcal{D}} g)(T) \\
& -\frac{1}{4}(\Delta f)(T) \underline{T}^{2}(\Delta g)(T) . \tag{11.58}
\end{align*}
$$
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Proof. Let $G_{1}$ and $G_{2}$ be two bounded slice Cauchy domains like in the proof of Theorem 11.6.5. Let us consider $p \in \partial\left(G_{1} \cap \mathbb{C}_{J}\right)$ and $s \in \partial\left(G_{2} \cap\right.$ $\left.\mathbb{C}_{J}\right)$. Then by the definitions of the $F$-functional calculus, the $S$-functional calculus, the $P_{2}$-functional calculus and from the fact that $f$ is intrinsic, we get

$$
\begin{aligned}
& (\Delta f)(T) g(T)+f(T)(\Delta g)(T)-\frac{1}{4}(\overline{\mathcal{D}} f)(T)(\overline{\mathcal{D}} g)(T) \\
& -\frac{1}{4}(\overline{\mathcal{D}} f)(T) \underline{T}(\Delta g)(T)-\frac{1}{4}(\Delta f)(T) \underline{T}(\overline{\mathcal{D}} g)(T)-\frac{1}{4}(\Delta f)(T) \underline{T}^{2}(\Delta g)(T) \\
& =\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} F_{R}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(p, T) d p_{J} g(p) \\
& +\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} S_{R}^{-1}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{L}(p, T) d p_{J} g(p) \\
& -\frac{1}{4(2 \pi)^{2}}\left[\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \mathcal{P}_{2}^{R}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(p, T) d p_{J} g(p)\right. \\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \mathcal{P}_{2}^{R}(s, T) \underline{T} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{L}(p, T) d p_{J} g(p) \\
& +\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} F_{R}(s, T) \underline{T} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(p, T) d p_{J} g(p) \\
& \left.+\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} F_{R}(s, T) \underline{T}^{2} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{L}(p, T) d p_{J} g(p)\right] \\
& =\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} f(s) d s_{J}\left[F_{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{L}(p, T)\right. \\
& -\frac{1}{4} \mathcal{P}_{2}^{R}(s, T) \mathcal{P}_{2}^{L}(p, T)-\frac{1}{4} \mathcal{P}_{2}^{R}(s, T) \underline{T} F_{L}(p, T)-\frac{1}{4} F_{R}(s, T) \underline{T} \mathcal{P}_{2}^{L}(p, T) \\
& \left.-\frac{1}{4} F_{R}(s, T) \underline{T}^{2} F_{L}(p, T)\right] d p_{J} g(p) .
\end{aligned}
$$

From Lemma 11.6.3 we get

$$
\begin{aligned}
& \frac{1}{4}\left(P_{2}^{R}(s, T) \mathcal{P}_{2}^{L}(p, T)+\mathcal{P}_{2}^{R}(s, T) \underline{T} F_{L}(p, T)+F_{R}(s, T) \underline{T} \mathcal{P}_{2}^{L}(p, T)\right. \\
& \left.+F_{R}(s, T) \underline{T}^{2} F_{L}(p, T)\right)=4 \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1}
\end{aligned}
$$

11.6. Resolvent equation and product rule for the polyanalytic functional calculus

Therefore, we get

$$
\begin{aligned}
& (\Delta f)(T) g(T)+f(T)(\Delta g)(T)-\frac{1}{4}(\overline{\mathcal{D}} f)(T)(\overline{\mathcal{D}} g)(T) \\
& -\frac{1}{4}(\overline{\mathcal{D}} f)(T) \underline{T}(\Delta g)(T)-\frac{1}{4}(\Delta f)(T) \underline{T}(\overline{\mathcal{D}} g)(T)-\frac{1}{4}(\Delta f)(T) \underline{T}^{2}(\Delta g)(T) \\
& =\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} f(s) d s_{J}\left[F_{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{L}(p, T)\right. \\
& \left.-4 \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1}\right] d p_{J} g(p)
\end{aligned}
$$

Now, by [45, Lemma 7.3.2], we know that

$$
\begin{aligned}
& F_{R}(s, T) S_{L}^{-1}(p, T)+S_{R}^{-1}(s, T) F_{L}(p, T)-4 \mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-1} \\
& \quad=\left[\left(F_{R}(s, T)-F_{L}(s, T)\right) p-\bar{s}\left(F_{R}(s, T)-F_{L}(p, T)\right)\right] \mathcal{Q}_{s}(p)^{-1} .
\end{aligned}
$$

Therefore, we obtain

$$
\begin{aligned}
& (\Delta f)(T) g(T)+f(T)(\Delta g)(T)-\frac{1}{4}(\overline{\mathcal{D}} f)(T)(\overline{\mathcal{D}} g)(T) \\
& -\frac{1}{4}(\overline{\mathcal{D}} f)(T) \underline{T}(\Delta g)(T)-\frac{1}{4}(\Delta f)(T) \underline{T}(\overline{\mathcal{D}} g)(T)-\frac{1}{4}(\Delta f)(T) \underline{T}^{2}(\Delta g)(T) \\
& =\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} f(s) d s_{J}\left[\left(F_{R}(s, T)-F_{L}(s, T)\right) p\right. \\
& \left.-\bar{s}\left(F_{R}(s, T)-F_{L}(p, T)\right)\right] d p_{J} g(p) .
\end{aligned}
$$

By using similar arguments of the proof of Theorem 11.6.5i.e., the linearity of the integrals, the Cauchy integral formula and Lemma 9.5, we obtain

$$
\begin{aligned}
& (\Delta f)(T) g(T)+f(T)(\Delta g)(T)-\frac{1}{4}(\overline{\mathcal{D}} f)(T)(\overline{\mathcal{D}} g)(T) \\
& -\frac{1}{4}(\overline{\mathcal{D}} f)(T) \underline{T}(\Delta g)(T)-\frac{1}{4}(\Delta f)(T) \underline{T}(\overline{\mathcal{D}} g)(T)-\frac{1}{4}(\Delta f)(T) \underline{T}^{2}(\Delta g)(T) \\
& =\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap C_{J}\right)} F_{L}(p, T) d p_{J} f(p) g(p) \\
& =\Delta(f g)(T) .
\end{aligned}
$$

Remark 11.6.7. If in formula 11.58 we replace the operator $T$ with a generic quaternion $q \in \mathbb{H}$ and by considering $f(q)=q^{n}$ and $g(q)=q$, we get $\Delta(q g(q))=q \Delta(g(q))+2 \mathcal{D}(g(q))$.
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### 11.7 Riesz projectors for the polyanalytic functional calculus

The aim of this section is to investigate the Riesz projectors for the $P_{2}$ functional calculus. Before, we need some auxiliary results.
Theorem 11.7.1. Let $T \in \mathcal{B C}(X)$ with $s \in \rho_{S}(T)$ then we have

$$
\begin{equation*}
\mathcal{P}_{2}^{L}(s, T) s-T \mathcal{P}_{2}^{L}(s, T)=4\left(S_{L}^{-1}(s, T)-\underline{T} \mathcal{Q}_{c, s}(T)^{-1}\right) \tag{11.59}
\end{equation*}
$$

and

$$
\begin{equation*}
s \mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{R}(s, T) T=4\left(S_{R}^{-1}(s, T)-\mathcal{Q}_{c, s}(T)^{-1} \underline{T}\right) \tag{11.60}
\end{equation*}
$$

Proof. From the definition of the left $\overline{\mathcal{D}}$-kernel operator and formula (9.18) we get

$$
\begin{aligned}
\mathcal{P}_{2}^{L}(s, T) s-T \mathcal{P}_{2}^{L}(s, T)= & \left(-F_{L}(s, T) s+T_{0} F_{L}(s, T)\right) s \\
& -T\left(-F_{L}(s, T) s+T_{0} F_{L}(s, T)\right) \\
= & \left(-F_{L}(s, T) s+T F_{L}(s, T)\right) s \\
& +T_{0}\left(F_{L}(s, T) s-T F_{L}(s, T)\right) \\
= & 4 \mathcal{Q}_{c, s}(T)^{-1} s-4 T_{0} \mathcal{Q}_{c, s}(T)^{-1} \\
= & 4\left(s-T_{0}+\underline{T}\right) \mathcal{Q}_{c, s}(T)^{-1}-4 \underline{T} \mathcal{Q}_{c, s}(T)^{-1} \\
= & 4 S_{L}^{-1}(s, T)-4 \underline{T} \mathcal{Q}_{c, s}(T)^{-1} .
\end{aligned}
$$

The equation (11.60) follows by similar arguments.
In the following result we provide a suitable generalization of the previous result.

Theorem 11.7.2. Let $T \in \mathcal{B C}(X)$ with $s \in \rho_{S}(T)$ and set
$\mathcal{A}_{m}^{L}(s, T):=4 \sum_{i=0}^{m-1} T^{i} S_{L}^{-1}(s, T) s^{m-i-1}, \quad \mathcal{A}_{m}^{R}(s, T):=4 \sum_{i=0}^{m-1} s^{m-i-1} S_{R}^{-1}(s, T) T^{i}$
and
$\mathcal{B}_{m}^{L}(s, T):=4 \sum_{i=0}^{m-1} T^{i} \underline{T} \mathcal{Q}_{c, s}(T)^{-1} s^{m-i-1}, \quad \mathcal{B}_{m}^{R}(s, T):=4 \sum_{i=0}^{m-1} s^{m-i-1} \mathcal{Q}_{c, s}(T)^{-1} \underline{T} T^{i}$.
Then for $m \in \mathbb{N}$, we have the following equation

$$
\begin{equation*}
\mathcal{P}_{2}^{L}(s, T) s^{m}-T^{m} \mathcal{P}_{2}^{L}(s, T)=\mathcal{A}_{m}^{L}(s, T)-\mathcal{B}_{m}^{L}(s, T) . \tag{11.61}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
s^{m} \mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{R}(s, T) T^{m}=\mathcal{A}_{m}^{R}(s, T)-\mathcal{B}_{m}^{R}(s, T) . \tag{11.62}
\end{equation*}
$$

Proof. We will show only formula (11.61) because formula (11.62) follows by similar computations. We prove the result by induction on $m$. If $m=1$ we have by formula (11.59)

$$
\begin{aligned}
\mathcal{P}_{2}^{L}(s, T) s-T \mathcal{P}_{2}^{L}(s, T) & =4\left(S_{L}^{-1}(s, T)-\underline{T} \mathcal{Q}_{c, s}(T)^{-1}\right) \\
& =\mathcal{A}_{1}^{L}(s, T)-\mathcal{B}_{1}^{L}(s, T)
\end{aligned}
$$

Now, we assume that the equation holds for $m-1$ and we will prove it for $m$. By inductive hypothesis we have

$$
\begin{align*}
T^{m} \mathcal{P}_{2}^{L}(s, T) & =T T^{m-1} \mathcal{P}_{2}^{L}(s, T)  \tag{11.63}\\
& =T\left(\mathcal{P}_{2}^{L}(s, T) s^{m-1}-\mathcal{A}_{m-1}^{L}(s, T)+\mathcal{B}_{m-1}^{L}(s, T)\right) \\
& =T \mathcal{P}_{2}^{L}(s, T) s^{m-1}-T \mathcal{A}_{m-1}^{L}(s, T)+T \mathcal{B}_{m-1}^{L}(s, T)
\end{align*}
$$

By using formula (11.59), we obtain

$$
\begin{equation*}
T \mathcal{P}_{2}^{L}(s, T) s^{m-1}=\mathcal{P}_{2}^{L}(s, T) s^{m}-4 S_{L}^{-1}(s, T) s^{m-1}+4 \underline{T} \mathcal{Q}_{c, s}(T)^{-1} s^{m-1} \tag{11.64}
\end{equation*}
$$

Moreover, we have

$$
\begin{align*}
T \mathcal{A}_{m-1}^{L}(s, T) & =4 \sum_{i=0}^{m-2} T^{i+1} S_{L}^{-1}(s, T) s^{m-i-2}  \tag{11.65}\\
& =4 \sum_{\ell=1}^{m-1} T^{\ell} s_{L}^{-1}(s, T) S^{m-\ell-1}
\end{align*}
$$

and

$$
\begin{align*}
T \mathcal{B}_{m-1}^{L}(s, T) & =4 \sum_{i=0}^{m-2} T^{i+1} \underline{T} \mathcal{Q}_{c, s}(T)^{-1} s^{m-i-2}  \tag{11.66}\\
& =4 \sum_{\ell=1}^{m-1} T^{\ell} \underline{T} \mathcal{Q}_{c, s}(T)^{-1} s^{m-\ell-1}
\end{align*}
$$

Eventually, by inserting formulas (11.64), (11.65) and (11.66) in (11.63),
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we get

$$
\begin{aligned}
T^{m} \mathcal{P}_{2}^{L}(s, T)= & \mathcal{P}_{2}^{L}(s, T) s^{m}-4 S_{L}^{-1}(s, T) s^{m-1}+4 \underline{T} \mathcal{Q}_{c, s}(T)^{-1} s^{m-1} \\
- & 4 \sum_{\ell=1}^{m-1} T^{\ell} S_{L}^{-1}(s, T) s^{m-\ell-1}+4 \sum_{\ell=1}^{m-1} T^{\ell} \underline{T} \mathcal{Q}_{c, s}(T)^{-1} s^{m-\ell-1} \\
= & \mathcal{P}_{2}^{L}(s, T) s^{m}-4 \sum_{\ell=0}^{m-1} T^{\ell} S_{L}^{-1}(s, T) s^{m-\ell-1} \\
& +4 \sum_{\ell=0}^{m-1} T^{\ell} \underline{T} \mathcal{Q}_{c, s}(T)^{-1} s^{m-\ell-1} \\
= & \mathcal{P}_{2}^{L}(s, T) s^{m}-\mathcal{A}_{m}^{L}(s, T)+\mathcal{B}_{m}^{L}(s, T) .
\end{aligned}
$$

Remark 11.7.3. Using the relation $2 \underline{T}=T-\bar{T}$, we can also write the term $\mathcal{B}_{m}^{L}(s, T)$ of Theorem 11.7.2 in the following way

$$
\mathcal{B}_{m}^{L}(s, T)=2 \sum_{i=0}^{m-1} T^{i+1} \mathcal{Q}_{c, s}(T)^{-1} s^{m-i-1}-2 \bar{T} \sum_{i=0}^{m-1} T^{i} \mathcal{Q}_{c, s}(T)^{-1} s^{m-i-1} .
$$

The interesting symmetries that appear in the equation (11.40) allow to study the Riesz projectors.

Theorem 11.7.4 (Riesz projectors). Let $T=T_{0}+T_{1} e_{1}+T_{2} e_{2}$ and assume that the operators $T_{\ell}$, with $\ell=0,1,2$ have real spectrum. Let $\sigma_{S}(T)=$ $\sigma_{1} \cup \sigma_{2}$ with $\operatorname{dist}\left(\sigma_{1}, \sigma_{2}\right)>0$. Let $G_{1}, G_{2} \subset \mathbb{H}$ be two bounded slice Cauchy domains such that $\sigma_{1} \subset G_{1}, \bar{G}_{1} \subset G_{2}$ and $\operatorname{dist}\left(G_{2}, \sigma_{2}\right)>0$. Then the operator

$$
\breve{P}_{0}:=\frac{1}{8 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J} s=\frac{1}{8 \pi} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} p d p_{J} \mathcal{P}_{2}^{R}(p, T)
$$

is a projection i.e.

$$
\breve{P}_{0}^{2}=\breve{P}_{0} .
$$

Moreover, we have the following commutative relation with respect the operator $T$

$$
\begin{equation*}
T \breve{P}_{0}=\breve{P}_{0} T . \tag{11.67}
\end{equation*}
$$

Proof. By Theorem 11.7.1 we know that

$$
\begin{equation*}
S_{R}^{-1}(s, T)=\frac{1}{4}\left(s \mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{R}(s, T) T\right)+\mathcal{Q}_{c, s}(T)^{-1} \tag{11.68}
\end{equation*}
$$

### 11.7. Riesz projectors for the polyanalytic functional calculus

Now, by substituting (11.68) in (11.40) we get

$$
\begin{aligned}
& \frac{1}{4} s \mathcal{P}_{2}^{R}(s, T) \mathcal{P}_{2}^{L}(p, T)-\frac{1}{4} \mathcal{P}_{2}^{R}(s, T) T \mathcal{P}_{2}^{L}(p, T)+\mathcal{Q}_{c, s}(T)^{-1} \mathcal{P}_{2}^{L}(p, T) \\
& +\mathcal{P}_{2}^{R}(s, T) S_{L}^{-1}(p, T)-4 \mathcal{Q}_{c, s}(T)^{-1} \underline{T} \mathcal{Q}_{c, p}(T) \\
& =\left[\left(\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(p, T)\right) p-\bar{s}\left(\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(p, T)\right)\right] \mathcal{Q}_{s}(p)^{-1}
\end{aligned}
$$

Now, we multiply the equation (11.69) on the right by $p$, we get

$$
\begin{aligned}
& \frac{1}{4} s \mathcal{P}_{2}^{R}(s, T) \mathcal{P}_{2}^{L}(p, T) p-\frac{1}{4} \mathcal{P}_{2}^{R}(s, T) T \mathcal{P}_{2}^{L}(p, T) p+\mathcal{Q}_{c, s}(T)^{-1} \mathcal{P}_{2}^{L}(p, T) p \\
& +\mathcal{P}_{2}^{R}(s, T) S_{L}^{-1}(p, T) p-4 \mathcal{Q}_{c, s}(T)^{-1} \underline{T} \mathcal{Q}_{c, p}(T) p \\
& =\left[\left(\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(p, T)\right) p-\bar{s}\left(\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(p, T)\right)\right] \mathcal{Q}_{s}(p)^{-1} p
\end{aligned}
$$

Now, we multiply formula (11.71) by $d s_{J}$ on the left and we integrate it on $\partial\left(G_{2} \cap \mathbb{C}_{J}\right)$ with respect to $d s_{J}$. Similarly, if we multiply formula (11.71) on the right by $d p_{J}$ and we integrate it on $\partial\left(G_{1} \cap \mathbb{C}_{J}\right)$ with respect to $d p_{J}$. Thus we obtain
$\frac{1}{4} \int_{\partial\left(G_{2} \cap \mathcal{C}_{J}\right)} s d s_{J} \mathcal{P}_{2}^{R}(s, T) \int_{\partial\left(G_{1} \cap C_{J}\right)} \mathcal{P}_{2}^{L}(p, T) d p_{J} p-\frac{1}{4} \int_{\partial\left(G_{2} \cap \mathrm{C}_{J}\right)} d s_{J} \mathcal{P}_{2}^{R}(s, T) T \int_{\partial\left(G_{1} \cap C_{J}\right)} \mathcal{P}_{2}^{L}(p, T) d p_{J} p-$
$-\int_{\partial\left(G_{2} \cap C_{J}\right)} d s_{J} \mathcal{Q}_{C, s}(T)^{-1} \int_{\partial\left(G_{1} \cap C_{J}\right)} \mathcal{P}_{2}^{L}(p, T) d p_{J} p+\int_{\partial\left(G_{2} \cap C_{J}\right)} d s_{J} \mathcal{P}_{2}^{R}(s, T) \int_{\partial\left(G_{1} \cap C_{J}\right)} S_{L}^{-1}(p, T) d p_{J} p+$
$-4 \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} d s_{J} \mathcal{Q}_{c, s}(T)^{-1} \underline{T} \int_{\partial\left(G_{1} \cap C_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{J}=\int_{\partial\left(G_{2} \cap C_{J}\right)} d s_{J} \int_{\partial\left(G_{1} \cap C_{J}\right)}\left[\left(\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(p, T)\right) p\right.$ $\left.-\bar{s}\left(\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(p, T)\right)\right] \mathcal{Q}_{s}(p)^{-1} d p_{J} p$.

By Lemma 11.5.10 and Lemma 10.3.12 we have

$$
\begin{align*}
& 4(2 \pi)^{2} \breve{P}_{0}^{2}=\int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)}\left[\left(\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(p, T)\right) p\right. \\
& \left.-\bar{s}\left(\mathcal{P}_{2}^{R}(s, T)-\mathcal{P}_{2}^{L}(p, T)\right)\right] \mathcal{Q}_{s}(p)^{-1} d p_{J} p \tag{11.71}
\end{align*}
$$

Now, since the functions $p \mapsto \mathcal{Q}_{s}(p)^{-1}$ and $p \mapsto \mathcal{Q}_{s}(p)^{-1}$ are slice hyperholomorphic and do not have singularities inside $\partial\left(G_{1} \cap \mathbb{C}_{J}\right)$ by the Cauchy theorem we get

$$
\begin{equation*}
\int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} p \mathcal{Q}_{s}(p)^{-1} d p_{J} p^{2}=\int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{s}(p) d p_{J} p=0 \tag{11.72}
\end{equation*}
$$
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 $S$-spectrumThis implies that formula (11.71) can be written as

$$
\begin{aligned}
\left(\breve{P}_{0}\right)^{2}= & -\frac{1}{4(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(p, T) \mathcal{Q}_{s}(p)^{-1} p d p_{J} p \\
& +\frac{1}{4(2 \pi)^{2}} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \bar{s} \mathcal{P}_{2}^{L}(p, T) \mathcal{Q}_{s}(p)^{-1} p d p_{J} \\
= & \frac{1}{4(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} d s_{J}\left[\bar{s} \mathcal{P}_{2}^{L}(p, T)-\mathcal{P}_{2}^{L}(p, T) p\right] \mathcal{Q}_{s}(p)^{-1} d p_{J} p .
\end{aligned}
$$

By Fubini's theorem and Lemma 9.5 with $B:=\mathcal{P}_{2}^{L}(p, T)$ we get

$$
\breve{P}_{0}^{2}=\frac{1}{8 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(p, T) d p_{J} p=\breve{P}_{0} .
$$

Now, we want to show the commutativity relation 11.67). By 11.59) we know that

$$
T \mathcal{P}_{2}^{L}(p, T)=\mathcal{P}_{2}^{L}(s, T) s-4\left(S_{L}^{-1}(s, T)-\underline{T} \mathcal{Q}_{c, s}(T)^{-1}\right) .
$$

From the definition of Riesz projector we get

$$
\begin{aligned}
T \breve{P}_{0}= & \frac{1}{8 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{P}_{2}^{L}(s, T) d s_{J} s^{2}-\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(s, T) d s_{J} s \\
& +\frac{T}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, s}(T)^{-1} d s_{J} s .
\end{aligned}
$$

On the other side, by (11.60) we obtain

$$
\mathcal{P}_{2}^{R}(s, T) T=s \mathcal{P}_{2}^{R}(s, T)-4\left(S_{R}^{-1}(s, T)-\underline{T} \mathcal{Q}_{c, s}(T)^{-1}\right) .
$$

This togetehr with the definition of Riesz projectors we get

$$
\begin{aligned}
\breve{P}_{0} T= & \frac{1}{8 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} s^{2} d s_{J} \mathcal{P}_{2}^{R}(s, T)-\frac{1}{2 \pi} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} s d s_{J} S_{R}^{-1}(s, T) \\
& +\frac{T}{2 \pi} \int_{G_{1} \cap \mathbb{C}_{J}} s d s_{J} \mathcal{Q}_{c, s}(T)^{-1} .
\end{aligned}
$$

Thus, we have the statement.

# Part III: Further functional calculi on the $S$-spectrum based on the Fueter-Sce theorem and conclusions 

In this last part of the dissertation we start to study the functional calculi based on the $S$-spectrum and rising from the factorization of the FueterSce map. Due to the various factorizations the arguments to get new functional calculi are more involved than the quaternionic case. We focus on the dimension five, because there are all the functional calculi and function spaces that can be considered in greater dimensions.

Finally, we conclude the thesis by describing some new research directions.
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## CHAPTER <br> 12

## The fine sructure of the spectral theory on the $S$-spectrum in dimension five

### 12.1 Motivation

This chapter belongs to a new research direction that is related to the Fueter-Sce-Qian mapping theorem.

We recall the fine structure of the spectral theories on the $S$-spectrum taking advantage of the following observation. Let $h:=\frac{n-1}{2}$ be the socalled Sce exponent, and $\Delta$ be the Laplace operator in dimension $n+1$ : the operator $T_{F S 2}:=\Delta^{h}$ maps the slice hyperholomorphic function $f(x)$ to the set of axially monogenic functions. The powers of the Laplace operator $\Delta^{h}$ can be factorized in terms of the Dirac operator $\mathcal{D}$ and its conjugate $\overline{\mathcal{D}}$ because

$$
\mathcal{D} \overline{\mathcal{D}}=\overline{\mathcal{D}} \mathcal{D}=\Delta .
$$

So it is possible to repeatedly apply to a slice hyperholomorphic function $f(x)$ the Dirac operator and its conjugate, until we reach the maximum power of the Laplacian, i.e., the Sce exponent. This implies the possibility to build different sets of functions which lie between the set of slice hyperholomorphic functions and the set of axially monogenic functions.

## Chapter 12. The fine sructure of the spectral theory on the $S$-spectrum in dimension five

We will call fine structure of the spectral theory on the $S$-spectrum the set of the functions spaces and the associated functional calculi induced by a factorization of the operator $T_{F S 2}$ in the Fueter-Sce extension theorem.

One of the most important factorizations leads to the so-called Dirac fine structure that corresponds to an alternating sequence of $\mathcal{D}$ and $\overline{\mathcal{D}}, h$ times, for example

$$
T_{F S 2}=\Delta^{h}=\mathcal{D} \overline{\mathcal{D}} \ldots \mathcal{D} \overline{\mathcal{D}} .
$$

In Chapter 10 and Chapter 11 we studied the Dirac fine structure when $n=3$, i.e., the quaternionic case. Let $D \subset \mathbb{C}$ and let $\Omega_{D} \subseteq \mathbb{R}^{n+1}$ be the set induced by $D$, see Theorem 7.2.20. In particular we have studied the fine structure associated with the factorization:

$$
\begin{equation*}
\mathcal{O}(D) \xrightarrow{T_{F S 1}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A H}\left(\Omega_{D}\right) \xrightarrow{\bar{D}} \mathcal{A} \mathcal{M}\left(\Omega_{D}\right), \tag{12.1}
\end{equation*}
$$

where $\mathcal{A H}\left(\Omega_{D}\right)$ is the set of axially harmonic functions and their integral representation give rise to the harmonic functional calculus on the $S$ spectrum. This structure also allows to obtain a product formula for the $F$-functional calculus, see Theorem 10.7.1.

However, since $\Delta=\mathcal{D} \overline{\mathcal{D}}=\overline{\mathcal{D}} \mathcal{D}$, we can interchange the order of the operators $\mathcal{D}$ and $\overline{\mathcal{D}}$ in (12.1). This gives rise to the factorization:

$$
\begin{equation*}
\mathcal{O}(D) \xrightarrow{T_{F S 1}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A} \mathcal{P}_{2}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A M}\left(\Omega_{D}\right) . \tag{12.2}
\end{equation*}
$$

where $\mathcal{A} \mathcal{P}_{2}\left(\Omega_{D}\right)$ is a space of polyanalytic functions.
Clearly, as the dimension of the Clifford algebra increases there are more possibilities and we denote by $\mathcal{F} \mathcal{S}\left(\Omega_{D}\right)$, the set of function spaces associated with the fine structures. These functions spaces lie between the set of slice hyperholomorphic functions and axially monogenic functions, in dimension five there are seven such spaces, precisely: $\mathcal{A B H}\left(\Omega_{D}\right)$ the axially bi-harmonic functions, $\mathcal{A C H}_{1}\left(\Omega_{D}\right)$ the axially Cliffordian holomorphic functions of order 1 , (which is a short cut for order $(1,1)$ ), $\mathcal{A H}\left(\Omega_{D}\right)$ the axially harmonic functions, $\mathcal{A P}_{2}\left(\Omega_{D}\right)$ the axially polyanalytic of order $2, \mathcal{A C H}_{1}\left(\Omega_{D}\right)$ the axially anti Cliffordian of order $1, \mathcal{A C} \mathcal{P}_{(1,2)}\left(\Omega_{D}\right)$ the axially polyanalytic Cliffordian of order $(1,2), \mathcal{A P}_{3}\left(\Omega_{D}\right)$ the axially polyanalytic of order 3 . Now, we give the precise definitions of the previous functions spaces.
Definition 12.1.1 (holomorphic Cliffordian of order $k$ ). Let $U$ be an open set. A function $f: U \subset \mathbb{R}^{n+1} \rightarrow \mathbb{R}_{n}$ of class $\mathcal{C}^{2 k+1}(U)$ is said to be (left) holomorphic Cliffordian of order $k$ if

$$
\Delta^{k} \mathcal{D} f(x)=0 \quad \forall x \in U,
$$

where $0 \leq k \leq \frac{n-1}{2}$.
Remark 12.1.2. For $k:=\frac{n-1}{2}$ in Definition 12.1.1 we get the class of functions studied in [104-106].

Remark 12.1.3. Every holomorphic Cliffordian function of order $k$ is holomorphic Cliffordian of order $k+1$. If $k=0$ in Definition 12.1.1we get the set of (left) monogenic functions.

Definition 12.1.4 (anti-holomorphic Cliffordian of order $k$ ). Let $U$ be an open set. A function $f: U \subset \mathbb{R}^{n+1} \rightarrow \mathbb{R}_{n}$ of class $\mathcal{C}^{2 k+1}(U)$ is said to be (left) anti-holomorphic Cliffordian of order $k$ if

$$
\Delta^{k} \overline{\mathcal{D}} f(x)=0 \quad \forall x \in U,
$$

where $0 \leq k \leq \frac{n-1}{2}$.
Definition 12.1.5 (polyharmonic of degree $k$ ). Let $k \geq 1$. A function $f$ : $U \subset \mathbb{R}^{n+1} \rightarrow \mathbb{R}_{n}$ of class $\mathcal{C}^{2 k}(U)$ is called polyharmonic of degree $k$ in the open set $U \subset \mathbb{R}^{n+1}$ if

$$
\Delta^{k} f(x)=0, \quad \forall x \in U .
$$

For $p=1$ the function is called harmonic and for $p=2$ the function is called bi-harmonic. The polyharmonic functions are studied in [20].

Definition 12.1.6 (polyanalytic of order $m$ ). Let $m \geq 1$. Let $U \subset \mathbb{R}^{n+1}$ be an open set and let $f: U \rightarrow \mathbb{R}_{n}$ be a function of class $\mathcal{C}^{m}(U)$. We say that $f$ is (left) polyanalytic of order $m$ on $U$ if

$$
\mathcal{D}^{m} f(x)=0, \quad \forall x \in U .
$$

It is very important to point out that these function spaces appear in different contexts in the literature and they seem to be unrelated. In this paper we show that they all appear as fine structures in the Fueter-Sce construction. In dimension greater than five there will be one more function space, that is not indicated in the list above, and with this addition, all the fines structures can be described using those function spaces of different orders.

### 12.2 Function spaces generated by the Fueter-Sce mapping theorem

Working in the Clifford algebra with five imaginary units, i.e., $n=5$ the second Fueter-Sce map is $\Delta^{2}$ where the Laplace operator $\Delta$ is in dimension 6.
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We recall that there exist different possible factorizations of $\Delta^{2}$ in terms of the Dirac operator $\mathcal{D}$ and its conjugate $\overline{\mathcal{D}}$ choosing different configurations of products of $\mathcal{D}$ and $\overline{\mathcal{D}}$.

The case of dimension five is different from what happens in the quaternionic case, in which the Fueter map can be factorized only as $\mathcal{D} \overline{\mathcal{D}}$ and $\overline{\mathcal{D}} \mathcal{D}$ : here we obtain a reacher structure, see Chapter 10 and Chapter 11.

In the setting of slice hyperholomorphic functions, functions of the form (3.1) together with the even-odd conditions are called slice functions. In the monogenic setting such functions, often considered only in the upper half space, are called function of axial type. We will use both terminology according to the setting. Now, we assume that the axial functions (or slice functions) of the form

$$
f(x)=\alpha\left(x_{0},|\underline{x}|\right)+\frac{\underline{x}}{|\underline{x}|} \beta\left(x_{0},|\underline{x}|\right)
$$

are of class $\mathcal{C}^{5}\left(\Omega_{D}\right)$, where $\Omega_{D}$ is as in the Fueter-Sce mapping theorem. We will consider functions $f: \Omega_{D} \subseteq \mathbb{R}^{n+1} \rightarrow \mathbb{R}_{n}$ with values in the Clifford algebra $\mathbb{R}_{n}$ where we consider the case $n=5$.

Definition 12.2.1 $\left(\mathcal{A B H}\left(\Omega_{D}\right)\right.$ axially bi-harmonic function). Let $f: \Omega_{D} \subseteq$ $\mathbb{R}^{6} \rightarrow \mathbb{R}_{5}$ be of axial type and of class $\mathcal{C}^{5}\left(\Omega_{D}\right)$. Then, the function

$$
\tilde{f}_{1}(x):=\mathcal{D} f(x) \quad \text { on } \quad \Omega_{D}
$$

is called an axially bi-harmonic function, since by the Fueter-Sce mapping theorem, it satisfies

$$
\Delta^{2} \tilde{f}_{1}(x)=0 \quad \text { on } \quad \Omega_{D}
$$

We denote this set of functions by $\mathcal{A B H}\left(\Omega_{D}\right)$.
Definition 12.2.2 $\left(\mathcal{A C H}_{1}\left(\Omega_{D}\right)\right.$ axially Cliffordian functions of order one). Consider the function $\tilde{f}_{1}(x):=\mathcal{D} f(x) \in \mathcal{A B H}\left(\Omega_{D}\right)$ and apply the conjugate Dirac operator $\overline{\mathcal{D}}$ to $\tilde{f}_{1}(x)$. Then we get

$$
\begin{equation*}
f^{\circ}(x):=\overline{\mathcal{D}} \tilde{f}_{1}(x)=\Delta f(x) \quad \text { on } \quad \Omega_{D} \tag{12.3}
\end{equation*}
$$

which is an axially Cliffordian functions of order one (which is the short cut for order $(1,1)$ ) by the Fueter-Sce mapping theorem, i.e.,

$$
\Delta \mathcal{D} f^{\circ}(x)=0 \quad \text { on } \quad \Omega_{D} .
$$

We denote this set of functions by $\mathcal{A C H}_{1}\left(\Omega_{D}\right)$.

Definition 12.2.3 $\overline{(\mathcal{A C H}}{ }_{1}\left(\Omega_{D}\right)$ axially anti-Cliffordian functions of order one). Consider the function $\tilde{f}_{1}(x):=\mathcal{D} f(x) \in \mathcal{A B H}\left(\Omega_{D}\right)$ and apply the Dirac operator $\mathcal{D}$ to $\tilde{f}_{1}(x)$ we obtain

$$
f_{\circ}(x)=\mathcal{D} \tilde{f}_{1}(x)=\mathcal{D}^{2} f(x), \quad \text { on } \quad \Omega_{D}
$$

which is axially anti-Cliffordian functions of order one by the Fueter-Sce mapping theorem, i.e.,

$$
\Delta \overline{\mathcal{D}}\left(f_{\circ}(x)\right)=0 \quad \text { on } \quad \Omega_{D}
$$

We denote this set of functions by $\overline{\mathcal{A C H}_{1}\left(\Omega_{D}\right)}$.
Definition 12.2.4 $\left(\mathcal{A H}\left(\Omega_{D}\right)\right.$ axially harmonic functions). Consider the function $f^{\circ}(x):=\overline{\mathcal{D}} \tilde{f}_{1}(x)=\Delta f(x) \in \mathcal{A C H}_{1}\left(\Omega_{D}\right)$ and apply the Dirac operator $\mathcal{D}$ to $f^{\circ}(x)$. We get,

$$
\tilde{f}_{0}(x)=\mathcal{D} f^{\circ}(x)=\Delta \mathcal{D} f(x),
$$

which is an axially harmonic functions, by the Fueter-Sce mapping theorem, i.e.,

$$
\Delta \tilde{f}_{0}(x)=0 \quad \text { on } \quad \Omega_{D}
$$

We denote this set of functions as $\mathcal{A H}\left(\Omega_{D}\right)$.
Definition 12.2.5 $\left(\mathcal{A P}_{2}\left(\Omega_{D}\right)\right.$ axially polyanalytic functions of order two $)$. If we apply the operator $\overline{\mathcal{D}}$ to $f^{\circ}(x):=\overline{\mathcal{D}} \tilde{f}_{1}(x)=\Delta f(x) \in \mathcal{A C H}\left(\Omega_{D}\right)$ we obtain

$$
\breve{f}_{1}^{\circ}(x)=\overline{\mathcal{D}} f^{\circ}(x)=\Delta \overline{\mathcal{D}} f(x)
$$

which is an axially polyanalytic functions of order two, by the Fueter-Sce mapping theorem, i.e.,

$$
\mathcal{D}^{2} \breve{f}_{1}^{\circ}(x)=0 \quad \text { on } \quad \Omega_{D}
$$

We denote this set of functions by $\mathcal{A P}_{2}\left(\Omega_{D}\right)$.
Definition 12.2.6 $\left(\mathcal{A P C}_{(1,2)}\left(\Omega_{D}\right)\right.$ axially Cliffordian polyanalytic functions of order (1,2)). Let $f: \Omega_{D} \subseteq \mathbb{R}^{6} \rightarrow \mathbb{R}_{5}$ be of axial type and of class $\mathcal{C}^{5}\left(\Omega_{D}\right)$. Apply to (7.26) the conjugate of the Dirac operator. In this case we obtain

$$
\begin{equation*}
\breve{f}^{\circ}(x)=\overline{\mathcal{D}} f(x) \quad \text { on } \quad \Omega_{D}, \tag{12.4}
\end{equation*}
$$

which is an axially Cliffordian polyanalytic functions of order $(1,2)$, by the Fueter-Sce mapping theorem, i.e.,

$$
\Delta \mathcal{D}^{2} \breve{f}^{\circ}(x)=0 \quad \text { on } \quad \Omega_{D}
$$

We denote this class of functions as $\mathcal{A P C}_{(1,2)}\left(\Omega_{D}\right)$.
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Definition 12.2.7 $\left(\mathcal{A P}_{3}\left(\Omega_{D}\right)\right.$ axially polyanalytic function of order three). Let $\breve{f}^{\circ}(x)=\overline{\mathcal{D}} f(x) \in \mathcal{A P C} \mathcal{C}_{(1,2)}\left(\Omega_{D}\right)$. Applying the operator conjugate Dirac operator $\overline{\mathcal{D}}$ to $\breve{f}^{\circ}(x)$, we get

$$
\breve{f}_{0}^{\circ}(x)=\overline{\mathcal{D}}^{2} f(x) \quad \text { on } \quad \Omega_{D},
$$

which is an axially polyanalytic function of order three, i.e.,

$$
\mathcal{D}^{3} \breve{f}_{0}^{\circ}(x)=0 \quad \text { on } \quad \Omega_{D}
$$

We denote this class of functions as $\mathcal{A} \mathcal{P}_{3}\left(\Omega_{D}\right)$.
Remark 12.2.8. Keeping in mind the above notations we have

$$
\breve{f}(x)=\Delta \overline{\mathcal{D}} \tilde{f}_{0}(x)=\mathcal{D} \breve{f}_{1}^{\circ}(x)=\overline{\mathcal{D}}^{2} f_{\circ}(x)=\Delta f^{\circ}(x)=\overline{\mathcal{D}} \tilde{f}_{1}(x),
$$

where $\breve{f}$ is axially monogenic and also

$$
\breve{f}(x)=\mathcal{D}^{2} \breve{f}_{0}^{\circ}(x)=\Delta \mathcal{D} \breve{f}^{\circ}(x) \quad \text { on } \quad \Omega_{D} .
$$

Remark 12.2.9. In the general case appears the same classes of functions but with different orders.

Taking advantage of the function spaces of axial functions defined in this section we can now define the fine structure associated with this spaces that appear in the Clifford algebra $\mathbb{R}_{5}$.

### 12.3 Function space of axial type in dimension five

By applying the Fueter-Sce map $T_{F S 2}:=\Delta^{h}$, where $h:=\frac{n-1}{2}$ and is the Sce exponent, to a slice hyperholomorphic function $f(x)$ we get the monogenic function $f(x)=\Delta^{h} f(x)$.
Due to the factorization of the Laplace operator in terms of $\mathcal{D}$ and $\overline{\mathcal{D}}$ it is possible to apply these two operators to a slice hyperholomorphic function $f(x)$ a number of times, until we reach the maximum power of the Laplacian, i.e., the Sce exponent.
This implies the possibility to build different sets of functions between the set of slice hyperholomorphic functions and the set of axially monogenic functions, (see the previous section). This fact leads to the definition of fine structure of slice hyperholomorphic spectral theory.
Definition 12.3.1 (Fine structure of slice hyperholomorphic spectral theory). A fine structure of slice hyperholomorphic spectral theory is the set of functions spaces and the associated functional calculi induced by a factorization of the operator $T_{F S 2}$, in the Fueter-Sce extension theorem.

The factorization $T_{F S 2}=\Delta^{h}=\mathcal{D} \overline{\mathcal{D}} \ldots \mathcal{D} \overline{\mathcal{D}}$ is of particular interest.
Definition 12.3.2 (Dirac fine structure). The Dirac fine structure corresponds to an alternating sequence of products of the Dirac operator $\mathcal{D}$ and of its conjugate $\overline{\mathcal{D}}$ until we obtain $\Delta^{\frac{n-1}{2}}$.

In Chapter 10 we studied the Dirac fine structure when $n=3$ this is also the quaternionic case. In particular we studied the sequence represented by the following diagram:

$$
\begin{equation*}
\mathcal{O}(D) \xrightarrow{T_{F S 1}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A H}\left(\Omega_{D}\right) \xrightarrow{\bar{D}} \mathcal{A} \mathcal{M}\left(\Omega_{D}\right) . \tag{12.5}
\end{equation*}
$$

The fine structure in (12.5) allows to obtain a product rule for the $F$-functional calculus.
However, since $\Delta=\mathcal{D} \overline{\mathcal{D}}=\overline{\mathcal{D}} \mathcal{D}$, we can exchange the roles of the operators $\mathcal{D}$ and $\overline{\mathcal{D}}$ in (12.5). This gives rise to the sequence represented by the following diagram:

$$
\begin{equation*}
\mathcal{O}(D) \xrightarrow{T_{F S}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A} \mathcal{P}_{2}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A} \mathcal{M}\left(\Omega_{D}\right), \tag{12.6}
\end{equation*}
$$

which is investigated in Chapter 11 . Even if the diagrams (12.5) and (12.6) come from the Fueter mapping theorem and the factorization of the Fueter operator $T_{F 2}=\Delta$, we get two different fine structures.

In each fine structure above and in all the fine structures we consider in the sequel the final set of function spaces is always the set of axially monogenic functions.

In the Clifford algebra setting the splitting of the second Fueter-Sce mapping is more complicated, due to the fact that we are dealing with integer powers of the Laplacian. Moreover, when $n$ is even the Laplace operator has a fractional power and so we have to work in the space of distributions using the Fourier multipliers, see [122].

Due to the fact that for $n=5$ we deal with the operator $\Delta^{2}$, we get more Dirac fine structures, which are all different and important at the same time. In order to label all the fine structures, we will denote every fine structures, with an ordered sequence of the applied operators. For example, in the quaternionic case, we call (12.5) the Dirac fine structure of the kind $(\mathcal{D}, \overline{\mathcal{D}})$ and (12.6) the Dirac fine structure of the kind $(\overline{\mathcal{D}}, \mathcal{D})$. Also in the case $n=5$ we have a structure in which we apply alternately the operators $\mathcal{D}$ and $\overline{\mathcal{D}}$ until we reach the second Fueter-Sce mapping.

$$
\begin{equation*}
\mathcal{O}(D) \xrightarrow{T_{F S}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A B H}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A H C}_{1}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A H}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A M}\left(\Omega_{D}\right) . \tag{12.7}
\end{equation*}
$$
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We call (12.7) the Dirac fine structure of the kind ( $\mathcal{D}, \overline{\mathcal{D}}, \mathcal{D}, \overline{\mathcal{D}})$.
Remark 12.3.3. Even when $n=5$ the Dirac fine structure (12.7) is of fundamental importance to obtain a product formula for the $F$-functional calculus (see Theorem 12.8.1).

Remark 12.3.4. In order to avoid, at the end of the sequence of spaces the set of axially-anti monogenic function, we impose the condition that the composition of all the operators between spaces Clifford valued functions, must be equal to the operator $T_{F S 2}=\Delta^{(n-1) / 2}$ in the Fueter-Sce mapping theorem.

However, by rearranging the sequence of $\mathcal{D}$ and $\overline{\mathcal{D}}$ it is possible to obtain other fine structures, in which other sets of functions are involved. Thus, we have the Dirac fine structures $(\mathcal{D}, \overline{\mathcal{D}}, \overline{\mathcal{D}}, \mathcal{D})$
$\mathcal{O}(D) \xrightarrow{T_{F S 1}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A B H}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A H}_{1}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A} \mathcal{P}_{2}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A M}\left(\Omega_{D}\right)$, and the Dirac fine structure $(\mathcal{D}, \mathcal{D}, \overline{\mathcal{D}}, \overline{\mathcal{D}})$
$\mathcal{O}(D) \xrightarrow{T_{F S S}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A B H}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \overline{\mathcal{A H C}} \mathcal{C}_{1}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A H}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A M}\left(\Omega_{D}\right)$.
All the previous Dirac fine structures are obtained by applying first the Dirac operator. Nevertheless, it is possible to apply the operator $\overline{\mathcal{D}}$ as first operator. In this case other three Dirac fine structures arise. We have the Dirac fine structure of the kind $(\overline{\mathcal{D}}, \mathcal{D}, \overline{\mathcal{D}}, \mathcal{D})$
$\mathcal{O}(D) \xrightarrow{T_{F S 1}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A P C}_{(1,2)}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A H} \mathcal{H}_{1}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A} \mathcal{P}_{2}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A M}\left(\Omega_{D}\right)$,
the Dirac fine structure $(\overline{\mathcal{D}}, \mathcal{D}, \mathcal{D}, \overline{\mathcal{D}})$
$\mathcal{O}(D) \xrightarrow{T_{F S 1}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\bar{D}} \mathcal{A P C} \mathcal{C}_{(1,2)}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A H C}_{1}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A H}\left(\Omega_{D}\right) \xrightarrow{\bar{D}} \mathcal{A M}\left(\Omega_{D}\right)$, and the Dirac fine structure $(\overline{\mathcal{D}}, \overline{\mathcal{D}}, \mathcal{D}, \mathcal{D})$

$$
\mathcal{O}(D) \xrightarrow{T_{F S 1}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A P} \mathcal{C}_{(1,2)}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}} \mathcal{A} \mathcal{P}_{3}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A} \mathcal{H}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A} \mathcal{M}\left(\Omega_{D}\right) .
$$

The following diagram summarizes all the Dirac fine structures with their function spaces:
12.4. System of differential equations for fine structure spaces of axial type


Remark 12.3.5. In all the previous Dirac fine structures it is possible to combine the Dirac operator and its conjugate. In this way we get a fine structure which is "weaker" then the previous ones; in the sense that we are skipping some classes of functions. We call these kind of fine structures coarser. Up to now we have mentioned just some of them and in the Appendix we show the complete landscape of the fine structures in dimension five.

The Laplace fine structure is of the kind $(\Delta, \Delta)$, which is a coarser fine structure with respect to the Dirac one, is given by

$$
\mathcal{O}(D) \xrightarrow{T_{F S 1}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\Delta} \mathcal{A C H}\left(\Omega_{D}\right) \xrightarrow{\Delta} \mathcal{A M}\left(\Omega_{D}\right) .
$$

Other interesting coarser fine structures are the harmonic ones, in which appear only the harmonic and bi-harmonic sets of functions

$$
\mathcal{O}(D) \xrightarrow{T_{F S 1}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A B H}\left(\Omega_{D}\right) \xrightarrow{\Delta} \mathcal{A H}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A} \mathcal{M}\left(\Omega_{D}\right),
$$

and the polyanalytic one, in which there appear only the polyanalytic functions of orders three and two

$$
\mathcal{O}(D) \xrightarrow{T_{F S}} \mathcal{S H}\left(\Omega_{D}\right) \xrightarrow{\overline{\mathcal{D}}^{2}} \mathcal{A} \mathcal{P}_{3}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A} \mathcal{P}_{2}\left(\Omega_{D}\right) \xrightarrow{\mathcal{D}} \mathcal{A} \mathcal{M}\left(\Omega_{D}\right) .
$$

We observe that it is not possible to have coarser fine structure in the quaternionic case. This is due to the fact that we are dealing with the Laplacian at power 1 .

### 12.4 System of differential equations for fine structure spaces of axial type

In analogy with the Vekua-type system of differential equations for axially monogenic functions in this section we give all the systems of differential
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equations for the fine structure spaces in dimension five. Let $D$ be a domain in the upper-half complex plane. Let $\Omega_{D}$ be an axially symmetric open set in $\mathbb{R}^{6}$ and let $x=x_{0}+\underline{x}=x_{0}+r \underline{\omega} \in \Omega_{D}$. A function $f: \Omega_{D} \rightarrow \mathbb{R}_{5}$ is of axial type if there exist two functions $A=A\left(x_{0}, r\right)$ and $B=B\left(x_{0}, r\right)$, independent of $\underline{\omega} \in \mathbb{S}^{4}$ and with values in $\mathbb{R}_{5}$, such that

$$
f(x)=A\left(x_{0}, r\right)+\underline{\omega} B\left(x_{0}, r\right), \text { where } r>0 .
$$

So we characterize the class of functions that lies between the set of slice hyperholomorphic and the set of axially monogenic functions, that we have denoted as axially functions. We recall by [118], that if $f(x)=A\left(x_{0}, r\right)+$ $\underline{\omega} B\left(x_{0}, r\right)$ then

$$
\begin{align*}
\mathcal{D} f= & \left(\partial_{x_{0}} A\left(x_{0}, r\right)-\partial_{r} B\left(x_{0}, r\right)-\frac{4}{r} B\left(x_{0}, r\right)\right)  \tag{12.8}\\
& +\underline{\omega}\left(\partial_{x_{0}} B\left(x_{0}, r\right)+\partial_{r} A\left(x_{0}, r\right)\right), \\
\overline{\mathcal{D}} f= & \left(\partial_{x_{0}} A\left(x_{0}, r\right)+\partial_{r} B\left(x_{0}, r\right)+\frac{4}{r} B\left(x_{0}, r\right)\right)  \tag{12.9}\\
& +\underline{\omega}\left(\partial_{x_{0}} B\left(x_{0}, r\right)-\partial_{r} A\left(x_{0}, r\right)\right) .
\end{align*}
$$

Theorem 12.4.1. Let $D \subseteq \mathbb{C}$. Let $\Omega_{D}$ be an axially symmetric open set in $\mathbb{R}^{6}$ and let $f_{\circ}(x)=A\left(x_{0}, r\right)+\underline{\omega} B\left(x_{0}, r\right)$ be an axially anti cliffordian holomorphic function of order 1. Then $A=A\left(x_{0}, r\right)$ and $B=B\left(x_{0}, r\right)$ satisfy the following system

$$
\left\{\begin{array}{l}
\partial_{x_{0}}^{3} A+\partial_{x_{0}} \partial_{r}^{2} A+\frac{4}{r} \partial_{x_{0}} \partial_{r} A+\partial_{r} \partial_{x_{0}}^{2} B+\partial_{r}^{3} B+8 \frac{\partial_{r}^{2} B}{r}+8 \frac{\partial_{r} B}{r^{2}}-8 \frac{B}{r^{3}}+\frac{4}{r} \partial_{x_{0}}^{2} B=0 \\
\partial_{x_{0}}^{3} B+\partial_{x_{0}} \partial_{r}^{2} B-4 \partial_{r}\left(\frac{\partial_{x_{0}} B}{r}\right)-\partial_{r} \partial_{x_{0}}^{2} A-\partial_{r}^{3} A-4 \partial_{r}\left(\frac{\partial_{r} A_{1}}{r}\right)=0 .
\end{array}\right.
$$

Proof. Let us consider $f_{\circ}(x)=A+\underline{\omega} B$. By similar computations done in Theorem 10.2.3 we have

$$
\begin{align*}
\Delta\left(f_{\circ}(x)\right)= & \left(\partial_{x_{0}}^{2} A+\partial_{r}^{2} A+\frac{4}{r} \partial_{r} A\right)  \tag{12.10}\\
& +\underline{\omega}\left(\partial_{x_{0}}^{2} B+\partial_{r}^{2} B+4 \partial_{r}\left(\frac{B}{r}\right)\right) .
\end{align*}
$$

Now, we set

$$
A^{\prime}:=\partial_{x_{0}}^{2} A+\partial_{r}^{2} A+\frac{4}{r} \partial_{r} A \quad \text { and } \quad B^{\prime}:=\partial_{x_{0}}^{2} B+\partial_{r}^{2} B+4 \frac{\partial_{r}}{r} B-\frac{4}{r^{2}} B .
$$

### 12.4. System of differential equations for fine structure spaces of axial type

Then by formula (12.9) we have

$$
\begin{align*}
\Delta \overline{\mathcal{D}}\left(f_{0}(x)\right) & =\overline{\mathcal{D}}\left(A^{\prime}+\underline{\omega} B^{\prime}\right)=\left(\partial_{x_{0}} A^{\prime}+\partial_{r} B^{\prime}+\frac{4}{r} B^{\prime}\right)+\underline{\omega}\left(\partial_{x_{0}} A^{\prime}-\partial_{r} B^{\prime}\right) \\
& =\partial_{x_{0}}^{3} A+\partial_{x_{0}} \partial_{r}^{2} A+\frac{4}{r} \partial_{x_{0}} \partial_{r} A+\partial_{r}^{3} B+\frac{4}{r} \partial_{r}^{2} B-\frac{4}{r^{2}} \partial_{r} B \\
& +\frac{8}{r^{3}} B-\frac{4}{r^{2}} \partial_{r} B+\partial_{r} \partial_{x_{0}}^{2} B+\frac{4}{r} \partial_{r}^{2} B+\frac{16}{r^{2}} \partial_{r} B-\frac{16}{r^{3}} B+\frac{4}{r} \partial_{x_{0}}^{2} B \\
& +\underline{\omega}\left(\partial_{x_{0}} \partial_{r}^{2} B+\frac{4}{r} \partial_{x_{0}} \partial_{r} B-\frac{4}{r^{2}} \partial_{x_{0}} B+\partial_{x_{0}}^{3} B-\partial_{r} \partial_{x_{0}}^{2} A-\partial_{r}^{3} A\right. \\
& \left.+\frac{4}{r^{2}} \partial_{r} A-\frac{4}{r} \partial_{r}^{2} A\right) \tag{12.11}
\end{align*}
$$

so we finally have

$$
\begin{align*}
\Delta \overline{\mathcal{D}}\left(f_{\circ}(x)\right) & =\partial_{x_{0}}^{3} A+\partial_{x_{0}} \partial_{r}^{2} A+\frac{4}{r} \partial_{x_{0}} \partial_{r} A+\partial_{r}^{3} B+\frac{8}{r} \partial_{r}^{2} B+\frac{8}{r^{2}} \partial_{r} B-\frac{8}{r^{3}} B \\
& +\partial_{r} \partial_{x_{0}}^{2} B+\frac{4}{r} \partial_{x_{0}}^{2} B+\underline{\omega}\left(\partial_{x_{0}} \partial_{r}^{2} B+\frac{4}{r} \partial_{x_{0}} \partial_{r} B-\frac{4}{r^{2}} \partial_{x_{0}} B\right. \\
& \left.+\partial_{x_{0}}^{3} B-\partial_{r} \partial_{x_{0}}^{2} A-\partial_{r}^{3} A+\frac{4}{r^{2}} \partial_{r} A-\frac{4}{r} \partial_{r}^{2} A\right) . \tag{12.12}
\end{align*}
$$

Since $\left({ }^{\circ} f(x)\right)$ is anti Cliffordian holomorphic of order one we have that $\Delta \overline{\mathcal{D}}\left(f_{0}(x)\right)=0$.
Theorem 12.4.2. Let $D \subseteq \mathbb{C}$. Let $\Omega_{D}$ be an axially symmetric open set in $\mathbb{R}^{6}$ and let $\tilde{f}_{1}(x)=A\left(x_{0}, r\right)+\underline{\omega} B\left(x_{0}, r\right)$ be an axially bi-harmonic function. Then $A:=A\left(x_{0}, r\right)$ and $B:=B\left(x_{0}, r\right)$ satisfy the following system

$$
\left\{\begin{array}{l}
\partial_{x_{0}}^{4} A+2 \partial_{x_{0}}^{2} \partial_{r}^{2} A+\partial_{r}^{4} A-\frac{8}{r^{3}} \partial_{r} A+\frac{8}{r^{2}} \partial_{r}^{2} A+\frac{8}{r} \partial_{r}^{3} A+\frac{4}{r} \partial_{r} \partial_{x_{0}}^{2} A=0 \\
\partial_{r}^{4} B+\frac{8}{r} \partial_{r}^{3} B-\frac{2}{4} r^{3} \partial_{r} B+\frac{12}{r^{4}} B+2 \partial_{r}^{2} \partial_{x_{0}}^{2} B-\frac{8}{r^{2}} \partial_{x_{0}}^{2} B+\frac{8}{r} \partial_{x_{0}}^{2} \partial_{r} B+\partial_{x_{0}}^{4} B=0 .
\end{array}\right.
$$

Proof. By formula (12.12) we have
$C:=\partial_{x_{0}}^{3} A+\partial_{x_{0}} \partial_{r}^{2} A+\frac{4}{r} \partial_{x_{0}} \partial_{r} A+\partial_{r}^{3} B+\frac{8}{r} \partial_{r}^{2} B+\frac{8}{r^{2}} \partial_{r} B-\frac{8}{r^{3}} B+\partial_{r} \partial_{x_{0}}^{2} B+\frac{4}{r} \partial_{x_{0}}^{2} B$
and
$D:=\partial_{x_{0}} \partial_{r}^{2} B+\frac{4}{r} \partial_{x_{0}} \partial_{r} B-\frac{4}{r^{2}} \partial_{x_{0}} B+\partial_{x_{0}}^{3} B-\partial_{r} \partial_{x_{0}}^{2} A-\partial_{r}^{3} A+\frac{4}{r^{2}} \partial_{r} A-\frac{4}{r} \partial_{r}^{2} A$,
Therefore, by formula (12.8) we have
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$$
\begin{aligned}
& \Delta^{2}(f(x))=\mathcal{D}(\overline{\mathcal{D}} \Delta f(x))=\left(\partial_{x_{0}} C-\partial_{r} D-\frac{4}{r} D\right)+\underline{\omega}\left(\partial_{x_{0}} D+\partial_{r} C\right) \\
& =\partial_{x_{0}}^{4} A+\partial_{x_{0}}^{2} \partial_{r}^{2} A+\frac{4}{r} \partial_{x_{0}}^{2} \partial_{r} A+\partial_{x_{0}} \partial_{r}^{3} B+\frac{8}{r} \partial_{x_{0}} \partial_{r}^{2} B+\frac{8}{r^{2}} \partial_{x_{0}} \partial_{r} B-\frac{8}{r^{3}} \partial_{x_{0}} B+\partial_{r} \partial_{x_{0}}^{3} B \\
& +\frac{4}{r} \partial_{x_{0}}^{3} B-\partial_{x_{0}} \partial_{r}^{3} B-\frac{4}{r} \partial_{x_{0}} \partial_{r}^{2} B+\frac{8}{r^{2}} \partial_{x_{0}} \partial_{r} B-\frac{8}{r^{3}} \partial_{x_{0}} B-\partial_{r} \partial_{x_{0}}^{3} B+\partial_{r}^{2} \partial_{x_{0}}^{2} A+\partial_{r}^{4} A \\
& +\frac{8}{r^{3}} \partial_{r} A-\frac{4}{r^{2}} \partial_{r}^{2} A+\frac{4}{r} \partial_{r}^{3} A-\frac{4}{r^{2}} \partial_{r}^{2} A-\frac{4}{r} \partial_{x_{0}} \partial_{r}^{2} B-\frac{16}{r^{2}} \partial_{x_{0}} \partial_{r} B+\frac{16}{r^{3}} \partial_{x_{0}} B-\frac{4}{r} \partial_{x_{0}}^{3} B \\
& +\frac{4}{r} \partial_{r} \partial_{x_{0}}^{2} A+\frac{4}{r} \partial_{r}^{3} A-\frac{16}{r^{3}} \partial_{r} A+\frac{16}{r^{2}} \partial_{r}^{2} A+\underline{\omega}\left(\partial_{r} \partial_{x_{0}}^{3} A+\partial_{x_{0}} \partial_{r}^{3} A+\frac{4}{r} \partial_{x_{0}} \partial_{r}^{2} A+\partial_{r}^{4} B\right. \\
& -\frac{8}{r^{2}} \partial_{r}^{2} B+\frac{8}{r} \partial_{r}^{3} B-\frac{16}{r^{3}} \partial_{r} B+\frac{8}{r^{2}} \partial_{r}^{2} B+\frac{24}{r^{4}} B-\frac{4}{r^{2}} \partial_{x_{0}} \partial_{r} A-\frac{8}{r^{3}} \partial_{r} B \\
& +\partial_{r}^{2} \partial_{x_{0}}^{2} B-\frac{4}{r^{2}} \partial_{x_{0}}^{2} B+\frac{4}{r} \partial_{r} \partial_{x_{0}}^{2} B+\partial_{x_{0}}^{2} \partial_{r}^{2} B+\frac{4}{r} \partial_{x_{0}}^{2} \partial_{r} B-\frac{4}{r^{2}} \partial_{x_{0}}^{2} B+\partial_{x_{0}}^{4} B \\
& \left.-\partial_{r} \partial_{x_{0}}^{3} A-\partial_{r}^{3} \partial_{x_{0}} A+\frac{4}{r^{2}} \partial_{x_{0}} \partial_{r} A-\frac{4}{r} \partial_{r}^{2} \partial_{x_{0}} A\right) \\
& =\partial_{x_{0}}^{4} A+2 \partial_{x_{0}}^{2} \partial_{r}^{2} A+\partial_{r}^{4} A-\frac{8}{r^{3}} \partial_{r} A+\frac{8}{r^{2}} \partial_{r}^{2} A+\frac{8}{r} \partial_{r}^{3} A+\frac{4}{r} \partial_{r} \partial_{x_{0}}^{2} A+\underline{\omega}\left(\partial_{r}^{4} B\right. \\
& \left.+\frac{8}{r} \partial_{r}^{3} B-\frac{1}{2} r^{3} \partial_{r} B+\frac{12}{r^{4}} B+2 \partial_{r}^{2} \partial_{x_{0}}^{2} B-\frac{8}{r^{2}} \partial_{x_{0}}^{2} B+\frac{8}{r} \partial_{x_{0}}^{2} \partial_{r} B+\partial_{x_{0}}^{4} B\right) .
\end{aligned}
$$

Since the function $\tilde{f}_{1}(x)$ is bi-harmonic, i.e. $\Delta^{2} \tilde{f}_{1}(x)=0$, we have the thesis.

Theorem 12.4.3. Let $D \subseteq \mathbb{C}$. Let $\Omega_{D}$ be an axially symmetric open set in $\mathbb{R}^{6}$ and let $f_{0}^{\circ}(x)=A\left(x_{0}, r\right)+\omega B\left(x_{0}, r\right)$ be an axially polyanalytic function of order three. Then $A:=\bar{A}\left(x_{0}, r\right)$ and $B:=B\left(x_{0}, r\right)$ satisfy the following system

$$
\left\{\begin{array}{l}
\partial_{x_{0}}^{3} A+\partial_{r}^{3} B-3 \partial_{x_{0}}^{2} \partial_{r} B-3 \partial_{x_{0}} \partial_{r}^{2} A-\frac{12}{r} \partial_{x_{0}}^{2} B-\frac{12}{r} \partial_{x_{0}} \partial_{r} A \\
+8 \frac{\partial_{r}^{2} B}{r}+8 \frac{\partial_{r} B}{r^{2}}-8 \frac{B}{r^{3}}=0 \\
\partial_{x_{0}}^{3} B-\partial_{r}^{3} A+3 \partial_{x_{0}}^{2} \partial_{r} A-3 \partial_{x_{0}} \partial_{r}^{2} B-12 \frac{\partial_{x_{0}} \partial_{r} B}{r}+12 \frac{\partial_{x_{0}} B}{r^{2}}-4 \frac{\partial_{r}^{2} A}{r}+\frac{4}{r^{2}} \partial_{r} A=0 .
\end{array}\right.
$$

Proof. First of all we start by computing $\mathcal{D}^{2} \breve{f}_{0}^{\circ}(x)$.

$$
\mathcal{D}^{2} \breve{f}_{0}^{\circ}(x)=\mathcal{D}\left(\mathcal{D} \breve{f}_{0}^{\circ}(x)\right)=\mathcal{D}\left(A^{\prime}+\underline{\omega} B^{\prime}\right)
$$

where

$$
A^{\prime}:=\partial_{x_{0}} A-\partial_{r} B-\frac{4}{r} B \quad \text { and } \quad B^{\prime}:=\partial_{x_{0}} B+\partial_{r} A .
$$

### 12.4. System of differential equations for fine structure spaces of axial type

By formula (12.8) we get

$$
\begin{align*}
\mathcal{D}^{2} \breve{f}_{0}^{\circ}(x)= & \left(\partial_{x_{0}} A^{\prime}\left(x_{0}, r\right)-\partial_{r} B^{\prime}\left(x_{0}, r\right)-\frac{4}{r} B^{\prime}\left(x_{0}, r\right)\right)  \tag{12.13}\\
& +\underline{\omega}\left(\partial_{x_{0}} B^{\prime}\left(x_{0}, r\right)+\partial_{r} A^{\prime}\left(x_{0}, r\right)\right) \\
= & \left(\partial_{x_{0}}^{2} A-2 \partial_{x_{0}} \partial_{r} B-\frac{8}{r} \partial_{x_{0}} B-\partial_{r}^{2} A-\frac{4}{r} \partial_{r} A\right) \\
& +\underline{\omega}\left(\partial_{x_{0}}^{2} B+2 \partial_{x_{0}} \partial A-\partial_{r}^{2} B+-4 \partial_{r} \frac{\partial_{r} B}{r}+4 \frac{B}{r^{2}}\right) \\
= & A^{\prime \prime}+\underline{\omega} B^{\prime \prime} .
\end{align*}
$$

where

$$
A^{\prime \prime}:=\partial_{x_{0}}^{2} A-2 \partial_{x_{0}} \partial_{r} B-\frac{8}{r} \partial_{x_{0}} B-\partial_{r}^{2} A-\frac{4}{r} \partial_{r} A
$$

and

$$
B^{\prime \prime}:=\partial_{x_{0}}^{2} B+2 \partial_{x_{0}} \partial A-\partial_{r}^{2} B-4 \partial_{r} \frac{\partial_{r} B}{r}+4 \frac{B}{r^{2}}
$$

Finally by applying another time formula (12.8) we get

$$
\begin{aligned}
\mathcal{D}^{3} \breve{f}_{0}^{\circ}(x)= & \mathcal{D}\left(\mathcal{D}^{2} \breve{f}_{0}^{\circ}(x)\right)=\mathcal{D}\left(A^{\prime \prime}+\underline{\omega} B^{\prime \prime}\right) \\
= & \left(\partial_{x_{0}} A^{\prime \prime}-\partial_{r} B^{\prime \prime}-\frac{4}{r} B^{\prime \prime}\right)+\underline{\omega}\left(\partial_{x_{0}} B^{\prime \prime}+\partial_{r} A^{\prime \prime}\right) \\
= & \left(\partial_{x_{0}}^{3} A+\partial_{r}^{3} B-3 \partial_{x_{0}}^{2} \partial_{r} B-3 \partial_{x_{0}} \partial_{r}^{2} A-\frac{12}{r} \partial_{x_{0}}^{2} B-\frac{12}{r} \partial_{x_{0}} \partial_{r} A\right. \\
& \left.+8 \frac{\partial_{r}^{2} B}{r}+8 \frac{\partial_{r} B}{r^{2}}-8 \frac{B}{r^{3}}\right)+\underline{\omega}\left(\partial_{x_{0}}^{3} B-\partial_{r}^{3} A+3 \partial_{x_{0}}^{2} \partial_{r} A-3 \partial_{x_{0}} \partial_{r}^{2} B\right. \\
& \left.-12 \frac{\partial_{x_{0}} \partial_{r} B}{r}+12 \frac{\partial_{x_{0}} B}{r^{2}}-4 \frac{\partial_{r}^{2} A}{r}+\frac{4}{r^{2}} \partial_{r} A\right) .
\end{aligned}
$$

We get the statement from the fact that the function $\breve{f}_{0}^{\circ}(x)$ is polyanalytic of order three, i.e. $\mathcal{D}^{3} \breve{f}_{0}^{\circ}(x)=0$.

Theorem 12.4.4. Let $D \subseteq \mathbb{C}$. Let $\Omega_{D}$ be an axially symmetric open set in $\mathbb{R}^{6}$. Then

- $f^{\circ}(x)=A\left(x_{0}, r\right)+\underline{\omega} B\left(x_{0}, r\right)$ is axially Cliffordian of order one if and only if $A:=A\left(x_{0}, r\right)$ and $B:=B\left(x_{0}, r\right)$ satisfy the following
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system

$$
\left\{\begin{array}{l}
\partial_{x_{0}} A+\partial_{x_{0}} \partial_{r}^{2} A+\frac{4}{r} \partial_{x_{0}} \partial_{r} A-\partial_{r} \partial_{x_{0}}^{2} B-\partial_{r}^{3} B-8 \frac{\partial_{r} B}{r^{2}}+8 \frac{B}{r^{3}}-4 \frac{\partial_{x_{0}}^{2} B}{r}=0 \\
\partial_{x_{0}}^{3} B+\partial_{x_{0}} \partial_{r}^{2} B+4 \partial_{r}\left(\frac{\partial_{x_{0}} B}{r}\right)+\partial_{r} \partial_{x_{0}}^{2} A+\partial_{r}^{3} A+4 \partial_{r}^{2}\left(\frac{A}{r}\right)=0 .
\end{array}\right.
$$

- $\tilde{f}_{0}(x)=A\left(x_{0}, r\right)+\underline{\omega} B\left(x_{0}, r\right)$ is axially harmonic if and only if $A:=$ $A\left(x_{0}, r\right)$ and $B:=B\left(x_{0}, r\right)$ satisfy the following system

$$
\left\{\begin{array}{l}
\partial_{x_{0}}^{2} A+\partial_{r}^{2} A+\frac{4}{r} \partial_{r} A=0 \\
\partial_{x_{0}}^{2} B+\partial_{r}^{2} B+4 \partial_{r}\left(\frac{B}{r}\right)=0
\end{array}\right.
$$

- $\breve{f}_{1}^{\circ}(x)=A\left(x_{0}, r\right)+\underline{\omega} B\left(x_{0}, r\right)$ is axially polyanalytic of order two if and only if $A:=A\left(x_{0}, r\right)$ and $B:=B\left(x_{0}, r\right)$ satisfy the following system

$$
\left\{\begin{array}{l}
\partial_{x_{0}}^{2} A-2 \partial_{x_{0}} \partial_{r} B-\frac{8}{r} \partial_{x_{0}} B-\partial_{r}^{2} A-\frac{4}{r} \partial_{r} A=0 \\
\partial_{x_{0}}^{2} B+2 \partial_{x_{0}} \partial_{r} A-\partial_{r}^{2} B-4 \partial_{r}\left(\frac{B}{r}\right)=0 .
\end{array}\right.
$$

- $\breve{f}^{\circ}(x)=A\left(x_{0}, r\right)+\underline{\omega} B\left(x_{0}, r\right)$ is axially Cliffordian polyanalytic of order $(1,2)$ if and only if $A:=A\left(x_{0}, r\right)$ and $B:=B\left(x_{0}, r\right)$ satisfy the following system

$$
\left\{\begin{array}{l}
\partial_{x_{0}}^{4} A-2 \partial_{r} \partial_{x_{0}}^{3} B-2 \partial_{x_{0}} \partial_{r}^{3} B-8 \frac{\partial_{x_{0}}^{3} B}{r}-8 \frac{\partial_{x_{0}} \partial_{r}^{2} B}{r}-\partial_{r}^{4} A-8 \frac{\partial_{r}^{3} A}{r}-8 \frac{\partial_{r} A}{r^{3}} \\
-4 \frac{\partial_{r}^{2} A}{r^{2}}-8 \frac{A}{r^{4}}-16 \frac{\partial_{x_{0}} \partial_{r} B}{r^{2}}=0 \\
\partial_{x_{0}}^{4} B+2 \partial_{r} \partial_{x_{0}}^{3} A+2 \partial_{x_{0}} \partial_{r}^{3} A+8 \frac{\partial_{r}^{2} \partial_{x_{0}} A}{r}-12 \frac{\partial_{r} \partial_{x_{0}} A}{r^{2}}-4 \frac{\partial_{r} \partial_{x_{0}} B}{r^{2}}-\partial_{r}^{4} B \\
+8 \frac{\partial_{x_{0}} A}{r^{3}}-8 \frac{\partial_{r}^{2} B}{r^{2}}+24 \frac{\partial_{r} B}{r^{3}}-24 \frac{B}{r^{4}}+4 \frac{\partial_{x_{0}}^{2} B}{r^{2}}=0 .
\end{array}\right.
$$

Proof. We do not give all the details of the proof because they are tedious computations we just mentions that: the first system follows by applying the Dirac operator $\mathcal{D}$ to (12.10). The computations are similar to that ones done in Theorem 12.4.1. The second system follows by formula (12.10).

The third system follows by formula (12.13). The fourth system follows by applying the operator $\mathcal{D}$ to $\Delta \mathcal{D} \breve{f}^{\circ}(x)$, which formula is possible to get by the first point of this theorem.

In the next section we will give the integral representation of the functions belonging to the function spaces associated with the fine structure. These spaces are called, for short, fine structure spaces.

### 12.5 Integral representation of the functions of the fine structure spaces

In this section we construct the kernels associated with the spaces of the fine structures. The strategy follows the construction of the Fueter-Sce mapping theorem in integral form. Precisely, we proceed by applying to the left (and to the right) slice hyperholomorphic Cauchy kernels some suitable operators that define the required kernels. These new kernels will be used to give these functions the appropriate integral representations. In the proofs of the following theorems we consider just the left hyperholomorphic Cauchy kernel since for the right hyperholomorphic Cauchy kernel computations are similar.

Theorem 12.5.1 (Structure of the slice $\mathcal{D}$-kernels $S_{\mathcal{D}, L}^{-1}$ and $S_{\mathcal{D}, R}^{-1}$ ). Let $s, x \in \mathbb{R}^{6}$ be such that $x \notin[s]$, then

$$
\begin{equation*}
S_{\mathcal{D}, L}^{-1}(s, x):=\mathcal{D}\left(S_{L}^{-1}(s, x)\right)=-4 \mathcal{Q}_{c, s}(x)^{-1} \tag{12.14}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\mathcal{D}, R}^{-1}(s, x):=\left(S_{R}^{-1}(s, x)\right) \mathcal{D}=-4 \mathcal{Q}_{c, s}(x)^{-1} . \tag{12.15}
\end{equation*}
$$

We denote by $S_{\mathcal{D}, L}^{-1}$ and $S_{\mathcal{D}, R}^{-1}$ the left and the right slice $\mathcal{D}$-kernels.
Proof. We compute the following derivatives

$$
\begin{equation*}
\frac{\partial}{\partial x_{0}} S_{L}^{-1}(s, x)=-\mathcal{Q}_{c, s}(x)^{-1}+2(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}\left(s-x_{0}\right), \tag{12.16}
\end{equation*}
$$

and, for $1 \leq i \leq 5$, we get

$$
\begin{equation*}
\frac{\partial}{\partial x_{i}} S_{L}^{-1}(s, x)=e_{i} \mathcal{Q}_{c, s}(x)^{-1}-2 x_{i}(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2} \tag{12.17}
\end{equation*}
$$
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Finally, we have

$$
\begin{aligned}
\mathcal{D}\left(S_{L}^{-1}(s, x)\right)= & \frac{\partial}{\partial x_{0}} S_{L}^{-1}(s, x)+\sum_{i=1}^{5} e_{i} \frac{\partial}{\partial x_{i}} S_{L}^{-1}(s, x) \\
= & -\mathcal{Q}_{c, s}(x)^{-1}-2 x_{0}(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}+2(s-\bar{x}) s \mathcal{Q}_{c, s}(x)^{-2} \\
& -5 \mathcal{Q}_{c, s}(x)^{-1}-2 \underline{x}(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2} \\
= & -6 \mathcal{Q}_{c, s}(x)^{-1}-2 x(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}+2(s-\bar{x}) s \mathcal{Q}_{c, s}(x)^{-2} \\
= & -6 \mathcal{Q}_{c, s}(x)^{-1}+2\left(s^{2}-\bar{x} s-x s+|x|^{2}\right) \mathcal{Q}_{c, s}(x)^{-2} \\
= & -4 \mathcal{Q}_{c, s}(x)^{-1} .
\end{aligned}
$$

Now, we apply the Laplacian of $\mathbb{R}^{6}$, i.e.,

$$
\Delta:=\sum_{i=0}^{5} \frac{\partial^{2}}{\partial x_{i}^{2}},
$$

to the slice hyperholomorphic Cauchy kernel
Theorem 12.5.2 (Structure of the slice $\Delta$-kernels $S_{\Delta, L}^{-1}$ and $S_{\Delta, R}^{-1}$ ). Let $s, x \in \mathbb{R}^{6}$ be such that $x \notin[s]$, then

$$
\begin{equation*}
S_{\Delta, L}^{-1}(s, x):=\Delta S_{L}^{-1}(s, x)=-8 S_{L}^{-1}(s, x) \mathcal{Q}_{c, s}(x)^{-1} \tag{12.18}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\Delta, R}^{-1}(s, x):=\Delta S_{R}^{-1}(s, x)=-8 \mathcal{Q}_{c, s}(x)^{-1} S_{R}^{-1}(s, x) \tag{12.19}
\end{equation*}
$$

We denote by $S_{\Delta, L}^{-1}$ and $S_{\Delta, R}^{-1}$ the left and the right slice $\Delta$-kernels.
Proof. By formula (12.16) we get

$$
\begin{aligned}
\frac{\partial^{2}}{\partial x_{0}^{2}} S_{L}^{-1}(s, x)= & \left(-2 s+2 x_{0}\right) \mathcal{Q}_{c, s}(x)^{-2}+\left(2 x_{0}-2 s\right) \mathcal{Q}_{c, s}(x)^{-2} \\
& -2(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}+8(s-\bar{x})\left(x_{0}-s\right)^{2} \mathcal{Q}_{c, s}(x)^{-3}
\end{aligned}
$$

By formula (12.17), for $1 \leq i \leq 5$, we obtain

$$
\begin{aligned}
\frac{\partial}{\partial x_{i}^{2}} S_{L}^{-1}(s, x)= & -2 x_{i} e_{i} \mathcal{Q}_{c, s}(x)^{-2}-2 x_{i} e_{i} \mathcal{Q}_{c, s}(x)^{-2} \\
& -2(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}+8(s-\bar{x}) x_{i}^{2} \mathcal{Q}_{c, s}(x)^{-3}
\end{aligned}
$$

### 12.5. Integral representation of the functions of the fine structure spaces

Finally, we get

$$
\begin{aligned}
\Delta S_{L}^{-1}(s, x)= & \frac{\partial^{2}}{\partial x_{0}^{2}} S_{L}^{-1}(s, x)+\sum_{i=1}^{5} \frac{\partial^{2}}{\partial x_{i}^{2}} S_{L}^{-1}(s, x) \\
= & 4\left(x_{0}-s\right) \mathcal{Q}_{c, s}(x)^{-2}-2(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}+8(s-\bar{x})\left(x_{0}-s\right)^{2} \mathcal{Q}_{c, s}(x)^{-3} \\
& -4 \underline{x} \mathcal{Q}_{c, s}(x)^{-2}-10(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}+8|\underline{x}|^{2}(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-3} \\
= & -4\left(s-x_{0}+\underline{x}\right) \mathcal{Q}_{c, s}(x)^{-2}-12(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}+ \\
& +8(s-\bar{x})\left[\left(x_{0}-s\right)^{2}+\mid \underline{x}^{2}\right] \mathcal{Q}_{c, s}(x)^{-3} \\
= & -16(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}+8(s-\bar{x})\left(x_{0}^{2}+s^{2}-2 x_{0} s+|\underline{x}|^{2}\right) \mathcal{Q}_{c, s}(x)^{-3} \\
= & -8(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2} \\
= & -8 S_{L}^{-1}(s, x) \mathcal{Q}_{c, s}(x)^{-1} .
\end{aligned}
$$

Theorem 12.5.3 (Structure of the slice $\Delta \mathcal{D}$-kernels $S_{\Delta \mathcal{D}, L}^{-1}$ and $S_{\Delta \mathcal{D}, R}^{-1}$ ). Let $x, s \in \mathbb{R}^{6}$ be such that $x \notin[s]$, then

$$
\begin{equation*}
S_{\Delta \mathcal{D}, L}^{-1}(s, x):=\Delta \mathcal{D}\left(S_{L}^{-1}(s, x)\right)=16 \mathcal{Q}_{c, s}(x)^{-2} \tag{12.20}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\Delta \mathcal{D}, R}^{-1}(s, x):=\left(S_{R}^{-1}(s, x)\right) \mathcal{D} \Delta=16 \mathcal{Q}_{c, s}(x)^{-2} . \tag{12.21}
\end{equation*}
$$

We denote by $S_{\Delta \mathcal{D}, L}^{-1}$ and $S_{\Delta \mathcal{D}, R}^{-1}$ the left and the right slice $\Delta \mathcal{D}$-kernels.
Proof. In order to show formula (12.20) it is enough to apply the Dirac operator to (12.18). Thus, we have

$$
\frac{\partial}{\partial x_{0}}\left(\Delta S_{L}^{-1}(s, x)\right)=-8\left[-\mathcal{Q}_{c, s}(x)^{-2}-2(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-3}\left(2 x_{0}-2 s\right)\right] .
$$

For $1 \leq i \leq 5$, we have

$$
\frac{\partial}{\partial x_{i}}\left(\Delta S_{L}^{-1}(s, x)\right)=-8\left[e_{i} \mathcal{Q}_{c, s}(x)^{-2}-4(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-3} x_{i}\right]
$$
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Finally by formula (7.48), with $n=5$, we have

$$
\begin{aligned}
\mathcal{D} \Delta S_{L}^{-1}(s, x) & =\frac{\partial}{\partial x_{0}}\left(\Delta S_{L}^{-1}(s, x)\right)+\sum_{i=1}^{5} e_{i} \frac{\partial}{\partial x_{i}}\left(\Delta S_{L}^{-1}(s, x)\right) \\
& =-8\left[-6 \mathcal{Q}_{c, s}(x)^{-2}+\frac{4}{\gamma_{5}} F_{L}^{5}(s, x)\left(s-x_{0}\right)-\frac{4}{\gamma_{5}} \underline{x} F_{L}^{5}(s, x)\right] \\
& =-8\left[-6 \mathcal{Q}_{c, s}(x)^{-2}+\frac{4}{\gamma_{5}}\left(F_{L}^{5}(s, x) s-x F_{L}^{5}(s, x)\right)\right] \\
& =-8\left(-6 \mathcal{Q}_{c, s}(x)^{-2}+4 \mathcal{Q}_{c, s}(x)^{-2}\right) \\
& =16 \mathcal{Q}_{c, s}(x)^{-2} .
\end{aligned}
$$

Formula (12.21) follows with similar reasoning.

Theorem 12.5.4 (Structure of the slice $\overline{\mathcal{D}}$-kernels $S_{\overline{\mathcal{D}}, L}^{-1}$ and $S_{\overline{\mathcal{D}}, R}^{-1}$ ). Let $x$, $s \in \mathbb{R}^{6}$ be such that $x \notin[s]$, then

$$
\begin{align*}
S_{\overline{\mathcal{D}}, L}^{-1}(s, x) & :=\overline{\mathcal{D}}\left(S_{L}^{-1}(s, x)\right)  \tag{12.22}\\
& =4(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}\left(s-x_{0}\right)+2 \mathcal{Q}_{c, s}(x)^{-1}
\end{align*}
$$

and

$$
\begin{align*}
S_{\overline{\mathcal{D}}, R}^{-1}(s, x) & :=\left(S_{R}^{-1}(s, x)\right) \overline{\mathcal{D}}  \tag{12.23}\\
& =4\left(s-x_{0}\right) \mathcal{Q}_{c, s}(x)^{-2}(s-\bar{x})+2 \mathcal{Q}_{c, s}(x)^{-1}
\end{align*}
$$

We denote by $S_{\overline{\mathcal{D}}, L}^{-1}$ and $S_{\overline{\mathcal{D}}, R}^{-1}$ the left and the right slice $\overline{\mathcal{D}}$-kernels.

Proof. By the relations (12.16) and (12.17) and using the fact that $2 x_{0}=$

### 12.5. Integral representation of the functions of the fine structure spaces

$x+\bar{x}$, we have that

$$
\begin{aligned}
\overline{\mathcal{D}}\left(S_{L}^{-1}(s, x)\right)= & \frac{\partial}{\partial x_{0}}\left(S_{L}^{-1}(s, x)\right)-\sum_{i=1}^{5} e_{i} \frac{\partial}{\partial x_{i}}\left(S_{L}^{-1}(s, x)\right) \\
= & -\mathcal{Q}_{c, s}(x)(x)^{-1}+5 \mathcal{Q}_{c, s}(x)(x)^{-1}+2(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}\left(s-x_{0}\right) \\
& +2 \underline{x}(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2} \\
= & 4 \mathcal{Q}_{c, s}(x)^{-1}+2((s-\bar{x}) s-\bar{x}(s-\bar{x})) \mathcal{Q}_{c, s}(x)^{-2} \\
= & 4 \mathcal{Q}_{c, s}(x) \mathcal{Q}_{c, s}(x)^{-2}+2((s-\bar{x}) s-\bar{x}(s-\bar{x})) \mathcal{Q}_{c, s}(x)^{-2} \\
= & \left(6 s^{2}-8 s x_{0}+4|x|^{2}-4 \bar{x} s+2 \bar{x}^{2}\right) \mathcal{Q}_{c, s}(x)^{-2} \\
= & \left(6 s^{2}-4 \bar{x} s-4 x s+4|x|^{2}-4 \bar{x} s+2 \bar{x}^{2}\right) \mathcal{Q}_{c, s}(x)^{-2} \\
= & {\left[4\left(s^{2}-\bar{x} s\right)-2\left(\bar{x} s+x s-|x|^{2}-\bar{x}^{2}\right)\right.} \\
& \left.+2\left(s^{2}-\bar{x} s+|x|^{2}-x s\right)\right] \mathcal{Q}_{c, s}(x)^{-2} \\
= & 4(s-\bar{x}) s \mathcal{Q}_{c, s}(x)^{-2}-4 x_{0}(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2} \\
& +2((s-\bar{x}) s+x(\bar{x}-s)) \mathcal{Q}_{c, s}(x)^{-2} \\
= & 4(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}\left(s-x_{0}\right)+2 \mathcal{Q}_{c, s}(x)^{-1} .
\end{aligned}
$$

Theorem 12.5.5 (Structure of the slice $\overline{\mathcal{D}}^{2}$-kernels $S_{\overline{\mathcal{D}}^{2}, L}^{-1}$ and $S_{\overline{\mathcal{D}}^{2}, R}^{-1}$ ). Let $x, s \in \mathbb{R}^{6}$ be such that $x \notin[s]$, then

$$
\begin{equation*}
S_{\overline{\mathcal{D}}^{2}, L}^{-1}(s, x):=\overline{\mathcal{D}}^{2}\left(S_{L}^{-1}(s, x)\right)=32(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-3}\left(s-x_{0}\right)^{2} \tag{12.24}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\overline{\mathcal{D}}^{2}, R}^{-1}(s, x):=\left(S_{R}^{-1}(s, x)\right) \overline{\mathcal{D}}^{2}=32\left(s-x_{0}\right)^{2} \mathcal{Q}_{c, s}(x)^{-3}(s-\bar{x}) . \tag{12.25}
\end{equation*}
$$

We denote by $S_{\overline{\mathcal{D}}^{2}, L}^{-1}$ and $S_{\overline{\mathcal{D}}^{2}, R}^{-1}$ the left and the right slice $\overline{\mathcal{D}}^{2}$-kernels.
Proof. It is useful to compute $\overline{\mathcal{D}}\left((s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}\right)$. By the relations:

$$
\frac{\partial}{\partial x_{0}}\left((s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}\right)=-\mathcal{Q}_{c, s}(x)^{-2}-2(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-3}\left(-2 s+2 x_{0}\right)
$$

and

$$
\frac{\partial}{\partial x_{i}}\left((s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}\right)=e_{i} \mathcal{Q}_{c, s}(x)^{-2}-4(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-3}\left(x_{i}\right),
$$
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we have

$$
\begin{align*}
\overline{\mathcal{D}}\left((s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}\right) & =\frac{\partial}{\partial_{x_{0}}}\left((s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}\right)-\sum_{i=1}^{5} e_{i} \frac{\partial}{\partial_{x_{i}}}\left((s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}\right) \\
& =4 \mathcal{Q}_{c, s}(x)^{-2}+4((s-\bar{x}) s-\bar{x}(s-\bar{x})) \mathcal{Q}_{c, s}(x)^{-3} \\
& =4 \mathcal{Q}_{c, s}(x) \mathcal{Q}_{c, s}(x)^{-3}+4((s-\bar{x}) s-\bar{x}(s-\bar{x})) \mathcal{Q}_{c, s}(x)^{-3} \\
& =\left(8 s^{2}-8 s x_{0}+4|x|^{2}-8 \bar{x} s+4 \bar{x}^{2}\right) \mathcal{Q}_{c, s}(x)^{-3} \\
& =\left(8 s^{2}-8 \bar{x} s\right) \mathcal{Q}_{c, s}(x)^{-3}-\left(8 x_{0} s-8 x_{0} \bar{x}\right) \mathcal{Q}_{c, s}(x)^{-3} \\
& =8(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-3}\left(s-x_{0}\right), \tag{12.26}
\end{align*}
$$

where in the fourth equality we used $|x|^{2}+\bar{x}^{2}=2 x_{0} \bar{x}$. Now, using formula (12.22) and Leibnitz formula for $\overline{\mathcal{D}}$, we can compute $\overline{\mathcal{D}}^{2}\left(S_{L}^{-1}(s, x)\right)$ :

$$
\begin{aligned}
\overline{\mathcal{D}}^{2} & \left(S_{L}^{-1}(s, x)\right)=\overline{\mathcal{D}}\left[4(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}\left(s-x_{0}\right)+2 \mathcal{Q}_{c, s}(x)^{-1}\right] \\
= & 4 \overline{\mathcal{D}}\left[(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}\right]\left(s-x_{0}\right)-4(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}+2 \overline{\mathcal{D}}\left[\mathcal{Q}_{c, s}(x)^{-1}\right] \\
= & 4\left(8(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-3} s-8(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-3} x_{0}\right)\left(s-x_{0}\right) \\
& -4(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}+4(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2} \\
= & 32(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-3}\left(s-x_{0}\right)^{2} .
\end{aligned}
$$

Theorem 12.5.6 (Structure of the slice $\mathcal{D}^{2}$-kernels $S_{\mathcal{D}^{2}, L}^{-1}$ and $S_{\mathcal{D}^{2}, R}^{-1}$ ). Let $x, s \in \mathbb{R}^{6}$ be such that $x \notin[s]$, then

$$
\begin{equation*}
S_{\mathcal{D}^{2}, L}^{-1}(s, x):=\mathcal{D}^{2}\left(S_{L}^{-1}(s, x)\right)=8 S_{L}^{-1}(s, \bar{x}) \mathcal{Q}_{c, s}(x)^{-1} \tag{12.27}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\mathcal{D}^{2}, R}^{-1}(s, x):=\left(S_{R}^{-1}(s, x)\right) \mathcal{D}^{2}=8 \mathcal{Q}_{c, s}(x)^{-1} S_{R}^{-1}(s, \bar{x}) \tag{12.28}
\end{equation*}
$$

We denote by $S_{\mathcal{D}^{2}, L}^{-1}$ and $S_{\mathcal{D}^{2}, R}^{-1}$ the left and the right slice $\mathcal{D}^{2}$-kernels.
Proof. By (12.14) and relations (12.16) and (12.17), we have that

$$
\begin{aligned}
\mathcal{D}^{2}\left(S_{L}^{-1}(s, x)\right) & =-4 \mathcal{D}\left(\mathcal{Q}_{c, s}(x)^{-1}\right) \\
& =-4\left(2 s-2 x_{0}-2 \sum_{i=1}^{5} e_{i} x_{i}\right) \mathcal{Q}_{c, s}(x)^{-2} \\
& =8(x-s) \mathcal{Q}_{c, s}(x)^{-2}
\end{aligned}
$$
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12.5. Integral representation of the functions of the fine structure spaces

Theorem 12.5.7 (Structure of the slice $\Delta \overline{\mathcal{D}}$-kernels $S_{\Delta \overline{\mathcal{D}}, L}^{-1}$ and $S_{\Delta \overline{\mathcal{D}}, R}^{-1}$ ). Let $x, s \in \mathbb{R}^{6}$ be such that $x \notin[s]$, then

$$
\begin{equation*}
S_{\Delta \overline{\mathcal{D}}, L}^{-1}(s, x):=\Delta \overline{\mathcal{D}}\left(S_{L}^{-1}(s, x)\right)=-64(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-3}\left(s-x_{0}\right) \tag{12.29}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\Delta \overline{\mathcal{D}}, R}^{-1}(s, x):=\left(S_{R}^{-1}(s, x)\right) \Delta \overline{\mathcal{D}}=-64\left(s-x_{0}\right) \mathcal{Q}_{c, s}(x)^{-3}(s-\bar{x}) . \tag{12.30}
\end{equation*}
$$

We denote by $S_{\Delta \overline{\mathcal{D}}, L}^{-1}$ and $S_{\Delta \overline{\mathcal{D}}, R}^{-1}$ the left and the right slice $\Delta \overline{\mathcal{D}}$-kernels. Proof. We show only formula (12.29) because it is possible to prove formula (12.30) with similar arguments. By formulas (12.18) and (12.26), we have that
$\Delta \overline{\mathcal{D}}\left(S_{L}^{-1}(s, x)\right)=-8 \overline{\mathcal{D}}\left((s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-2}\right)=-64(s-\bar{x}) \mathcal{Q}_{c, s}(x)^{-3}\left(s-x_{0}\right)$.

Now, we study the regularity of the previous kernels.
Proposition 12.5.8. Let $x, s \in \mathbb{R}^{6}$ be such that $x \notin[s]$. We have that

1. $S_{\Delta^{1-\ell} \ell_{, L}}^{-1}(s, x)\left(\right.$ resp. $\left.S_{\Delta^{1-\ell} \mathcal{D}, R}^{-1}(s, x)\right)$ is slice right (resp. left) hyperholomorphic in $s$ and it is $\ell+1$-harmonic in $x$ for $0 \leq \ell \leq 1$;
2. $S_{\Delta . L}^{-1}(s, x)$ (resp. $\left.S_{\Delta . R}^{-1}(s, x)\right)$ is slice right (resp. left) hyperholomorphic in $s$ and it is left (resp. right) holomorphic Cliffordian of order 1 in $x$;
3. $S_{\overline{\mathcal{D}}, L}^{-1}(s, x)$ (resp. $\left.S_{\overline{\mathcal{D}}, R}^{-1}(s, x)\right)$ is slice right (resp. left) hyperholomorphic in $s$ and it is left (resp. right) polyanalytic Cliffordian of order $(1,2)$ in $x$;
4. $S_{\Delta^{e} \overline{\mathcal{D}}^{2-l}, L}^{-1}(s, x)\left(\right.$ resp. $\left.S_{\Delta^{e} \overline{\mathcal{D}}^{2-l}, R}^{-1}(s, x)\right)$ is slice right (resp. left) hyperholomorphic in s and it is left (resp. right) polyanalytic of order $3-\ell$ in $x$ for $0 \leq \ell \leq 1$;
5. $S_{\mathcal{D}^{2}, L}^{-1}(s, x)$ (resp. $\left.S_{\mathcal{D}^{2}, R}^{-1}(s, x)\right)$ is slice right (resp. left) hyperholomorphic in $s$ and it is left (resp. right) anti-holomorphic Cliffordian of order 1 in $x$.
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Proof. We prove the regularity for the left kernels since for the right kernels the arguments are similar. The right slice hyperholomorphicity in $s$ of the left kernels is due to the fact that each kernel can be written as a left combination of intrinsic slice hyperholomorphic functions in $s: \mathcal{Q}_{c, s}(x)^{-m}$, $s \mathcal{Q}_{c, s}(x)^{-m}, s^{2} \mathcal{Q}_{c, s}(x)^{-m}$ and $s^{3} \mathcal{Q}_{c, s}(x)^{-m}$ for $1 \leq m \leq 3$ (see Theorems from 12.5.1 to 12.5.7).

As the operators $\mathcal{D}, \overline{\mathcal{D}}$ and $\Delta$ can be commuted, we have:

1. $\Delta^{\ell+1}\left(S_{\Delta^{1-\ell} \mathcal{D}}^{-1}(s, x)\right)=\Delta^{\ell+1}\left(\Delta^{1-\ell} \mathcal{D}\left(S_{L}^{-1}(s, x)\right)\right)=\mathcal{D} \Delta^{2}\left(S_{L}^{-1}(s, x)\right)=$ $\mathcal{D} F_{L}^{5}(s, x)=0$, wich implies $S_{\Delta^{1-\ell \mathcal{D}, L}}^{-1}(s, x)$ is $\ell+1$-harmonic in $x$ for $0 \leq \ell \leq 1$;
2. $\Delta \mathcal{D}\left(S_{\Delta, L}^{-1}(s, x)\right)=\Delta \mathcal{D}\left(\Delta\left(S_{L}^{-1}(s, x)\right)\right)=\mathcal{D} \Delta^{2}\left(S_{L}^{-1}(s, x)\right)=\mathcal{D} F_{L}^{5}(s, x)=$ 0 , wich implies $S_{\Delta, L}^{-1}(s, x)$ is holomorphic Cliffordian of order 1 in $x$;
3. $\Delta \mathcal{D}^{2}\left(S_{\overline{\mathcal{D}}, L}^{-1}(s, x)\right)=\Delta \mathcal{D}^{2}\left(\overline{\mathcal{D}}\left(S_{L}^{-1}(s, x)\right)\right)=\mathcal{D} \Delta^{2}\left(S_{L}^{-1}(s, x)\right)=\mathcal{D} F_{L}^{5}(s, x)=$ 0 , wich implies $S_{\overline{\mathcal{D}}, L}^{-1}(s, x)$ is polyanalytic Cliffordian of order $(1,2)$ in $x$;
4. $\mathcal{D}^{3-\ell}\left(S_{\Delta^{\ell} \overline{\mathcal{D}}^{2-l}, L}^{-1}(s, x)\right)=\mathcal{D}^{3-\ell}\left(\Delta^{\ell} \overline{\mathcal{D}}^{2-l}\left(S_{L}^{-1}(s, x)\right)\right)=\mathcal{D} \Delta^{2}\left(S_{L}^{-1}(s, x)\right)=$ $\mathcal{D} F_{L}^{5}(s, x)=0$, wich implies $S_{\Delta^{\ell} \overline{\mathcal{D}}^{2-l}, L}^{-1}(s, x)$ is polyanalytic of order $3-\ell$ in $x$ for $0 \leq \ell \leq 1$;
5. $\Delta \overline{\mathcal{D}}\left(S_{\mathcal{D}^{2}, L}^{-1}(s, x)\right)=\Delta \overline{\mathcal{D}}\left(\mathcal{D}^{2}\left(S_{L}^{-1}(s, x)\right)\right)=\mathcal{D} \Delta^{2}\left(S_{L}^{-1}(s, x)\right)=\mathcal{D} F_{L}^{5}(s, x)=$ 0 , wich implies $S_{\mathcal{D}^{2}, L}^{-1}(s, x)$ is anti-holomorphic Cliffordian of order 1 in $x$.

Remark 12.5.9. We can write the formulas of left and right slice kernels in Theorem 12.5 .1 up to Theorem 12.5 .7 in terms of the $F$-kernels. By using formula (7.45) and (7.46) we have

$$
\begin{aligned}
S_{\mathcal{D}, L}^{-1}(s, x)= & -\frac{1}{16}\left[F_{5}^{L}(s, x) s^{3}-\left(x+2 x_{0}\right) F_{5}^{L}(s, x) s^{2}+\left(2 x_{0} x+|x|^{2}\right) F_{5}^{L}(s, x) s\right. \\
& \left.-x|x|^{2} F_{5}^{L}(s, x)\right] \\
S_{\mathcal{D}, R}^{-1}(s, x)= & -\frac{1}{16}\left[s^{3} F_{5}^{R}(s, x)-s^{2} F_{5}^{R}(s, x)\left(x+2 x_{0}\right)+s F_{5}^{R}(s, x)\left(2 x_{0} x+|x|^{2}\right)\right. \\
& \left.-F_{5}^{R}(s, x) x|x|^{2}\right]
\end{aligned}
$$

$$
\begin{aligned}
& S_{\Delta, L}^{-1}(s, x)=-\frac{1}{8}\left[F_{5}^{L}(s, x) s^{2}-2 x_{0} F_{5}^{L}(s, x) s+|x|^{2} F_{5}^{L}(s, x)\right] \\
& S_{\Delta, R}^{-1}(s, x)=-\frac{1}{8}\left[s^{2} F_{5}^{R}(s, x)-2 s F_{5}^{R}(s, x) x_{0}+F_{5}^{R}(s, x)|x|^{2}\right], \\
& S_{\Delta \mathcal{D}, L}^{-1}(s, x)=\frac{1}{4}\left[F_{5}^{L}(s, x) s-x F_{5}^{L}(s, x)\right], \\
& S_{\Delta \mathcal{D}, R}^{-1}(s, x)=\frac{1}{4}\left[s F_{5}^{R}(s, x)-F_{5}^{R}(s, x) x\right], \\
& \\
& S_{\overline{\mathcal{D}}, L}^{-1}(s, x)= \frac{1}{32}\left[3 F_{5}^{L}(s, x) s^{3}-\left(8 x_{0}+x\right) F_{5}^{L}(s, x) s^{2}+\left(4 x_{0}^{2}+2 x_{0} x+3|x|^{2}\right) F_{5}^{L}(s, x) s\right. \\
&\left.-\left(x|x|^{2}+2 x_{0}|x|^{2}\right) F_{5}^{L}(s, x)\right], \\
& S_{\overline{\mathcal{D}}, R}^{-1}(s, x)= \frac{1}{32}\left[3 s^{3} F_{5}^{R}(s, x)-s^{2} F_{5}^{R}(s, x)\left(8 x_{0}+x\right)+s F_{5}^{R}(s, x)\left(4 x_{0}^{2}+2 x_{0} x+3|x|^{2}\right)\right. \\
&\left.-F_{5}^{R}(s, x)\left(x|x|^{2}+2 x_{0}|x|^{2}\right)\right],
\end{aligned}
$$

$$
S_{\mathcal{D}^{2}, L}^{-1}(s, x)=-\frac{1}{8}\left[F_{5}^{L}(s, x) s^{2}-2 x F_{5}^{L}(s, x) s+x^{2} F_{5}^{L}(s, x)\right]
$$

$$
S_{\mathcal{D}^{2}, R}^{-1}(s, x)=-\frac{1}{8}\left[s^{2} F_{5}^{R}(s, x)-2 s F_{5}^{R}(s, x) x+F_{5}^{R}(s, x) x^{2}\right],
$$

$$
S_{\overline{\mathcal{D}}^{2}, L}^{-1}(s, x)=\frac{1}{2}\left[F_{5}^{L}(s, x) s^{2}-2 x_{0} F_{5}^{L}(s, x) s+x_{0}^{2} F_{5}^{L}(s, x)\right],
$$

$$
S_{\overline{\mathcal{D}}^{2}, R}^{-1}(s, x)=\frac{1}{2}\left[s^{2} F_{5}^{R}(s, x)-2 s F_{5}^{R}(s, x) x_{0}+F_{5}^{R}(s, x) x_{0}^{2}\right]
$$

$$
\begin{aligned}
S_{\Delta \overline{\mathcal{D}}, L}^{-1}(s, x) & =-F_{5}^{L}(s, x) s+x_{0} F_{5}^{L}(s, x) \\
S_{\Delta \overline{\mathcal{D}}, R}^{-1}(s, x) & =-s F_{5}^{R}(s, x)+F_{5}^{R}(s, x) x_{0}
\end{aligned}
$$

The kernels $S_{\Delta^{e} \overline{\mathcal{D}}^{2}, L}^{-1}(s, x)$ and $S_{\Delta \overline{\mathcal{D}}, L}^{-1}(s, x)$, and the right counterparts, are written in terms of their polyanalytic decomposition.
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### 12.5.1 The integral representation for the fine structure functions spaces

Now, we can give the integral representation for the functions of the fine structure spaces.

Theorem 12.5.10. Let $W \subset \mathbb{R}^{6}$ be an open set. Let $U$ be a slice Cauchy domain such that $\bar{U} \subset W$. Then for $J \in \mathbb{S}^{4}$ and $d s_{J}=d s(-J)$ we have the following integral representation.

- (Integral representation of $\ell$-harmonic functions, $0 \leq \ell \leq 1$ ) If $f \in \mathcal{S H}_{L}(W)$, the function $\tilde{f}_{\ell}(x):=\Delta^{1-\ell} \mathcal{D} f(x)$ is $\ell+1$-harmonic for $0 \leq \ell \leq 1$ and it admits the following integral representation

$$
\tilde{f}_{\ell}(x)=\frac{1}{2 \pi} \int_{\partial\left(U \cap C_{J}\right)} S_{\Delta^{1-\ell} \mathcal{D}, L}^{-1}(s, x) d s_{J} f(s)
$$

If $f \in \mathcal{S H}_{R}(W)$, the function $\tilde{f}_{\ell}(x):=f(x) \Delta^{1-\ell} \mathcal{D}$ is $\ell+1$-harmonic for $0 \leq \ell \leq 1$ and it admits the following integral representation

$$
\tilde{f}_{\ell}(x)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} S_{\Delta^{1-\ell}}^{-1}, R .
$$

- (Integral representation of holomorphic Cliffordian functions of order 1) If $f \in \mathcal{S H}_{L}(W)$, the function $f^{\circ}(x):=\Delta f(x)$ is left holomorphic Cliffordian of order 1 and it admits the following integral representation

$$
f^{\circ}(x)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} S_{\Delta, L}^{-1}(s, x) d s_{J} f(s) .
$$

If $f \in \mathcal{S H}_{R}(W)$, the function $f^{\circ}(x):=\Delta f(x)$ is right holomorphic Cliffordian of order 1 and it admits the following integral representation

$$
f^{\circ}(x)=\frac{1}{2 \pi} \int_{\partial\left(U \cap C_{J}\right)} f(s) d s_{J} S_{\Delta, R}^{-1}(s, x) .
$$

- (Integral representation of polyanalytic Cliffordian functions of order (1,2)) If $f \in \mathcal{S H}_{L}(W)$, the function $\breve{f}^{\circ}(x):=\overline{\mathcal{D}} f(x)$ is left polyanalytic Cliffordian of order $(1,2)$ and it admits the following integral representation

$$
\breve{f}^{\circ}(x)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} S_{\overline{\mathcal{D}}, L}^{-1}(s, x) d s_{J} f(s) .
$$

If $f \in \mathcal{S H}_{R}(W)$, the function $\breve{f}^{\circ}(x):=\Delta f(x)$ is right polyanalytic Cliffordian of order $(1,2)$ and it admits the following integral representation

$$
\breve{f}^{\circ}(x)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} S_{\overline{\mathrm{D}}, R}^{-1}(s, x) .
$$

- (Integral representation of polyanalytic functions of order $3-\ell$, $0 \leq \ell \leq 1$ ) If $f \in \mathcal{S H}(W)$, the function $\breve{f}_{\ell}(x):=\Delta^{\ell} \overline{\mathcal{D}}^{2-\ell} f(x)$ is left polyanalytic of order $3-\ell$ for $0 \leq \ell \leq 1$ and it admits the following integral representation

$$
\breve{f}_{\ell}(x)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} S_{\Delta^{\ell} \overline{\mathcal{D}}^{2-\ell}, L}^{-1}(s, x) d s_{J} f(s) .
$$

If $f \in \mathcal{S} \mathcal{H}_{R}(W)$, the function $\breve{f}_{\ell}(x):=f(x) \Delta^{\ell} \overline{\mathcal{D}}^{2-l}$ is right polyanalytic of order $3-\ell$ for $0 \leq \ell \leq 1$ and it admits the following integral representation

$$
\breve{f}_{\ell}(x)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} S_{\Delta^{\ell} \overline{\mathcal{D}}^{2-l}, R}^{-1}(s, x) .
$$

- (Integral representation of anti-holomorphic Cliffordian functions of order 1) If $f \in \mathcal{S H}_{L}(W)$, the function $f_{0}(x):=\mathcal{D}^{2} f(x)$ is left antiholomorphic Cliffordian of order 1 and it admits the following integral representation

$$
f_{\circ}(x)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} S_{\mathcal{D}^{2}, L}^{-1}(s, x) d s_{J} f(s) .
$$

If $f \in \mathcal{S H}_{R}(W)$, the function $f_{0}(x):=f(x) \mathcal{D}^{2}$ is right anti-holomorphic Cliffordian of order 1 and it admits the following integral representation

$$
f_{\circ}(x)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} S_{\mathcal{D}^{2}, R}^{-1}(s, x) .
$$

Moreover, the integrals do not depend on $U$ nor on the imaginary unit $J \in$ $\mathbb{S}^{4}$.

Proof. We prove the integral representation for the $\ell+1$-harmonic functions starting from a left slice hyperholomorphic functions since the other cases can be proved with similar arguments. We start by using the Cauchy
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formula. By Theorem 12.5.1 and Theorem 12.5.3, we have for $0 \leq \ell \leq 1$

$$
\begin{aligned}
\tilde{f}_{\ell}(x) & =\Delta^{1-\ell} \mathcal{D} f(x) \\
& =\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} \Delta^{1-\ell} \mathcal{D} S_{L}^{-1}(s, x) d s_{I} f(s) \\
& =\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} S_{\Delta^{1-\ell} \mathcal{D}, L}^{-1}(s, x) d s_{I} f(s) .
\end{aligned}
$$

By Proposition 7.4.4 the function $\tilde{f}_{\ell}(x)$ is $\ell+1$-harmonic.

### 12.6 Series expansion of the kernels of the fine structures spaces

In this section our aim is to write the kernel of the previous integral theorem in terms of convergent series of $x$ and $\bar{x}$. In order to do this we need to investigate the application of the operators $\mathcal{D}, \Delta, \Delta \mathcal{D}, \overline{\mathcal{D}}, \overline{\mathcal{D}}^{2}, \mathcal{D}^{2}$ and $\Delta \overline{\mathcal{D}}$ to the monomial $x^{m}$, with $m \in \mathbb{N}$. We already know that:

Lemma 12.6.1. [23] Lemma 1] For $m \geq 1$ we have

$$
\begin{equation*}
\mathcal{D}\left(x^{m}\right)=\left(x^{m}\right) \mathcal{D}=-4 \sum_{k=0}^{m-1} \bar{x}^{m-k-1} x^{k}=-4 \sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1} . \tag{12.31}
\end{equation*}
$$

We will use the following well-known equality

$$
\begin{equation*}
\Delta(x f(x))=x \Delta f(x)+2 \mathcal{D} f(x) \tag{12.32}
\end{equation*}
$$

for any $x \in \mathbb{R}^{6}$ and for any $\mathcal{C}^{2}$ function $f$.
Proposition 12.6.2. Let $x \in \mathbb{R}^{6}$ and $m \geq 2$. Then we have

$$
\begin{equation*}
\Delta x^{m}=-8 \sum_{k=1}^{m-1}(m-k) x^{m-k-1} \bar{x}^{k-1}=-8 \sum_{k=1}^{m-1} k x^{k-1} \bar{x}^{m-k-1} \tag{12.33}
\end{equation*}
$$

Proof. The proof is by induction on $m$. For $m=2$ and $x=x_{0}+\sum_{i=1}^{5} e_{i} x_{i}=$ $x_{0}+\underline{x}$ we have

$$
\Delta x^{2}=\Delta\left(x_{0}^{2}+2 x_{0} \underline{x}-|\underline{x}|^{2}\right)=-8 .
$$

Let us suppose that the statement is true for $m$, we want to prove it for
$m+1$. Then, we have

$$
\begin{aligned}
\Delta x^{m+1} & =\Delta\left(x^{m} x\right)=2 \mathcal{D}\left(x^{m}\right)+x \Delta x^{m} \\
& =-8 \sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}-8 \sum_{k=1}^{m-1}(m-k) x^{m-k} \bar{x}^{k-1} \\
& =-8 \sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}-8 \sum_{k=1}^{m}(m-k) x^{m-k} \bar{x}^{k-1} \\
& =-8 \sum_{k=1}^{m}(m-k+1) x^{m-k} \bar{x}^{k-1},
\end{aligned}
$$

where the first equality is an application of formula (12.32) and the second equality is consequence of the inductive hypothesis and formula (12.31). The second equality follows by rearranging the indexes.

Proposition 12.6.3. Let $x \in \mathbb{R}^{6}$, for $m \geq 2$ we have

$$
\mathcal{D}^{2}\left(x^{m}\right)=\left(x^{m}\right) \mathcal{D}^{2}=-8 \sum_{k=1}^{m-1} k x^{m-k-1} \bar{x}^{k-1}
$$

Proof. We show the result by induction on $m$. For $m=2$, we have by formula (12.31) that

$$
\mathcal{D}^{2}\left(x^{2}\right)=\mathcal{D}^{2}\left(x_{0}^{2}+2 x_{0} \underline{x}-|\underline{x}|^{2}\right)=-8 \mathcal{D}\left(x_{0}\right)=-8 .
$$

We suppose the statement is true for $m$ and we prove it for $m+1$. First we observe that

$$
x^{m+1}=x^{m}(\bar{x}+x)-x^{m-1}|x|^{2} .
$$

Thus, by the Leibniz formula for the Dirac operator and the fact that $\mathcal{D}|x|^{2}=$ $2 x$ we get

$$
\begin{aligned}
\mathcal{D}\left(x^{m+1}\right) & =\mathcal{D}\left(x^{m}(\bar{x}+x)\right)-\mathcal{D}\left(x^{m-1}|x|^{2}\right) \\
& =\mathcal{D}\left(x^{m}\right)(\bar{x}+x)+2 x^{m}-\mathcal{D}\left(x^{m-1}\right)|x|^{2}-2 x^{m} \\
& =\mathcal{D}\left(x^{m}\right)(\bar{x}+x)-\mathcal{D}\left(x^{m-1}\right)|x|^{2} .
\end{aligned}
$$

By using another time the Leibniz formula and the inductive hypothesis we
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$$
\begin{aligned}
& \mathcal{D}^{2}\left(x^{m+1}\right)=\mathcal{D}\left(\mathcal{D}\left(x^{m}\right)(\bar{x}+x)-\mathcal{D}\left(x^{m-1}\right)|x|^{2}\right) \\
& =\left(\mathcal{D}^{2} x^{m}\right)(x+\bar{x})+2 \mathcal{D} x^{m}-\mathcal{D}^{2}\left(x^{m-1}\right)|x|^{2}-2 x \mathcal{D}\left(x^{m-1}\right) \\
& =-8 \sum_{k=1}^{m-1} k x^{m-k} \bar{x}^{k-1}-8 \sum_{k=1}^{m-1} k x^{m-k-1} \bar{x}^{k}-8 \sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1} \\
& \quad+8 \sum_{k=1}^{m-2} k x^{m-k-1} \bar{x}^{k}+8 \sum_{k=1}^{m-1} x^{m-k} \bar{x}^{k-1} \\
& =-8 \sum_{k=1}^{m-1} k x^{m-k} \bar{x}^{k-1}-8(m-1) \bar{x}^{n-1}-8 \bar{x}^{m-1} \\
& =-8 \sum_{k=1}^{m} k x^{m-k} \bar{x}^{k-1} .
\end{aligned}
$$

Finally since $\mathcal{D}\left(x^{m}\right)=\left(x^{m}\right) \mathcal{D}$ we get

$$
\left(x^{m}\right) \mathcal{D}^{2}=\left(\left(x^{m}\right) \mathcal{D}\right) \mathcal{D}=\mathcal{D}\left(x^{m}\right) \mathcal{D}=\mathcal{D}^{2}\left(x^{m}\right)
$$

Now, we need some preliminaries results to get a formula for $\Delta \mathcal{D} x^{m}$.
Lemma 12.6.4. Let $f: \mathbb{R}^{n+1} \rightarrow \mathbb{R}_{n}$ then

$$
\overline{\Delta f(x)}=\Delta \bar{f}(x)
$$

Proof. We know that we can write $f(x)=\sum_{A \subset\{1, \ldots, n\}} e_{A} f_{A}$, thus we have

$$
\begin{aligned}
\overline{\Delta f(x)} & =\sum_{A \subset\{1, \ldots, n\}} e_{A} \Delta f_{A}\left(x_{A}\right) \\
& =\sum_{A \subset\{1, \ldots, n\}} \bar{e}_{A} \Delta f_{A}\left(x_{A}\right) \\
& =\Delta\left(\sum_{A \subset\{1, \ldots, n\}} \bar{e}_{A} f_{A}\left(x_{A}\right)\right) \\
& =\Delta \bar{f}(x)
\end{aligned}
$$

Corollary 12.6.5. Let $m \geq 2$. Then for $x \in \mathbb{R}^{6}$ we have

$$
\begin{equation*}
\overline{\Delta x^{m}}=\Delta \bar{x}^{m} \tag{12.34}
\end{equation*}
$$

Proof. If we consider $n=5$ and $f(x)=x^{m}$ in Lemma 12.6.4, we get the statement.

Corollary 12.6.6. Let $m \geq 2$. Then for any $x \in \mathbb{R}^{6}$ we have

$$
\Delta \bar{x}^{m}=-8 \sum_{k=1}^{m-1} k x^{m-k-1} \bar{x}^{k-1} .
$$

Proof. It follows by Corollary 12.6.5 and Proposition 12.32.

Lemma 12.6.7. Let $m \geq 3$, for any $x \in \mathbb{R}^{6}$ we have

$$
\sum_{k=1}^{m} \Delta\left(x^{m-k} \bar{x}^{k-1}\right)=-4 \sum_{k=1}^{m-2}(m-k-1) k x^{m-k-2} \bar{x}^{k-1}
$$

Proof. We shall prove this formula by induction on $m$. For $m=3$ we have

$$
\Delta\left(x^{2}+x \bar{x}+\bar{x}^{2}\right)=\Delta\left(3 x_{0}^{2}-|\underline{x}|^{2}\right)=-4 .
$$

Let us suppose the statement is true for $m$, we want to prove it for $m+1$. Now, formula 12.32 and Corollary 12.6 .6 imply that

$$
\begin{aligned}
\sum_{k=1}^{m+1} \Delta\left(x^{m+1-k} \bar{x}^{k-1}\right) & =\sum_{k=1}^{m} \Delta\left(x^{m+1-k} \bar{x}^{k-1}\right)+\Delta \bar{x}^{m} \\
& =2 \sum_{k=1}^{m} \mathcal{D}\left(x^{m-k} \bar{x}^{k-1}\right)+x \sum_{k=1}^{m} \Delta\left(x^{m-k} \bar{x}^{k-1}\right)-8 \sum_{k=1}^{m-1} k x^{m-k-1} \bar{x}^{k-1}
\end{aligned}
$$

Finally, by formula (12.31), the inductive hypothesis and Lemma 12.6.3 we
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$$
\begin{aligned}
\sum_{k=1}^{m+1} \Delta\left(x^{m+1-k} \bar{x}^{k-1}\right)= & -\frac{1}{2} \mathcal{D}^{2} x^{m}+x \sum_{k=1}^{m} \Delta\left(x^{m-k} \bar{x}^{k-1}\right)-8 \sum_{k=1}^{m-1} k x^{m-k-1} \bar{x}^{k-1} \\
= & -\frac{1}{2} \mathcal{D}^{2} x^{m}-4 \sum_{k=1}^{m-2}(m-k-1) k x^{m-k-1} \bar{x}^{k-1} \\
& -8 \sum_{k=1}^{m-1} k x^{m-k-1} \bar{x}^{k-1} \\
= & 4 \sum_{k=1}^{m-1} k x^{m-k-1} \bar{x}^{k-1}-4 \sum_{k=1}^{m-2}(m-k-1) k x^{m-k-1} \bar{x}^{k-1} \\
& -8 \sum_{k=1}^{m-1} k x^{m-k-1} \bar{x}^{k-1} \\
= & -4 \sum_{k=1}^{m-1}(m-k) k x^{m-k-1} \bar{x}^{k-1} .
\end{aligned}
$$

Proposition 12.6.8. Let $m \geq 3$, for any $x \in \mathbb{R}^{6}$ we have

$$
\Delta \mathcal{D} x^{m}=16 \sum_{k=1}^{m-2}(m-k-1) k x^{m-k-2} \bar{x}^{k-1}
$$

Proof. It follows by formula (12.31) and Lemma 12.6.7.
Let us recall the following fact

$$
\partial_{\underline{x}}\left(\underline{x}^{m}\right)=\left\{\begin{array}{ll}
-m \underline{x}^{m-1} & m  \tag{12.35}\\
\text { even }, \\
-(m+4) \underline{x}^{m-1} & m
\end{array} \text { odd },\right.
$$

where $\partial_{\underline{x}}=\sum_{j=1}^{5} e_{j} \frac{\partial}{\partial x_{j}}$.
Proposition 12.6.9. Let $m \geq 1$. For any $x \in \mathbb{R}^{6}$, if $\underline{x} \neq 0$ we have

$$
\begin{equation*}
\overline{\mathcal{D}} x^{m}=2\left[m x^{m-1}+2 \sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}\right] . \tag{12.36}
\end{equation*}
$$

On the other hand if $\underline{x}=0$ we have

$$
\overline{\mathcal{D}} x^{m}=6 m x^{m-1} .
$$

Moreover,

$$
\overline{\mathcal{D}}\left(x^{m}\right)=\left(x^{m}\right) \overline{\mathcal{D}}
$$

Proof. We will perform a direct computations. By the Binomial theorem and formula (12.35) we get

$$
\begin{aligned}
\overline{\mathcal{D}}\left(x^{m}\right)= & \left(\frac{\partial}{\partial x_{0}}-\partial_{\underline{x}}\right)\left(x_{0}+\underline{x}\right)^{m}=\left(\frac{\partial}{\partial x_{0}}-\partial_{\underline{x}}\right)\left(\sum_{k=0}^{m}\binom{m}{k} x_{0}^{m-k} \underline{x}^{k}\right) \\
= & \sum_{k=0}^{m-1}\binom{m}{k}(m-k) x_{0}^{m-k-1} \underline{x}^{k}-\sum_{k=0}^{m}\binom{m}{k} x_{0}^{m-k} \partial_{\underline{x}}\left(\underline{x}^{k}\right) \\
= & m \sum_{k=0}^{m-1} \frac{(m-1)!}{k!(m-k-1)!} x_{0}^{m-k-1} \underline{x}^{k}+m \sum_{k=1}^{m} \frac{(m-1)!}{(k-1)!(m-k)!} x_{0}^{m-k} \underline{x}^{k-1}+ \\
& +4 \sum_{k=1, k \text { odd }}^{m}\binom{m}{k} x_{0}^{m-k} \underline{x}^{k-1} .
\end{aligned}
$$

By rearranging the indices of the sum and by using another time the binomial theorem we get

$$
\begin{equation*}
\overline{\mathcal{D}}\left(x^{m}\right)=2 m x^{m-1}+4 \sum_{k=1, k \text { odd }}^{m}\binom{m}{k} x_{0}^{m-k} \underline{x}^{k-1} \tag{12.37}
\end{equation*}
$$

If $\underline{x}=0$ we get

$$
\overline{\mathcal{D}} x^{m}=6 m x^{m-1}
$$

On the other side, if $\underline{x} \neq 0$ by the Binomial theorem we have

$$
\begin{aligned}
2 \sum_{k=1, k \text { odd }}^{m}\binom{m}{k} x_{0}^{m-k} \underline{x}^{k-1} & =\sum_{k=1}^{m}\binom{m}{k} x_{0}^{m-k} \underline{x}^{k-1}+\sum_{k=1}^{m}\binom{m}{k} x_{0}^{m-k}(-\underline{x})^{k-1} \\
& =(\underline{x})^{-1}\left[\sum_{k=1}^{m}\binom{m}{k} x_{0}^{m-k} \underline{x}^{k}-\sum_{k=1}^{m}\binom{m}{k} x_{0}^{m-k}(-\underline{x})^{k}\right] \\
& =(\underline{x})^{-1}\left(x^{m}-\bar{x}^{m}\right) .
\end{aligned}
$$

Now, since $x^{m}-\bar{x}^{m}=2 \underline{x} \sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}$ we get

$$
\begin{equation*}
2 \sum_{k=1}^{m}\binom{m}{k} x_{0}^{m-k} \underline{x}^{k-1}=2 \sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1} . \tag{12.38}
\end{equation*}
$$
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By putting formula (12.38) in (12.37) we obtain formula (12.36).
Finally, since $\partial_{\underline{x}}\left(\underline{x}^{m}\right)=\left(\underline{x}^{m}\right) \partial_{\underline{x}}$, we can repeat the previous computations, thus we get

$$
\overline{\mathcal{D}}\left(x^{m}\right)=\left(x^{m}\right) \overline{\mathcal{D}} .
$$

To compute $\overline{\mathcal{D}}^{2} x^{m}$ we need the following result.
Lemma 12.6.10. Let $m \geq 2$. For any $x \in \mathbb{R}^{6}$ we have

$$
\partial_{\underline{x}}\left(\sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}\right)=\sum_{k=1}^{m-1}(2 k-m) x^{m-k-1} \bar{x}^{k-1} .
$$

Proof. By Proposition 12.6.3 and formula (12.31) we have

$$
\begin{align*}
-8 \sum_{k=1}^{m-1} k x^{m-k-1} \bar{x}^{k-1} & =\mathcal{D}\left(\mathcal{D} x^{m}\right)=-4 \mathcal{D}\left(\sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}\right)  \tag{12.39}\\
& =-4\left[\frac{\partial}{\partial x_{0}}\left(\sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}\right)+\partial_{\underline{x}}\left(\sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}\right)\right] .
\end{align*}
$$

Now, since $\sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}=(2 \underline{x})^{-1}\left(x^{m}-\bar{x}^{n}\right)$ we get

$$
\begin{align*}
\frac{\partial}{\partial x_{0}}\left(\sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}\right) & =\frac{\partial}{\partial x_{0}}\left[(2 \underline{x})^{-1}\left(x^{m}-\bar{x}^{m}\right)\right] \\
& =(2 \underline{x})^{-1} m\left(x^{m-1}-\bar{x}^{m-1}\right) \\
& =m \sum_{k=1}^{m-1} x^{m-1-k} \bar{x}^{k-1} \tag{12.40}
\end{align*}
$$

Therefore by formula (12.39) and formula (12.40) we get

$$
\begin{aligned}
\partial_{\underline{x}}\left(\sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}\right) & =2 \sum_{k=1}^{m-1} k x^{m-k-1} \bar{x}^{k-1}-\frac{\partial}{\partial x_{0}}\left(\sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}\right) \\
& =2 \sum_{k=1}^{m-1} k x^{m-k-1} \bar{x}^{k-1}-m \sum_{k=1}^{m-1} x^{m-1-k} \bar{x}^{k-1} \\
& =\sum_{k=1}^{m-1}(2 k-m) x^{m-k-1} \bar{x}^{k-1} .
\end{aligned}
$$

Proposition 12.6.11. Let $m \geq 2$. Then for any $x \in \mathbb{R}^{6}$ we have

$$
\begin{align*}
\overline{\mathcal{D}}^{2}\left(x^{m}\right) & =\left(x^{m}\right) \overline{\mathcal{D}}^{2}  \tag{12.41}\\
& =4\left[m(m-1) x^{m-2}+2 \sum_{k=1}^{m-1}(2 m-k) x^{m-k-1} \bar{x}^{k-1}\right] .
\end{align*}
$$

Proof. By applying two times Proposition 12.6 .9 and the fact that $\overline{\mathcal{D}}=$ $\frac{\partial}{\partial x_{0}}-\partial_{\underline{x}}$ we have

$$
\begin{aligned}
\overline{\mathcal{D}}^{2}\left(x^{m}\right)= & \overline{\mathcal{D}}\left(\overline{\mathcal{D}} x^{m}\right) \\
= & 2 m \overline{\mathcal{D}}\left(x^{m-1}\right)+4 \overline{\mathcal{D}}\left(\sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}\right) \\
= & 2 m\left(2(m-1) x^{m-2}+4 \sum_{k=1}^{m-1} x^{m-1-k} \bar{x}^{k-1}\right)+ \\
& +4\left[\frac{\partial}{\partial x_{0}}\left(\sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}\right)-\partial_{\underline{x}}\left(\sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}\right)\right] .
\end{aligned}
$$

By formula 12.40) and Lemma 12.6.10 we get

$$
\begin{aligned}
\overline{\mathcal{D}}^{2} x^{m}= & 4\left[m(m-1) x^{m-2}+2 m \sum_{k=1}^{m-1} x^{m-1-k} \bar{x}^{k-1}\right. \\
& \left.+m \sum_{k=1}^{m-1} x^{m-1-k} \bar{x}^{k-1}-\sum_{k=1}^{m-1}(2 k-m) x^{m-k-1} \bar{x}^{k-1}\right] \\
= & 4\left[m(m-1) x^{m-2}+2 \sum_{k=1}^{m-1}(2 m-k) x^{m-k-1} \bar{x}^{k-1}\right] .
\end{aligned}
$$

Finally, since $\overline{\mathcal{D}}\left(x^{m}\right)=\left(x^{m}\right) \overline{\mathcal{D}}$ we get

$$
\overline{\mathcal{D}}^{2}\left(x^{m}\right)=\left(x^{m}\right) \overline{\mathcal{D}}^{2}
$$

Proposition 12.6.12. Let $m \geq 3$. For any $x \in \mathbb{R}^{6}$ we have

$$
\begin{equation*}
\Delta \overline{\mathcal{D}}\left(x^{m}\right)=\left(x^{m}\right) \Delta \overline{\mathcal{D}}=-16 \sum_{k=1}^{m-2}(m-k-1)(m+k) x^{m-k-2} \bar{x}^{k-1} . \tag{12.42}
\end{equation*}
$$
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Proof. By applying the operator $\Delta$ to formula (12.6.10) we get

$$
\Delta \overline{\mathcal{D}} x^{m}=2 m \Delta\left(x^{m-1}\right)+4 \sum_{k=1}^{m} \Delta\left(x^{m-k} \bar{x}^{k-1}\right) .
$$

Therefore, by Proposition 12.6.2 and Lemma 12.6.7 we obtain

$$
\begin{aligned}
\Delta \overline{\mathcal{D}}\left(x^{m}\right)= & -16 m \sum_{k=1}^{m-2}(m-1-k) x^{m-2-k} \bar{x}^{k-1}+ \\
& -16 \sum_{k=1}^{m-2}(m-k-1) k x^{m-k-2} \bar{x}^{k-1} \\
= & -16 \sum_{k=1}^{m-2}(m-k-1)(m+k) x^{m-2-k} \bar{x}^{k-1} .
\end{aligned}
$$

Finally, since the laplacian is a real operator and $\overline{\mathcal{D}}\left(x^{m}\right)=\left(x^{m}\right) \overline{\mathcal{D}}$ we get

$$
\Delta \overline{\mathcal{D}}\left(x^{m}\right)=\left(x^{m}\right) \Delta \overline{\mathcal{D}} .
$$

Definition 12.6.13 (left and right kernel series). Let $s, x \in \mathbb{R}^{6}$, then we define

- the left $\mathcal{D}$-kernel series as

$$
\begin{equation*}
-4 \sum_{m=1}^{\infty} \sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1} s^{-1-m}, \tag{12.43}
\end{equation*}
$$

and the right $\mathcal{D}$-kernel series as

$$
-4 \sum_{m=1}^{\infty} \sum_{k=1}^{m} s^{-1-m} x^{m-k} \bar{x}^{k-1},
$$

- the left $\Delta$-kernel series as

$$
\begin{equation*}
-8 \sum_{m=2}^{\infty} \sum_{k=1}^{m-1}(m-k) x^{m-k-1} \bar{x}^{k-1} s^{-1-m} \tag{12.44}
\end{equation*}
$$

the right $\Delta$-kernel series as

$$
-8 \sum_{m=2}^{\infty} \sum_{k=2}^{m-1}(m-k) s^{-1-m} x^{m-k-1} \bar{x}^{k-1}
$$

- the left $\Delta \mathcal{D}$-kernel series as

$$
\begin{equation*}
16 \sum_{m=3}^{\infty} \sum_{k=1}^{m-2}(m-k-1) k x^{m-k-2} \bar{x}^{k-1} s^{-1-m}, \tag{12.45}
\end{equation*}
$$

the right $\Delta \mathcal{D}$-kernel series as

$$
16 \sum_{m=3}^{\infty} \sum_{k=3}^{m-2}(m-k-1) k s^{-1-m} x^{m-k-2} \bar{x}^{k-1}
$$

- the left $\mathcal{D}^{2}$-kernel series as

$$
\begin{equation*}
-8 \sum_{m=2}^{\infty} \sum_{k=1}^{m-1} k x^{m-k-1} \bar{x}^{k-1} s^{-1-m}, \tag{12.46}
\end{equation*}
$$

the right $\mathcal{D}^{2}$-kernel series as

$$
-8 \sum_{m=2}^{\infty} \sum_{k=1}^{m-1} k s^{-1-m} x^{m-k-1} \bar{x}^{k-1},
$$

- the left $\overline{\mathcal{D}}$-kernel series as

$$
\begin{equation*}
2\left[\sum_{m=1}^{\infty}\left(m x^{m-1}+2 \sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}\right)\right] s^{-1-m} \tag{12.47}
\end{equation*}
$$

the right $\overline{\mathcal{D}}$-kernel series as

$$
2\left[\sum_{m=1}^{\infty} s^{-1-m}\left(m x^{m-1}+2 \sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}\right)\right]
$$

- the left $\overline{\mathcal{D}}^{2}$-kernel series as

$$
\begin{equation*}
4\left[\sum_{m=2}^{\infty}\left(m(m-1) x^{m-2}+2 \sum_{k=1}^{m-1}(2 m-k) x^{m-k-1} \bar{x}^{k-1}\right) s^{-1-m}\right] \tag{12.48}
\end{equation*}
$$

the right $\overline{\mathcal{D}}^{2}$-kernel series as

$$
4\left[\sum_{m=2}^{\infty} s^{-1-m}\left(m(m-1) x^{m-2}+2 \sum_{k=1}^{m-1}(2 m-k) x^{m-k-1} \bar{x}^{k-1}\right)\right]
$$
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- the left $\Delta \overline{\mathcal{D}}$-kernel series as

$$
\begin{equation*}
-16 \sum_{m=3}^{\infty} \sum_{k=1}^{m-2}(m-k-1)(m+k) x^{m-k-2} \bar{x}^{k-1} s^{-1-m} \tag{12.49}
\end{equation*}
$$

the right $\Delta \overline{\mathcal{D}}$-kernel series as

$$
-16 \sum_{m=3}^{\infty} \sum_{k=1}^{m-2}(m-k-1)(m+k) s^{-1-m} x^{m-k-2} \bar{x}^{k-1} .
$$

Remark 12.6.14. The left and the right $\mathcal{D}$-kernel series are equal, where they converge, as well as the left and the right $\Delta \mathcal{D}$-kernel series.

We collect some technical lemmas that we have used in the proofs of some of the following results.

Lemma 12.6.15. For $m \geq 3$ we have

$$
\sum_{k=1}^{m-2}(m-k-1) k=\frac{m(m-1)(m-2)}{6} .
$$

Proof. We know that $\sum_{k=1}^{m-2} k=\frac{(m-1)(m-2)}{2}$ and $\sum_{k=1}^{m-2} k^{2}=\frac{(m-2)(m-1)(2 m-3)}{6}$. Thus we have

$$
\begin{aligned}
\sum_{k=1}^{m-2}(m-k-1) k & =(m-1) \sum_{k=1}^{m-2} k-\sum_{k=1}^{m-2} k^{2} \\
& =\frac{(m-1)^{2}(m-2)}{2}-\frac{(m-2)(m-1)(2 m-3)}{6} \\
& =\frac{(m-1)(m-2)}{2}\left((m-1)-\frac{(2 m-3)}{3}\right) \\
& =\frac{m(m-1)(m-2)}{6} .
\end{aligned}
$$

Lemma 12.6.16. For $m \geq 3$ we have

$$
\sum_{k=1}^{m-2}(m-k-1)(m+k)=\frac{2 m(m-1)(m-2)}{3}
$$

Proof. Since $\sum_{k=1}^{m-2} k=\frac{(m-1)(m-2)}{2}$ we get

$$
\begin{align*}
m \sum_{k=1}^{m-2}(m-1-k) & =m^{2}(m-2)-m(m-2)-\frac{m(m-1)(m-2)}{2} \\
& =\frac{m(m-1)(m-2)}{2} \tag{12.50}
\end{align*}
$$

Finally, by formula (12.50) and Lemma 12.6.15 we get

$$
\begin{aligned}
\sum_{k=1}^{m-2}(m-k-1)(m+k) & =\sum_{k=1}^{m-2}(m-k-1) k+m \sum_{k=1}^{m-2}(m-k-1) \\
& =\frac{m(m-1)(m-2)}{6}+\frac{m(m-1)(m-2)}{2} \\
& =\frac{2 m(m-1)(m-2)}{3}
\end{aligned}
$$

Proposition 12.6.17. For $s, x \in \mathbb{R}^{6}$ with $|x|<|s|$, all the left kernel series are convergent.

Proof. In order to show the convergence of the series it is enough to show the convergence of the series of the moduli.

- In order to prove that the left $\mathcal{D}$-kernel series is convergent it is sufficient to show that the following series is convergent.

$$
\begin{equation*}
\sum_{m=1}^{\infty} m|x|^{m-1}|s|^{-1-m} . \tag{12.51}
\end{equation*}
$$

This series converges by the ratio test. Indeed, since $|x|<|s|$, we have

$$
\lim _{m \rightarrow \infty} \frac{(m+1)|x|^{m}|s|^{-2-m}}{m|x|^{m-1}|s|^{-1-m}}=\lim _{m \rightarrow \infty} \frac{m+1}{m}|x||s|^{-1}<1 .
$$

- To prove the convergence of the $\Delta$-kernel series, we have to show that the following series convergences

$$
\begin{equation*}
\sum_{m=2}^{\infty}\left(\sum_{k=1}^{m-1}(m-k)\right)|x|^{m-2}|s|^{-1-m} \tag{12.52}
\end{equation*}
$$
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Since $\sum_{k=1}^{m-1}(m-k)=\frac{m(m-1)}{2}$, we have

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{(m+1) m|x|^{m-1}|s|^{-2-m}}{m(m-1)|x|^{m-2}|s|^{-1-m}}=|x||s|^{-1}<1 . \tag{12.53}
\end{equation*}
$$

Therefore, by the ratio test the series is convergent.

- In order to prove the convergence of the $\Delta \mathcal{D}$-kernel series, we have to show the convergence of the following series

$$
\begin{equation*}
\sum_{m=1}^{\infty}\left(\sum_{k=1}^{m-2}(m-k-1) k\right)|x|^{m-3}|s|^{-1-m} . \tag{12.54}
\end{equation*}
$$

Now, since $\sum_{k=1}^{m-2}(m-k-1) k=\frac{m(m-1)(m-2)}{6}$ (see Lemma 12.6.15, by applying the ratio test we get

$$
\lim _{m \rightarrow \infty} \frac{m(m+1)(m-1)|x|^{m-2}|s|^{-2-m}}{m(m-1)(m-2)|x|^{m-3}|s|^{-1-m}}=|x||s|^{-1}<1 .
$$

Therefore the series is convergent.

- To show the convergence of the $\mathcal{D}^{2}$ - kernel series we need to show the convergence of the following series

$$
\sum_{m=2}^{\infty}\left(\sum_{k=1}^{m-1} k\right)|x|^{m-2}|s|^{-1-m}
$$

Since $\sum_{k=1}^{m-1} k=\frac{(m-1) m}{2}$, by applying the ratio test we reobtain the same limit of (12.53), and so the series is convergent.

- In order to prove the convergence of the $\mathcal{D}$-kernel series we put the modulus to the series in (12.47) and after some manipulations we get that

$$
\left|\sum_{m=1}^{\infty}\left(m x^{m-1}+2 \sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}\right)\right||s|^{-1-m} \leq \sum_{m=1}^{\infty} 3 m|x|^{m-1}|s|^{-1-m} .
$$

The convergence of the series $\sum_{m=1}^{\infty} 3 m|x|^{m-1}|s|^{-1-m}$ follows by similar arguments for the convregence of the series in (12.51).

- As done in the previous point, we insert the modulus in the series
(12.48) and after some computations we get

$$
\begin{aligned}
& \left|\sum_{m=2}^{\infty}\left(m(m-1) x^{m-2}+2 \sum_{k=1}^{m-1}(2 m-k) x^{m-k-1} \bar{x}^{k-1}\right)\right||s|^{-1-m} \\
& \leq \sum_{m=2}^{\infty}\left(m(m-1)+\sum_{k=1}^{m-1}(2 m-k)\right)|x|^{m-2}|s|^{-1-m} \\
& =\sum_{m=2}^{\infty} \frac{5 m(m-1)}{2}|x|^{m-2}|s|^{-1-m} .
\end{aligned}
$$

The convergence of the series $\sum_{m=2}^{\infty} \frac{5 m(m-1)}{2}|x|^{m-2}|s|^{-1-m}$ follows similarly as the series in (12.52).

- Finally, in order to show the convergence of the left $\Delta \overline{\mathcal{D}}$ it is enough to show the convergence of the following series

$$
\sum_{m=3}^{\infty}\left(\sum_{k=1}^{m-2}(m-k-1)(m+k)\right)|x|^{m-3}|s|^{-1-m}
$$

Since $\sum_{k=1}^{m-2}(m-k-1)(m+k)=\frac{2 m(m-1)(m-2)}{3}$ (see Lemma 12.6.16), the convergence follows similarly as done for the series in (12.54).

Remark 12.6.18. Similarly, all the right kernel series are convergent.
Now, we can expand in series the left and the right kernels, computed in the previous section.

Lemma 12.6.19. For $s, x \in \mathbb{R}^{6}$ such that $|x|<|s|$ we can expand

- the left slice $\mathcal{D}$-kernel as

$$
S_{\mathcal{D}, L}^{-1}(s, x)=-4 \sum_{m=1}^{\infty} \sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1} s^{-1-m},
$$

and the right slice $\mathcal{D}$-kernel as

$$
S_{\mathcal{D}, R}^{-1}(s, x)=-4 \sum_{m=1}^{\infty} \sum_{k=1}^{m} s^{-1-m} x^{m-k} \bar{x}^{k-1},
$$
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- the left slice $\Delta$-kernel as

$$
S_{\Delta, L}^{-1}(s, x)=-8 \sum_{m=2}^{\infty} \sum_{k=1}^{m-1}(m-k) x^{m-k-1} \bar{x}^{k-1} s^{-1-m}
$$

and the right slice $\Delta$-kernel as

$$
S_{\Delta, R}^{-1}(s, x)=-8 \sum_{m=2}^{\infty} \sum_{k=1}^{m-1}(m-k) s^{-1-m} x^{m-k-1} \bar{x}^{k-1}
$$

- the left slice $\Delta \mathcal{D}$-kernel as

$$
S_{\Delta \mathcal{D}, L}^{-1}(s, x)=16 \sum_{m=3}^{\infty} \sum_{k=1}^{m-2}(m-k-1) k x^{m-k-2} \bar{x}^{k-1} s^{-1-m},
$$

and the right slice $\Delta \mathcal{D}$-kernel as

$$
S_{\Delta \mathcal{D}, R}^{-1}(s, x)=16 \sum_{m=3}^{\infty} \sum_{k=1}^{m-2}(m-k-1) k s^{-1-m} x^{m-k-2} \bar{x}^{k-1},
$$

- we can expand the left slice $\mathcal{D}^{2}$-kernel as

$$
S_{\mathcal{D}^{2}, L}^{-1}(s, x)=-8 \sum_{m=2}^{\infty} \sum_{k=1}^{m-1} k x^{m-k-1} \bar{x}^{k-1} s^{-1-m},
$$

and the right slice $\mathcal{D}^{2}$-kernel as

$$
S_{\mathcal{D}^{2}, R}^{-1}(s, x)=-8 \sum_{m=2}^{\infty} \sum_{k=1}^{m-1} k s^{-1-m} x^{m-k-1} \bar{x}^{k-1},
$$

- the left slice $\overline{\mathcal{D}}$-kernel as

$$
S_{\overline{\mathcal{D}}, L}^{-1}(s, x)=2\left[\sum_{m=1}^{\infty}\left(m x^{m-1}+2 \sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}\right)\right] s^{-1-m},
$$

and the right slice $\overline{\mathcal{D}}$-kernel as

$$
S_{\overline{\mathcal{D}}, R}^{-1}(s, x)=2\left[\sum_{m=1}^{\infty} s^{-1-m}\left(m x^{m-1}+2 \sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1}\right)\right],
$$

- the left slice $\mathcal{D}^{2}$-kernel as

$$
S_{\overline{\mathcal{D}}^{2}, L}^{-1}(s, x)=4\left[\sum_{m=2}^{\infty}\left(m(m-1) x^{m-2}+2 \sum_{k=1}^{m-1}(2 m-k) x^{m-k-1} \bar{x}^{k-1}\right) s^{-1-m}\right]
$$

and the right slice $\overline{\mathcal{D}}^{2}$-kernel as

$$
S_{\overline{\mathcal{D}}^{2}, R}^{-1}(s, x)=4\left[\sum_{m=2}^{\infty} s^{-1-m}\left(m(m-1) x^{m-2}+2 \sum_{k=1}^{m-1}(2 m-k) x^{m-k-1} \bar{x}^{k-1}\right)\right],
$$

- the left slice $\Delta \overline{\mathcal{D}}$-kernel as

$$
S_{\Delta \overline{\mathcal{D}}, L}^{-1}(s, x)=-16 \sum_{m=3}^{\infty} \sum_{k=1}^{m-2}(m-k-1)(m+k) x^{m-k-2} \bar{x}^{k-1} s^{-1-m},
$$

and the right slice $\Delta \overline{\mathcal{D}}$-kernel as

$$
S_{\Delta \overline{\mathcal{D}}, R}^{-1}(s, x)=-16 \sum_{m=3}^{\infty} \sum_{k=1}^{m-2}(m-k-1)(m+k) s^{-1-m} x^{m-k-2} \bar{x}^{k-1}
$$

Proof. We know that we can expand the left Cauchy kernel in the following way

$$
\begin{equation*}
S_{L}^{-1}(s, x)=\sum_{m=0}^{\infty} x^{m} s^{-1-m} . \tag{12.55}
\end{equation*}
$$

In order to obtain all the expansions it is enough to apply to formula (12.55) the operators $\mathcal{D}, \Delta, \Delta \mathcal{D}, \mathcal{D}^{2}, \overline{\mathcal{D}}, \bar{D}^{2}$ and $\Delta \overline{\mathcal{D}}$. Due to Proposition 12.6.17 we can exchange the roles of the operators with the sum. Finally, in order to get the expansions written in terms of $x$ and $\bar{x}$ we apply formula (12.31), Proposition 12.6.2, Proposition 12.6.8, Proposition 12.6.3, Proposition 12.6.9, Proposition 12.6.11 and Proposition 12.6.12. By similar arguments we have the result for the right kernels.
Remark 12.6.20. By Lemma 12.6 .19 together with Theorem 12.5 .1 , Theorem 12.5.2, Theorem 12.5 .3 and Theorem 12.5.6, we deduce the following equalities

$$
\begin{aligned}
\mathcal{Q}_{c, s}(x)^{-2} & =\sum_{m=3}^{\infty} \sum_{k=1}^{m-2}(m-k-1) k x^{m-k-2} \bar{x}^{k-1} s^{-1-m} \\
& =\sum_{m=3}^{\infty} \sum_{k=1}^{m-2}(m-k-1) k s^{-1-m} x^{m-k-2} \bar{x}^{k-1}
\end{aligned}
$$
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$$
\begin{gathered}
S_{L}^{-1}(s, x) \mathcal{Q}_{c, s}(x)^{-1}=\sum_{m=2}^{\infty} \sum_{k=1}^{m-1}(m-k) x^{m-k-1} \bar{x}^{k-1} s^{-1-m}, \\
Q_{c, s}(x)^{-1}=\sum_{m=1}^{\infty} \sum_{k=1}^{m} x^{m-k} \bar{x}^{k-1} s^{-1-m}=\sum_{m=1}^{\infty} \sum_{k=1}^{m} s^{-1-m} x^{m-k} \bar{x}^{k-1}, \\
S_{L}^{-1}(s, \bar{x}) \mathcal{Q}_{c, s}(x)^{-1}=\sum_{m=2}^{\infty} \sum_{k=1}^{m-1} k x^{m-k-1} \bar{x}^{k-1} s^{-1-m} .
\end{gathered}
$$

It is possible to obtain similar equalities with the right kernels.

### 12.7 The functional calculi of the fine structures

Using the expressions of the kernels written in terms of $x$ and $\bar{x}$ and the fine Fueter-Sce integral theorems, we can define the fine Fueter-Sce functional calculi.
Definition 12.7.1. Let $T=T_{0}+\sum_{i=1}^{5} e_{i} T_{i} \in \mathcal{B C}^{0,1}\left(V_{5}\right), s \in \mathbb{R}^{6}$. We formally define

- the left and the right $\mathcal{D}$-kernel operator series as

$$
-4 \sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{-1-m}
$$

and

$$
-4 \sum_{m=1}^{\infty} \sum_{k=1}^{m} s^{-1-m} T^{m-k} \bar{T}^{k-1}
$$

- the left and the right $\Delta$-kernel operator series as

$$
-8 \sum_{m=2}^{\infty} \sum_{k=1}^{m-1}(m-k) T^{m-k-1} \bar{T}^{k-1} s^{-1-m}
$$

and

$$
-8 \sum_{m=2}^{\infty} \sum_{k=1}^{m-1}(m-k) s^{-1-m} T^{m-k-1} \bar{T}^{k-1}
$$

- the left and the right $\Delta \mathcal{D}$-kernel operator series as

$$
16 \sum_{m=3}^{\infty} \sum_{k=1}^{m-2}(m-k-1) k T^{m-k-2} \bar{T}^{k-1} s^{-1-m}
$$

and

$$
16 \sum_{m=3}^{\infty} \sum_{k=1}^{m-2}(m-k-1) k s^{-1-m} T^{m-k-2} \bar{T}^{k-1}
$$

- the left and the right $\mathcal{D}^{2}$-kernel operator series as

$$
-8 \sum_{m=2}^{\infty} \sum_{k=1}^{m-1} k T^{m-k-1} \bar{T}^{k-1} s^{-1-m}
$$

and

$$
-8 \sum_{m=2}^{\infty} \sum_{k=1}^{m-1} k s^{-1-m} T^{m-k-1} \bar{T}^{k-1}
$$

- the left and the right $\overline{\mathcal{D}}$-kernel operator series as

$$
2\left[\sum_{m=1}^{\infty}\left(m T^{m-1}+2 \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1}\right) s^{-1-m}\right]
$$

and

$$
2\left[\sum_{m=1}^{\infty} s^{-1-m}\left(m T^{m-1}+2 \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1}\right)\right]
$$

- the left and the right $\overline{\mathcal{D}}^{2}$-kernel operator series as

$$
4\left[\sum_{m=2}^{\infty}\left(m(m-1) T^{m-2}+2 \sum_{k=1}^{m-1}(2 m-k) T^{m-k-1} \bar{T}^{k-1}\right) s^{-1-m}\right],
$$

and
$4\left[\sum_{m=2}^{\infty} s^{-1-m}\left(m(m-1) T^{m-2}+2 \sum_{k=1}^{m-1}(2 m-k) T^{m-k-1} \bar{T}^{k-1}\right)\right] ;$

- the left and the right $\Delta \overline{\mathcal{D}}$-kernel operator series as

$$
-16 \sum_{m=3}^{\infty} \sum_{k=1}^{m-2}(m-k-1)(m+k) T^{m-k-2} \bar{T}^{k-1} s^{-1-m}
$$

and

$$
-16 \sum_{m=3}^{\infty} \sum_{k=1}^{m-2}(m-k-1)(m+k) s^{-1-m} T^{m-k-2} \bar{T}^{k-1}
$$
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Proposition 12.7.2. Let us consider $T \in \mathcal{B C}^{0,1}\left(V_{5}\right), s \in \mathbb{R}^{6}$ and $\|T\|<|s|$ then the series previously defined are convergent and, in particular, we can expand

- the left and right $\mathcal{D}$-resolvent operator as

$$
\begin{aligned}
S_{\mathcal{D}, L}^{-1}(s, T) & =S_{\mathcal{D}, R}^{-1}(s, T)=-4 \sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{-1-m} \\
& =-4 \sum_{m=1}^{\infty} \sum_{k=1}^{m} s^{-1-m} T^{m-k} \bar{T}^{k-1}
\end{aligned}
$$

- the left and right $\Delta$-resolvent operator as

$$
S_{\Delta, L}^{-1}(s, T)=-8 \sum_{m=2}^{\infty} \sum_{k=1}^{m-1}(m-k) T^{m-k-1} \bar{T}^{k-1} s^{-1-m}
$$

and

$$
S_{\Delta, R}^{-1}(s, T)=-8 \sum_{m=2}^{\infty} \sum_{k=1}^{m-1}(m-k) s^{-1-m} T^{m-k-1} \bar{T}^{k-1}
$$

- the left and right $\Delta \mathcal{D}$-resolvent operator as

$$
\begin{aligned}
S_{\Delta \mathcal{D}, L}^{-1}(s, T) & =S_{\Delta \mathcal{D}, R}^{-1}(s, T) \\
& =16 \sum_{m=3}^{\infty} \sum_{k=1}^{m-2}(m-k-1) k T^{m-k-2} \bar{T}^{k-1} s^{-1-m} \\
& =16 \sum_{m=3}^{\infty} \sum_{k=1}^{m-2}(m-k-1) k s^{-1-m} T^{m-k-2} \bar{T}^{k-1}
\end{aligned}
$$

- the left and right $\mathcal{D}^{2}$-resolvent operator as

$$
S_{\mathcal{D}^{2}, L}^{-1}(s, T)=-8 \sum_{m=2}^{\infty} \sum_{k=1}^{m-1} k T^{m-k-1} \bar{T}^{k-1} s^{-1-m},
$$

and

$$
S_{\mathcal{D}^{2}, R}^{-1}(s, T)=-8 \sum_{m=2}^{\infty} \sum_{k=1}^{m-1} k s^{-1-m} T^{m-k-1} \bar{T}^{k-1}
$$

### 12.7. The functional calculi of the fine structures

- the left and right $\overline{\mathcal{D}}$-resolvent operator as

$$
S_{\overline{\mathcal{D}}, L}^{-1}(s, T)=2\left[\sum_{m=1}^{\infty}\left(m T^{m-1}+2 \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1}\right) s^{-1-m}\right],
$$

and

$$
S_{\overline{\mathcal{D}}, R}^{-1}(s, T)=2\left[\sum_{m=1}^{\infty} s^{-1-m}\left(m T^{m-1}+2 \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1}\right)\right] ;
$$

- the left and right $\overline{\mathcal{D}}^{2}$-resolvent operator as

$$
S_{\overline{\mathcal{D}}^{2}, L}^{-1}(s, T)=4\left[\sum_{m=2}^{\infty}\left(m(m-1) T^{m-2}+2 \sum_{k=1}^{m-1}(2 m-k) T^{m-k-1} \bar{T}^{k-1}\right) s^{-1-m}\right],
$$

and

$$
S_{\overline{\mathcal{D}}^{2}, R}^{-1}(s, T)=4\left[\sum_{m=2}^{\infty} s^{-1-m}\left(m(m-1) T^{m-2}+2 \sum_{k=1}^{m-1}(2 m-k) T^{m-k-1} \bar{T}^{k-1}\right)\right] ;
$$

- the left and right $\Delta \overline{\mathcal{D}}$-resolvent operator as

$$
S_{\Delta \overline{\mathcal{D}}, L}^{-1}(s, T)=-16 \sum_{m=3}^{\infty} \sum_{k=1}^{m-2}(m-k-1)(m+k) T^{m-k-1} \bar{T}^{k-1} s^{-1-m},
$$

and

$$
S_{\Delta \overline{\mathcal{D}}, R}^{-1}(s, T)=-16 \sum_{m=3}^{\infty} \sum_{k=1}^{m-2}(m-k-1)(m+k) s^{-1-m} T^{m-k-1} \bar{T}^{k-1} .
$$

Proof. The convergences of the series for $\|T\|<|s|$ can be proved considering the series of the operator norms and reasoning as in Proposition 12.6.17. We prove only the first equality between the kernels and the series because the other equalities follow by similar arguments. Since

$$
S_{\mathcal{D}, L}^{-1}(s, T)=S_{\mathcal{D}, R}^{-1}(s, T)=-4 \mathcal{Q}_{c, s}(T)^{-1}
$$

it is sufficient to prove

$$
\begin{align*}
\mathcal{Q}_{c, s}(T)\left(\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{-1-m}\right) & =\left(\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{-1-m}\right) \mathcal{Q}_{c, s}(T) \\
& =\mathcal{I} . \tag{12.56}
\end{align*}
$$
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The first equality in (12.56) is a consequence of the following facts: for any positive integer $m$ the sum $\sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1}$ is an operator of the components of $T$ with real coefficients which then commute with any power of $s$, the components of $T$ are commuting among each other and the operator $\mathcal{Q}_{c, s}(T)$ can be written in the following form: $s^{2} \mathcal{I}-2 s T_{0}+\sum_{i=0}^{5} T_{i}^{2}$. Now we want to prove the second equality in (12.56). First we observe that

$$
\begin{aligned}
& \left(\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{-1-m}\right) \mathcal{Q}_{c, s}(T) \\
& =\left(\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{-1-m}\right)\left(s^{2}-s(T+\bar{T})+T \bar{T}\right) \\
& =\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{1-m}-\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m+1-k} \bar{T}^{k-1} s^{-m}-\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k} s^{-m} \\
& \quad+\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k+1} \bar{T}^{k} s^{-1-m}
\end{aligned}
$$

Making the change of index $m^{\prime}=1+m$ in the second and fourth series, we have

$$
\begin{aligned}
& \left(\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{-1-m}\right) \mathcal{Q}_{c, s}(T)= \\
& =\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{1-m}-\sum_{m^{\prime}=2}^{\infty} \sum_{k=1}^{m^{\prime}-1} T^{m^{\prime}-k} \bar{T}^{k-1} s^{1-m^{\prime}}-\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k} s^{-m} \\
& \quad+\sum_{m^{\prime}=2}^{\infty} \sum_{k=1}^{m^{\prime}-1} T^{m^{\prime}-k} \bar{T}^{k} s^{-m^{\prime}} \\
& =\mathcal{I}+\sum_{m=2}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{1-m}-\sum_{m^{\prime}=2}^{\infty} \sum_{k=1}^{m^{\prime}-1} T^{m^{\prime}-k} \bar{T}^{k-1} s^{1-m^{\prime}}+ \\
& \quad-\bar{T} s^{-1}-\sum_{m=2}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k} s^{-m}+\sum_{m^{\prime}=2}^{\infty} \sum_{k=1}^{m^{\prime}-1} T^{m^{\prime}-k} \bar{T}^{k} s^{-m^{\prime}}
\end{aligned}
$$

Simplifying the opposite terms in the first and second series and in the third
and fourth series, in the end we get

$$
\left(\sum_{m=1}^{\infty} \sum_{k=1}^{m} T^{m-k} \bar{T}^{k-1} s^{-1-m}\right) \mathcal{Q}_{c, s}(T)=\mathcal{I}+\sum_{m=2}^{\infty} \bar{T}^{m-1} s^{1-m}-\sum_{m=2}^{\infty} \bar{T}^{m-1} s^{1-m}
$$

$$
=\mathcal{I}
$$

We can now define the resolvent operators of the fine structure and study their regularity. Based on the previous series expansions and the structure of the kernels of the function spaces we can now define the resolvent operators associated to the fine structure spaces. Using these resolvent operators associated with the $S$-spectrum we will define the functional calculi associated with the respective functions spaces.

Definition 12.7.3 (The resolvent operators associated with the fine structure). Let $T \in \mathcal{B C}^{0,1}\left(V_{5}\right)$ and $s \in \rho_{S}(T)$, we recall that

$$
\mathcal{Q}_{c, s}(T)^{-1}:=\left(s^{2} \mathcal{I}-s(T+\bar{T})+T \bar{T}\right)^{-1} .
$$

- The left and the right $\mathcal{D}$-resolvent operators $S_{\mathcal{D}, L}^{-1}(s, T)$ and $S_{\mathcal{D}, R}^{-1}(s, T)$ are defined as

$$
\begin{equation*}
S_{\mathcal{D}, L}^{-1}(s, T):=-4 \mathcal{Q}_{c, s}(T)^{-1} \tag{12.57}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\mathcal{D}, R}^{-1}(s, T):=-4 \mathcal{Q}_{c, s}(T)^{-1} \tag{12.58}
\end{equation*}
$$

- The left and the right $\Delta$-resolvent operators $S_{\Delta, L}^{-1}(s, T)$ and $S_{\Delta, R}^{-1}(s, T)$ are defined as

$$
\begin{equation*}
S_{\Delta, L}^{-1}(s, T):=-8 S_{L}^{-1}(s, T) \mathcal{Q}_{c, s}(T)^{-1} \tag{12.59}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\Delta, R}^{-1}(s, T):=-8 \mathcal{Q}_{c, s}(T)^{-1} S_{R}^{-1}(s, T) \tag{12.60}
\end{equation*}
$$

- The left and the right $\Delta \mathcal{D}$-resolvent operators $S_{\Delta \mathcal{D}, L}^{-1}(s, T)$ and $S_{\Delta \mathcal{D}, R}^{-1}(s, T)$ are defined as

$$
\begin{equation*}
S_{\Delta \mathcal{D}, L}^{-1}(s, T):=16 \mathcal{Q}_{c, s}(T)^{-2}, \tag{12.61}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\Delta \mathcal{D}, R}^{-1}(s, T):=16 \mathcal{Q}_{c, s}(T)^{-2} . \tag{12.62}
\end{equation*}
$$
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- The left and the right $\overline{\mathcal{D}}$-resolvent operators $S_{\overline{\mathcal{D}}, L}^{-1}(s, T)$ and $S_{\overline{\mathcal{D}}, R}^{-1}(s, T)$ are defined as

$$
\begin{equation*}
S_{\overline{\mathcal{D}}, L}^{-1}(s, T):=4(s \mathcal{I}-\bar{T}) \mathcal{Q}_{c, s}(T)^{-2}\left(s \mathcal{I}-T_{0}\right)+2 \mathcal{Q}_{c, s}(T)^{-1} \tag{12.63}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\overline{\mathcal{D}}, R}^{-1}(s, T):=4\left(s \mathcal{I}-T_{0}\right) \mathcal{Q}_{c, s}(T)^{-2}(s \mathcal{I}-\bar{T})+2 \mathcal{Q}_{c, s}(T)^{-1} \tag{12.64}
\end{equation*}
$$

- The left and the right $\overline{\mathcal{D}}^{2}$-resolvent operators $S_{\overline{\mathcal{D}}^{2}, L}^{-1}(s, T)$ and $S_{\overline{\mathcal{D}}^{2}, R}^{-1}(s, T)$ are defined as

$$
\begin{equation*}
S_{\overline{\mathcal{D}}^{2}, L}^{-1}(s, T):=32(s \mathcal{I}-\bar{T}) \mathcal{Q}_{c, s}(T)^{-3}\left(s \mathcal{I}-T_{0}\right)^{2} \tag{12.65}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\overline{\mathcal{D}}^{2}, R}^{-1}(s, T):=32\left(s \mathcal{I}-T_{0}\right)^{2} \mathcal{Q}_{c, s}(T)^{-3}(s \mathcal{I}-\bar{T}) \tag{12.66}
\end{equation*}
$$

- The left and the right $\mathcal{D}^{2}$-resolvent operators $S_{\mathcal{D}^{2}, L}^{-1}(s, T)$ and $S_{\mathcal{D}^{2}, R}^{-1}(s, T)$ are defined as

$$
\begin{equation*}
S_{\mathcal{D}^{2}, L}^{-1}(s, T):=8 S_{L}^{-1}(s, \bar{T}) \mathcal{Q}_{c, s}(T)^{-1} \tag{12.67}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\mathcal{D}^{2}, R}^{-1}(s, T):=8 \mathcal{Q}_{c, s}(T)^{-1} S_{R}^{-1}(s, \bar{T}) \tag{12.68}
\end{equation*}
$$

- The left and the right $\Delta \overline{\mathcal{D}}$-resolvent operators $S_{\Delta \overline{\mathcal{D}}, L}^{-1}(s, T)$ and $S_{\Delta \overline{\mathcal{D}}, R}^{-1}(s, T)$ are defined as

$$
\begin{equation*}
S_{\Delta \overline{\mathcal{D}}, L}^{-1}(s, T):=-64(s \mathcal{I}-\bar{T}) \mathcal{Q}_{c, s}(T)^{-3}\left(s \mathcal{I}-T_{0}\right) \tag{12.69}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\Delta \overline{\mathcal{D}}, R}^{-1}(s, x):=-64\left(s \mathcal{I}-T_{0}\right) \mathcal{Q}_{c, s}(T)^{-3}(s \mathcal{I}-\bar{T}) . \tag{12.70}
\end{equation*}
$$

Now, we study the regularity of the previous kernels.
Proposition 12.7.4. Let $T \in \mathcal{B C}^{0,1}\left(V_{5}\right)$. Then the resolvent operators associated with the fine structure in Definition 12.7 .3 are slice hyperholomorphic operators valued functions for $s \in \rho_{S}(T)$.
Proof. It follows by a direct computations and in the case of the $S$-resolvent operators or the $F$-resolvent operators.

Now, we can to define the functional calculi associated with the fine structure.

Definition 12.7.5 (The functional calculi of the fine structure in dimension five). Let $T \in \mathcal{B C}^{0,1}\left(V_{5}\right)$ and set $d s_{J}=d s(-J)$ for $J \in \mathbb{S}^{4}$. Let $f$ be a function that belongs to $\mathcal{S H} \mathcal{L}_{L}\left(\sigma_{S}(T)\right)$ or belongs to $\mathcal{S H}_{R}\left(\sigma_{S}(T)\right)$. Let $U$ be a bounded slice Cauchy domain with $\sigma_{S}(T) \subset U$ and $\bar{U} \subset \operatorname{dom}(f)$.

Keeping in mind the resolvent operators associated with the fine structure in Definition 12.7 .3 we define functional calculi associated of the fine structure as:

- (The $\ell+1$-harmonic functional calculus for $0 \leq \ell \leq 1$ ) For every function $\tilde{f}_{\ell}=\Delta^{1-\ell} \mathcal{D} f$ with $f \in \mathcal{S H}_{L}\left(\sigma_{S}(T)\right)$ and $0 \leq \ell \leq 1$, we set

$$
\begin{equation*}
\tilde{f}_{\ell}(T):=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} S_{\Delta^{1-\ell} \mathcal{D}, L}^{-1}(s, T) d s_{J} f(s), \tag{12.71}
\end{equation*}
$$

and, for every function $\tilde{f}_{\ell}=f \Delta^{1-\ell} \mathcal{D}$ with $f \in \mathcal{S} \mathcal{H}_{R}\left(\sigma_{S}(T)\right)$, we set

$$
\begin{equation*}
\tilde{f}_{\ell}(T):=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} S_{\Delta^{1-\ell} \mathcal{D}^{\prime}, R}^{-1}(s, T) . \tag{12.72}
\end{equation*}
$$

- (The holomorphic Cliffordian functional calculus of order 1) For every function $f^{\circ}=\Delta f$ with $f \in \mathcal{S H}_{L}\left(\sigma_{S}(T)\right)$, we set

$$
\begin{equation*}
f^{\circ}(T):=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} S_{\Delta, L}^{-1}(s, T) d s_{J} f(s), \tag{12.73}
\end{equation*}
$$

and, for every function $f^{\circ}=\Delta f$ with $f \in \mathcal{S H}_{R}\left(\sigma_{S}(T)\right)$, we set

$$
\begin{equation*}
f^{\circ}(T):=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} S_{\Delta, R}^{-1}(s, T) . \tag{12.74}
\end{equation*}
$$

- (The polyanalytic Cliffordian functional calculus of order (1,2)) For every function $\breve{f}^{\circ}=\overline{\mathcal{D}} f$ with $f \in \mathcal{S} \mathcal{H}_{L}\left(\sigma_{S}(T)\right)$, we set

$$
\begin{equation*}
\breve{f}^{\circ}(T):=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} S_{\overline{\mathcal{D}}, L}^{-1}(s, T) d s_{J} f(s) \tag{12.75}
\end{equation*}
$$

and, for every function $\breve{f}^{\circ}=f \overline{\mathcal{D}}$ with $f \in \mathcal{S} \mathcal{H}_{R}\left(\sigma_{S}(T)\right)$, we set

$$
\begin{equation*}
\breve{f}^{\circ}(T):=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} S_{\overline{\mathcal{D}}, R}^{-1}(s, T) . \tag{12.76}
\end{equation*}
$$
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- (The polyanalytic functional calculus of order $3-\ell$ for $0 \leq \ell \leq 1$ ) For every function $\breve{f}_{\ell}=\Delta^{\ell} \overline{\mathcal{D}}^{2-\ell} f$ with $f \in \mathcal{S} \mathcal{H}_{L}\left(\sigma_{S}(T)\right)$, we set

$$
\begin{equation*}
\breve{f}_{\ell}(T):=\frac{1}{2 \pi} \int_{\partial\left(U \cap C_{J}\right)} S_{\Delta^{\ell} \overline{\mathcal{D}}^{2-\ell}, L}^{-1}(s, T) d s_{J} f(s), \tag{12.77}
\end{equation*}
$$

and, for every function $\breve{f_{\ell}}=f \overline{\mathcal{D}}$ with $f \in \mathcal{S} \mathcal{H}_{R}\left(\sigma_{S}(T)\right)$, we set

$$
\begin{equation*}
\breve{f}^{\circ}(T):=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} S_{\Delta^{\ell} \overline{\mathcal{D}}^{2-\ell}, R}^{-1}(s, T) . \tag{12.78}
\end{equation*}
$$

- (The anti-holomorphic Cliffordian functional calculus of order 1) For every function $f_{0}=\mathcal{D}^{2} f$ with $f \in \mathcal{S} \mathcal{H}_{L}\left(\sigma_{S}(T)\right)$, we set

$$
\begin{equation*}
f_{0}(T):=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} S_{\mathcal{D}^{2}, L}^{-1}(s, T) d s_{J} f(s), \tag{12.79}
\end{equation*}
$$

and, for every function $f_{0}=f \mathcal{D}^{2}$ with $f \in \mathcal{S H}_{R}\left(\sigma_{S}(T)\right)$, we set

$$
\begin{equation*}
f_{0}(T):=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} S_{\mathcal{D}^{2}, R}^{-1}(s, T) . \tag{12.80}
\end{equation*}
$$

Theorem 12.7.6. The previous functional calculi are well defined, in the sense that the integrals in Definition 12.7 .5 depend neither on the imaginary unit $J \in \mathbb{S}^{4}$ and nor on the slice Cauchy domain $U$.

Proof. We prove the result for the functional calculi defined using the left slice hyperholomorphic functions since the right counterpart can be proved with similar computations. The only property of the kernels that we shall use to prove the theorem is that they are all right slice hyperholomoprhic in the variable $s$ (see Proposition 12.5.8). For this reason, in what follows, we can refer to an arbitrary left kernel described in Proposition 12.7 .2 with the symbol $K_{L}(s, T)$.
Since $K_{L}(s, T)$ is a right-slice hyperholomorphic function in $s$ and $f$ is left slice hyperholomorphic, the independence from the set $U$ follows by the Cauchy integral formula (see Theorem 3.1.18).
Now, we want to show the independence from the imaginary unit, let us consider two imaginary units $J, I \in \mathbb{S}^{4}$ with $J \neq I$ and two bounded slice Cauchy domains $U_{x}, U_{s}$ with $\sigma_{S}(T) \subset U_{x}, \bar{U}_{x} \subset U_{s}$ and $\bar{U}_{s} \subset \operatorname{dom}(f)$. Then every $s \in \partial\left(U_{s} \cap \mathbb{C}_{J}\right)$ belongs to the unbounded slice Cauchy domain $\mathbb{R}^{6} \backslash U_{x}$.

Since $\lim _{x \rightarrow+\infty} K_{L}(x, T)=0$, the slice hyperholomorphic Cauchy formula implies

$$
\begin{align*}
K_{L}(s, T) & =\frac{1}{2 \pi} \int_{\partial\left(\mathbb{R}^{6} \backslash\left(U_{x} \cap \mathbb{C}_{I}\right)\right)} K_{L}(x, T) d x_{I} S_{R}^{-1}(x, s) \\
& =\frac{1}{2 \pi} \int_{\partial\left(U_{x} \cap \mathbb{C}_{I}\right)} K_{L}(x, T) d x_{I} S_{L}^{-1}(s, x) . \tag{12.81}
\end{align*}
$$

The last equality is due to the facts that $\partial\left(\mathbb{R}^{6} \backslash\left(U_{x} \cap \mathbb{C}_{I}\right)\right)=-\partial\left(U_{x} \cap \mathbb{C}_{I}\right)$ and $S_{R}^{-1}(x, s)=-S_{L}^{-1}(s, x)$. Thus, by formula (12.81) we get

$$
\begin{aligned}
\tilde{f}(T) & =\int_{\partial\left(U_{s} \cap \mathbb{C}_{J}\right)} K_{L}(s, T) d s_{J} f(s) \\
& =\int_{\partial\left(U_{s} \cap \mathbb{C}_{J}\right)}\left(\frac{1}{2 \pi} \int_{\partial\left(U_{x} \cap \mathbb{C}_{I}\right)} K_{L}(x, T) d x_{I} S_{L}^{-1}(s, x)\right) d s_{J} f(s)
\end{aligned}
$$

Due to Fubini's theorem we can exchange the order of integration and by the Cauchy formula we obtain

$$
\begin{aligned}
\tilde{f}(T) & =\int_{\partial\left(U_{x} \cap \mathbb{C}_{I}\right)} K_{L}(x, T) d x_{I}\left(\frac{1}{2 \pi} \int_{\partial\left(U_{s} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(s, x) d s_{J} f(s)\right) \\
& =\int_{\partial\left(U_{x} \cap \mathbb{C}_{I}\right)} K_{L}(x, T) d x_{I} f(x) .
\end{aligned}
$$

This proves the statement.
In what follows we denote by P one of the operators: $\Delta^{1-\ell} \mathcal{D}, \Delta, \overline{\mathcal{D}}$, $\Delta^{\ell} \overline{\mathcal{D}}^{2-\ell}$ and $\mathcal{D}^{2}$ for $\ell=0,1$.

Problem 12.7.7. Let $\Omega$ be a slice Cauchy domain. It might happen that $f, g \in \mathcal{S H}_{L}(\Omega)$ (resp. $f, g \in \mathcal{S H}_{R}(\Omega)$ ) and $\mathrm{P} f=\mathrm{P} g$ (resp. $f \mathrm{P}=g \mathrm{P}$ ). Is it possible to show that for any $T \in \mathcal{B C}^{0,1}\left(V_{5}\right)$, with $\sigma_{S}(T) \subset \Omega$, we have $(\mathrm{P} f)(T)=(\mathrm{P} g)(T)($ resp. $(f \mathrm{P})(T)=(g \mathrm{P})(T))$ ?

In order to address the problem we need an auxiliary result. We start by observing that by hypothesis we have $\mathrm{P}(f-g)=0$ (resp. $(f-g) \mathrm{P}=0$ ). Therefore it is necessary to study the set

$$
(\operatorname{ker} \mathrm{P})_{\mathcal{S H}_{L}(\Omega)}:=\left\{f \in \mathcal{S H}_{L}(\Omega): \mathrm{P}(f)=0\right\}
$$

and

$$
(\operatorname{ker} \mathrm{P})_{\mathcal{S H}_{R}(\Omega)}:=\left\{f \in \mathcal{S} \mathcal{H}_{R}(\Omega):(f) \mathrm{P}=0\right\} .
$$
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Theorem 12.7.8. Let $\Omega$ be a connected slice Cauchy domain of $\mathbb{R}^{6}$, then

$$
\begin{gathered}
(\operatorname{ker} \mathrm{P})_{\mathcal{S H}_{L}(\Omega)}=\left\{f \in \mathcal{S} \mathcal{H}_{L}(\Omega): f \equiv \alpha_{0}+\cdots+x^{t} \alpha_{t} \quad \text { for some } \alpha_{0}, \ldots, \alpha_{t} \in \mathbb{R}_{5}\right\} \\
=\left\{f \in \mathcal{S H}_{R}(\Omega): f \equiv \alpha_{0}+\cdots+\alpha_{t} x^{t} \quad \text { for some } \alpha_{0}, \ldots, \alpha_{t} \in \mathbb{R}_{5}\right\} \\
=(\operatorname{ker} \mathrm{P})_{\mathcal{S H}_{R}(\Omega)},
\end{gathered}
$$

where $t$ is equal to the degree of $P$ minus 1 .
Proof. We prove the result in the case $f \in \mathcal{S H}_{L}(\Omega)$ since the case $f \in$ $\mathcal{S H}_{R}(\Omega)$ follows by similar arguments. We proceed by double inclusion. The fact that

$$
(\operatorname{ker} \mathrm{P})_{\mathcal{S H}_{L}(\Omega)} \supseteq\left\{f \in \mathcal{S} \mathcal{H}_{L}(\Omega): f \equiv \alpha_{0}+\cdots+x^{t} \alpha_{t} \quad \text { for some } \alpha_{0}, \ldots, \alpha_{t} \in \mathbb{R}_{5}\right\}
$$

is obvious. The other inclusion can be proved observing that if $f \in(\operatorname{ker} \mathrm{P})_{\mathcal{S H}_{L}(\Omega)}$, after a change of variable if needed, there exists $r>0$ such that the function $f$ can be expanded in a convergent series at the origin

$$
f(x)=\sum_{k=0}^{\infty} x^{k} \alpha_{k} \quad \text { for }\left\{\alpha_{k}\right\}_{k \in \mathbb{N}_{0}} \subset \mathbb{R}_{5} \text { and for any } x \in B_{r}(0)
$$

where $B_{r}(0)$ is the ball centred at 0 and of radius $r$. We have

$$
0=\mathrm{P} f(x) \equiv \sum_{k=\operatorname{deg}(\mathrm{P})}^{\infty} \mathrm{P}\left(x^{k}\right) \alpha_{k}, \quad \forall x \in B_{r}(0) .
$$

By Lemma 12.6.1, Proposition 12.6.2, Proposition 12.6.3, Proposition 12.6.8, Proposition 12.6.9, Proposition 12.6.11 and Proposition 12.6 .12 we can compute explicitly the expressions $\mathrm{P}\left(x^{k}\right)$ and, when they are restricted to a neighborhood of zero of the real axis, they coincide up to a constant to $x^{k-\operatorname{deg}(\mathrm{P})}$. Since the power series is identically zero, its coefficients $\alpha_{k}$ 's must be zero for any $k \geq \operatorname{deg}(\mathrm{P})$. This yields $f(x) \equiv \alpha_{0}+\cdots+x^{t} \alpha_{t}$ in $B_{r}(0)$ and, since $\Omega$ is connected, we also have $f(x) \equiv \alpha_{0}+\cdots+x^{t} \alpha_{t}$ for any $x \in \Omega$.

We solve the problem 12.7 .7 in the case in which $\Omega$ is connected.
Proposition 12.7.9. Let $T \in \mathcal{B C}^{0,1}\left(V_{5}\right)$ and let $U$ be a connected slice Cauchy domain with $\sigma_{S}(T) \subset U$. If $f, g \in \mathcal{S} \mathcal{H}_{L}(U)$ (resp. $f, g \in$ $\left.\mathcal{S H}{ }_{R}(U)\right)$ satisfy the property $\mathrm{P} f=\mathrm{P} g$ (resp. $f \mathrm{P}=g \mathrm{P}$ ) then $(\mathrm{P} f)(T)=$ $(\mathrm{P} g)(T)($ resp. $(f \mathrm{P})(T)=(g \mathrm{P})(T))$.

Proof. We prove the theorem in the case $f, g \in \mathcal{S H}_{L}(\Omega)$ since the case $f, g \in \mathcal{S H}_{R}(\Omega)$ follows by similar arguments. By Definition 12.7.5, we have

$$
(\mathrm{P} f)(T)-(\mathrm{P} g)(T)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} S_{\mathrm{P}, L}^{-1}(s, T) d s_{J}(f(s)-g(s)) .
$$

Since $S_{\mathrm{P}, L}^{-1}(s, T)$ is slice hyperholomorphic in the variable $s$ by Proposition 12.7.4, we can change the domain of integration to $B_{r}(0) \cap \mathbb{C}_{J}$ for some $r>0$ with $\|T\|<r$. Moreover, by hypothesis we have that $f(s)-g(s) \in$ $(\operatorname{ker} \mathrm{P})_{\mathcal{S H}_{L}(\Omega)}$, thus by Theorem 12.7.8 and Proposition 12.7 .2 we get

$$
\begin{aligned}
& (\mathrm{P} f)(T)-(\mathrm{P} g)(T)=\frac{1}{2 \pi} \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} S_{\mathrm{P}, L}^{-1}(s, T) d s_{J}(f(s)-g(s)) \\
& =\frac{1}{2 \pi} \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} S_{\mathrm{P}, L}^{-1}(s, T) d s_{J}\left(\alpha_{0}+\cdots+s^{t} \alpha_{t}\right) \\
& =\frac{1}{2 \pi} \sum_{m=\operatorname{deg}(\mathrm{P})}^{\infty}\left(g_{\mathrm{P}, m}(T, \bar{T})\right) \int_{\partial\left(B_{r}(0) \cap \mathbb{C}_{J}\right)} s^{-1-m} d s_{J}\left(\alpha_{0}+\cdots+s^{t} \alpha_{t}\right)=0 .
\end{aligned}
$$

where $g_{\mathrm{P}, m}(T, \bar{T})$ is a polynomial in $T$ and $\bar{T}$ (see Proposition 12.7.2) and $t:=\operatorname{deg}(\mathrm{P})-1$.

Now, we write the resolvent operators associated with the fine structures in terms of the $F$ - resolvent operators.
Proposition 12.7.10. Let $T \in \mathcal{B C}^{0,1}\left(V_{5}\right)$ and $s \in \rho_{S}(T)$. Then, we have

$$
\begin{aligned}
& S_{\mathcal{D}, L}^{-1}(s, T)=-\frac{1}{16}\left[F_{5}^{L}(s, T) s^{3}-\left(T+2 T_{0}\right) F_{5}^{L}(s, T) s^{2}\right. \\
&\left.+\left(2 T_{0} x+|x|^{2}\right) F_{5}^{L}(s, T) s-T|T|^{2} F_{5}^{L}(s, T)\right] \\
& S_{\mathcal{D}, R}^{-1}(s, T)=-\frac{1}{16}\left[s^{3} F_{5}^{R}(s, T)-s^{2} F_{5}^{R}(s, T)\left(T+2 T_{0}\right)\right. \\
&\left.+s F_{5}^{R}(s, T)\left(2 T_{0} T+|T|^{2}\right)-F_{5}^{R}(s, T) T|T|^{2}\right], \\
& S_{\Delta, L}^{-1}(s, T)=-\frac{1}{8}\left[F_{5}^{L}(s, T) s^{2}-2 T_{0} F_{5}^{L}(s, T) s+|T|^{2} F_{5}^{L}(s, x)\right] \\
& S_{\Delta, R}^{-1}(s, T)=-\frac{1}{8}\left[F_{5}^{R}(s, T) T^{2}-2 s F_{5}^{R}(s, T) T_{0}+F_{5}^{R}(s, x)|T|^{2}\right],
\end{aligned}
$$
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$$
\begin{aligned}
& S_{\Delta \mathcal{D}, L}^{-1}(s, T)=\frac{1}{4}\left[F_{5}^{L}(s, T) s-T F_{5}^{L}(s, T)\right], \\
& S_{\Delta \mathcal{D}, R}^{-1}(s, T)=\frac{1}{4}\left[s F_{5}^{R}(s, T)-F_{5}^{R}(s, T) T\right], \\
& S_{\overline{\mathcal{D}}, L}^{-1}(s, T)=\frac{1}{32}\left[3 F_{5}^{L}(s, T) s^{3}-\left(8 T_{0}+T\right) F_{5}^{L}(s, T) s^{2}\right. \\
& \left.+\left(4 T_{0}^{2}+2 T_{0} T+3|T|^{2}\right) F_{5}^{L}(s, T) s-\left(T|T|^{2}+2 T_{0}|T|^{2}\right) F_{5}^{L}(s, T)\right], \\
& S_{\overline{\mathcal{D}}, R}^{-1}(s, T)=\frac{1}{32}\left[3 s^{3} F_{5}^{R}(s, T)-s^{2} F_{5}^{R}(s, T)\left(8 T_{0}+T\right)\right. \\
& \left.+s F_{5}^{R}(s, T)\left(4 T_{0}^{2}+2 T_{0} T+3|T|^{2}\right)-F_{5}^{R}(s, x)\left(T|T|^{2}+2 T_{0}|T|^{2}\right)\right], \\
& S_{\mathcal{D}^{2}, L}^{-1}(s, T)=-\frac{1}{8}\left[F_{5}^{L}(s, T) s^{2}-2 T F_{5}^{L}(s, T) s+T^{2} F_{5}^{L}(s, T)\right], \\
& S_{\mathcal{D}^{2}, R}^{-1}(s, T)=-\frac{1}{8}\left[s^{2} F_{5}^{R}(s, T)-2 s F_{5}^{R}(s, T) T+F_{5}^{R}(s, T) T^{2}\right], \\
& S_{\overline{\mathcal{D}}^{2}, L}^{-1}(s, T)=\frac{1}{2}\left[F_{5}^{L}(s, T) s^{2}-2 T_{0} F_{5}^{L}(s, T) s+x_{0}^{2} F_{5}^{L}(s, T)\right], \\
& S_{\overline{\mathcal{D}}^{2}, R}^{-1}(s, T)=\frac{1}{2}\left[s^{2} F_{5}^{R}(s, T)-2 s F_{5}^{R}(s, T) T_{0}+F_{5}^{R}(s, T) T_{0}^{2}\right], \\
& S_{\Delta \overline{\mathcal{D}}, L}^{-1}(s, T)=-F_{5}^{L}(s, x) s+T_{0} F_{5}^{L}(s, T), \\
& S_{\Delta \overline{\mathcal{D}}, R}^{-1}(s, T)=-s F_{5}^{R}(s, T)+F_{5}^{R}(s, T) T_{0} .
\end{aligned}
$$

Proof. it follows by formally replacing the variable $x$ of Remark 12.5 .9 by the paravector operator $T$.

In order to solve Problem 12.7.7, in the case $\Omega$ not connected, we need the following lemma, which is based on the monogenic functional calculus developed in [99, 101, 108, 112]. We chose to annihilate the last component of the operator $T$, namely $T_{4}=0$. In the monogenic functional calculus McIntosh and collaborators consider zero the first component $T_{0}=0$.

However, in our case this is a drawback due to the structure of the polyanalytic resolvent operators, see Proposition 12.7.10.

Lemma 12.7.11. Let $T \in \mathcal{B C}^{0,1}\left(V_{5}\right)$ be such that $T=T_{0} e_{0}+T_{1} e_{1}+T_{2} e_{2}+$ $T_{3} e_{3}$, and assume that the operators $T_{\ell}, \ell=0,1,2,3$, have real spectrum. Let $G$ be a bounded slice Cauchy domain such that $(\partial G) \cap \sigma_{S}(T)=\emptyset$. For every $J \in \mathbb{S}^{4}$ we have

$$
\begin{equation*}
\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} S_{\mathrm{P}, L}^{-1}(s, T) d s_{J}\left(\alpha_{0}+\cdots+s^{t} \alpha_{t}\right)=0 \tag{12.82}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\partial\left(G \cap \mathbb{C}_{J}\right)}\left(\alpha_{0}+\cdots+s^{t} \alpha_{t}\right) d s_{J} S_{\mathrm{P}, R}^{-1}(s, T)=0, \tag{12.83}
\end{equation*}
$$

where $t=\operatorname{deg}(\mathrm{P})-1$ and $\alpha_{j} \in \mathbb{R}_{5}$ for any $0 \leq j \leq t$.
Proof. Since $\Delta^{2}(1)=0, \Delta^{2}(x)=0, \Delta^{2}\left(x^{2}\right)=0$ and $\Delta^{2}\left(x^{3}\right)=0$ by Theorem 7.4.6 we also have

$$
\begin{equation*}
\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} F_{5}^{L}(s, x) d s_{J}=\Delta^{2}(1)=0 \tag{12.84}
\end{equation*}
$$

and

$$
\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} F_{5}^{L}(s, x) d s_{J} s=\Delta^{2}(x)=0,
$$

and

$$
\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} F_{5}^{L}(s, x) d s_{J} s^{2}=\Delta^{2}\left(x^{2}\right)=0
$$

and

$$
\begin{equation*}
\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} F_{5}^{L}(s, x) d s_{J} s^{3}=\Delta^{2}\left(x^{3}\right)=0 \tag{12.85}
\end{equation*}
$$

for all $x \notin \partial G$ and $J \in \mathbb{S}^{4}$. By the monogenic functional we have

$$
F_{5}^{L}(s, T)=\int_{\partial \Omega} G(\omega, T) \mathbf{D} \omega F_{5}^{L}(s, \omega),
$$

where $\mathbf{D} \omega$ is a suitable differential form, the open set $\Omega$ contains the left spectrum of $T$ and $G(\omega, T)$ is the Fueter resolvent operator. By Proposition 12.7.10 we can write

$$
S_{\mathrm{P}, L}^{-1}(s, T)=\sum_{\ell=0}^{4-\operatorname{deg}(\mathrm{P})} g_{\mathrm{P}, \ell}(T, \bar{T}) F_{5}^{L}(s, T) s^{\ell},
$$
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and thus we have

$$
S_{\mathrm{P}, L}^{-1}(s, T)\left(\alpha_{0}+\cdots+s^{t} \alpha_{t}\right)=\sum_{\ell=0}^{3} g_{\mathrm{P}, \ell}^{\prime}(T, \bar{T}) F_{5}^{L}(s, T) s^{\ell} \beta_{\ell}
$$

for appropriate polynomial in $T, \bar{T}: g_{\mathrm{P}, \ell}^{\prime}(T, \bar{T})$, and $\beta_{\ell} \in \mathbb{R}_{5}$. We can conclude the proof of the theorem observing that for any $\ell=0,1,2,3$ we have

$$
\begin{aligned}
& g_{\mathrm{P}, \ell}(T, \bar{T}) \int_{\partial\left(G \cap \mathbb{C}_{J}\right)} F_{5}^{L}(s, T) d s_{J} s^{\ell} \beta_{\ell} \\
& =-\left(g_{\mathrm{P}, \ell}(T, \bar{T}) \int_{\partial\left(G \cap \mathbb{C}_{J}\right)} \int_{\partial \Omega} G(\omega, T) \mathbf{D} \omega F_{L}(s, \omega) s^{\ell} d s_{J}\right) \beta_{\ell} \\
& =\left(g_{\mathrm{P}, \ell}(T, \bar{T}) \int_{\partial \Omega} G(\omega, T) \mathbf{D} \omega\left(\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} F_{L}(s, \omega) d s_{J} s^{\ell}\right)\right) \beta_{\ell}=0
\end{aligned}
$$

where the second equality is a consequence of the Fubini's Theorem and the last equality is a consequence of formulas (12.84)-(12.85). Therefore, we get

$$
\int_{\partial\left(G \cap \mathbb{C}_{J}\right)} S_{\mathrm{P}, L}^{-1}(s, T) d s_{J}\left(\alpha_{0}+\cdots+s^{t} \alpha_{t}\right)=0 .
$$

By similar computations it is possible to show (12.83).
Finally in the following result we give an answer to the question in Problem 12.7.7.
Proposition 12.7.12. Let $T \in \mathcal{B C}^{0,1}\left(V_{5}\right)$ be such that $T=T_{0} e_{0}+T_{1} e_{1}+$ $T_{2} e_{2}+T_{3} e_{3}$, and assume that the operators $T_{\ell}, \ell=0,1,2,3$, have real spectrum. Let $U$ be a slice Cauchy domain with $\sigma_{S}(T) \subset U$. If $f, g \in$ $\mathcal{S H} \mathcal{H}_{L}(U)\left(\right.$ resp. $f, g \in \mathcal{S H}_{R}(U)$ ) satisfy the property $\mathrm{P} f=\mathrm{P} g$ (resp $f \mathrm{P}=$ $g \mathrm{P})$ then $(\mathrm{P} f)(T)=(\mathrm{P} g)(T)($ resp. $(f \mathrm{P})(T)=(g \mathrm{P})(T))$.
Proof. If $U$ is connected we can use Proposition 12.7.9. If $U$ is not connected then $U=\cup_{\ell=1}^{m} U_{\ell}$ where the $U_{\ell}$ are the connected components of $U$. Hence, there exist constants $\alpha_{\ell, i} \in \mathbb{R}_{5}$ for $\ell=1, \ldots, m$ and $i=0,1,2,3$ such that $f(s)-g(s)=\sum_{\ell=1}^{m} \sum_{i=0}^{t} \chi_{U_{\ell}}(s) s^{i} \alpha_{\ell, i}$ where $t=\operatorname{deg}(\mathrm{P})-1$. Thus we can write

$$
(\mathrm{P} f)(T)-(\mathrm{P} g)(T)=\sum_{\ell=1}^{m} \frac{1}{2 \pi} \int_{\partial\left(U_{\ell} \cap \mathbb{C}_{J}\right)} S_{\mathrm{P}, L}^{-1}(s, T) d s_{J}\left(\alpha_{\ell, 0}+\cdots+s^{t} \alpha_{\ell, t}\right) .
$$

the last summation is zero by Lemma 12.7.11.
12.8. The product rule for the $F$-functional calculus in dimension five

Remark 12.7.13. It is possible to prove some other important properties for these functional calculi, this will be investigated in a forthcoming work.

### 12.8 The product rule for the $F$-functional calculus in dimension five

In order to obtain a product rule for the $F$-functional calculus in dimension five, it is crucial the Dirac fine structure of the kind ( $\mathcal{D}, \overline{\mathcal{D}}, \mathcal{D}, \overline{\mathcal{D}})$, see (12.7).

Theorem 12.8.1 (Product rule for the $F$-functional calculus for $n=5$ ). Let $T \in \mathcal{B C}\left(V_{5}\right)$. We assume $f \in \mathcal{N}\left(\sigma_{S}(T)\right)$ and $g \in \mathcal{S H}_{L}\left(\sigma_{S}(T)\right)$, then we have

$$
\begin{aligned}
& \Delta^{2}(f g)(T)=\Delta^{2}(f)(T) g(T)+f(T) \Delta^{2}(g)(T)+\Delta(f)(T) \Delta(g)(T) \\
&-\mathcal{D} \Delta(f)(T) \mathcal{D}(g)(T)-\mathcal{D}(f)(T) \Delta \mathcal{D}(g)(T) .
\end{aligned}
$$

Proof. Let $G_{1}$ and $G_{2}$ be two bounded slice Cauchy domain such that contain $\sigma_{S}(T)$ and $\bar{G}_{1} \subset G_{2}$, with $\bar{G}_{2} \subset \operatorname{dom}(f) \cap \operatorname{dom}(g)$. We choose $p \in \partial\left(G_{1} \cap \mathbb{C}_{J}\right)$ and $s \in \partial\left(G_{2} \cap \mathbb{C}_{J}\right)$.
For every $I \in \mathbb{S}^{4}$, from the definitions of $F$-functional calculus, $S C$ functional calculus, holomorphic Cliffordian functional calculus of order 1 and $\ell+1$-harmonic functional calculus $(0 \leq \ell \leq 1)$ we get

$$
\begin{aligned}
& \Delta^{2}(f)(T) g(T)+f(T) \Delta^{2}(g)(T)+\Delta(f)(T) \Delta(g)(T) \\
& -\mathcal{D} \Delta(f)(T) \mathcal{D}(g)(T)-\mathcal{D}(f)(T) \Delta \mathcal{D}(g)(T) \\
& =\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} F_{5}^{R}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(p, T) d p_{J} g(p) \\
& +\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} S_{R}^{-1}(s, T) \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{5}^{L}(p, T) d p_{J} g(p) \\
& +\frac{16}{\pi^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \mathcal{Q}_{c, s}(T)^{-1} S_{R}^{-1}(s, T) \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}(T)^{-1} d p_{J} g(p) \\
& +\frac{16}{\pi^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \mathcal{Q}_{c, s}(T)^{-2} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-1} d p_{J} g(p) \\
& +\frac{16}{\pi^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \mathcal{Q}_{c, s}(T)^{-1} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \mathcal{Q}_{c, p}(T)^{-2} d p_{J} g(p) \\
& =\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} f(s) d s_{J}\left\{F_{5}^{R}(s, T) S_{L}^{-1}(s, T)+S_{R}^{-1}(s, T) F_{5}^{L}(p, T)\right. \\
& +2^{6}\left[\mathcal{Q}_{c, s}(T)^{-1} S_{R}^{-1}(s, T) S_{L}^{-1}(p, T) \mathcal{Q}_{c, p}(T)^{-1}+\mathcal{Q}_{c, s}(T)^{-2} \mathcal{Q}_{c, p}(T)^{-1}\right. \\
& \left.\left.+\mathcal{Q}_{c, s}(T)^{-1} \mathcal{Q}_{c, p}(T)^{-2}\right]\right\} d p_{J} g(p)
\end{aligned}
$$
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By Lemma 9.3.2 we get

$$
\begin{aligned}
& \Delta^{2}(f)(T) g(T)+f(T) \Delta^{2}(g)(T)+\Delta(f)(T) \Delta(g)(T) \\
& -\mathcal{D} \Delta(f)(T) \mathcal{D}(g)(T)-\mathcal{D}(g)(T) \Delta \mathcal{D} g(T) \\
& \left.=\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} f(s)\right) d s_{J}\left\{\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right] p\right. \\
& \left.\left.-\bar{s}\left[F_{5}^{R}(s, T)-F_{5}^{L}(p, T)\right]\right\} \mathcal{Q}_{s}(p)^{-1}\right\} d p_{J} g(p)
\end{aligned}
$$

Now, since the functions $p \mapsto p \mathcal{Q}_{s}(p)^{-1}, p \mapsto \mathcal{Q}_{s}(p)^{-1}$ are intrinsic slice hyperholomoprhic on $\bar{G}_{1}$ by the Cauchy integral formula we have

$$
\begin{aligned}
& \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{5}^{R}(s, T) p \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p)=0, \\
& \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} \bar{s} F_{5}^{R}(s, T) \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p)=0 .
\end{aligned}
$$

Therefore we obtain

$$
\begin{aligned}
& \Delta^{2}(f)(T) g(T)+f(T) \Delta^{2}(g)(T)+\Delta(f)(T) \Delta(g)(T) \\
& -\mathcal{D} \Delta(f)(T) \mathcal{D}(g)(T)-\mathcal{D}(f)(T) \Delta \mathcal{D}(g)(T) \\
& =\frac{1}{(2 \pi)^{2}} \int_{\partial\left(G_{2} \cap \mathbb{C}_{J}\right)} f(s) d s_{J} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)}\left[\bar{s} F_{5}(p, T)^{L}-F_{5}^{L}(p, T) p\right] \mathcal{Q}_{s}(p)^{-1} d p_{J} g(p)
\end{aligned}
$$

From Lemma 9.4.1 with $B:=F_{5}^{L}(p, T)$ we get

$$
\begin{aligned}
& \Delta^{2}(f)(T) g(T)+f(T) \Delta^{2}(g)(T)+\Delta(f)(T) \Delta(g)(T) \\
& -\mathcal{D} \Delta(f)(T) \mathcal{D}(g)(T)-\mathcal{D}(f)(T) \Delta \mathcal{D}(g)(T) \\
& =\frac{1}{(2 \pi)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{5}^{L}(p, T) d p_{J} f(p) g(p) \\
& =\frac{1}{(2 \pi)} \int_{\partial\left(G_{1} \cap \mathbb{C}_{J}\right)} F_{5}^{L}(p, T) d p_{J}(f g)(p) \\
& =\Delta^{2}(f g)(T)
\end{aligned}
$$

## CHAPTER <br> 13

## Conclusion and further research in progress

In this dissertation we get results on integral transforms in the hypercomplex setting and functional calculi on the $S$-spectrum. We studied more in details the Segal-Bargmann transform and the short-time Fourier transform in the quaternionic and Cliffod algebra settings. The methods from the Fock space and Segal-Bargman theories can be used to show several results on the Gaussian RBF kernel in complex and hypercomplex analysis. The latter is one of the most used kernels in modern machine learning kernel methods, and in support vector machines (SVMs) classification algorithms, see [130]. These methods have been recently investigated in the paper [8].

Furthermore, we study in detail a monogenic functional calculus, a harmonic functional calculus and polyanalytic functional calculus on the $S$ spectrum. Nowadays, the $S$-functional calculus has generated the following research directions: the Phillips functional calculus; $H^{\infty}$-functional calculus, see [44]; Schur analysis [13] and new classes of fractional diffusion problems based on fractional powers of quaternionic linear operators, see [39, 40, 44].

For perspectives and further researches, we aim to figure out if it is pos-
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sible to have results, like the ones listed before, for the $F$-functional calculus, the $Q$-functional calculus and the $P_{2}$-functional calculus. We observe that the $H^{\infty}$-functional calculus in the monogenic setting was obtained by McIntosh and collaborators, see [99]. However, even if the $F$-functional calculus is in the same spirit McIntosh, the approach is different since it is based on the $S$-spectrum and the Fueter-Sce theorem.

We started working on some different problems that are still under progress. Such problems are related to the following topics

1) The $F$-resolvent equation for all dimensions. In this case we have to deal with fractional powers.
2) Figure out if it is possible to get a sort of commutation rule between the generalized modulation and translation operator.
3) Establish a generalized Cauchy-Kovalevskaya extension for axially harmonic functions.
4) Generalize to all odd dimensions the fine structures.
5) Study the function spaces that arise from the splitting of the Fueter-Sce mapping theorem, both in the complex and hypercomplex settings.

In the next page we explain some research problems that we are considering now.

### 13.0.1 The $F$-resolvent equation for all dimensions

The monogenic functional calculus developed by McIntosh and collaborators holds for all dimensions. In this dissertation we studied the $F$ functional calculus only when the dimension is odd.

In order to have a $F$-resolvent equation also for dimensions even we need to develop a $F$-functional calculus when $n$ is even. To achieve this we need to show a Fueter-Sce-Qian mapping theorem in integral form for any $n$.

As for the case $n$ odd, the first step is to compute the action of the Fueter-Sce-Qian map on the second form of the slice hyperholomorphic Cauchy kernel. This was done in Chapter 8, where we show that for all $n$ we have

$$
\Delta^{\frac{n-1}{2}} S_{L}^{-1}(s, x)=F_{n}^{L}(s, x),
$$

where

$$
F_{n}^{L}(s, x):=\gamma_{n}(s-\bar{x})\left(s^{2}-2 x_{0} s+|x|^{2}\right)^{-\frac{n+1}{2}} .
$$

In this case the main issue to face is that the function $F_{n}^{L}(s, x)$ is monogenic in $x$ if $\left(s^{2}-2 x_{0} s+|x|^{2}\right) \in \mathbb{R}^{n+1} \backslash(-\infty, 0]$. Therefore in the statement of the Fueter-Sce-Qian mapping theorem in integral form we have to take into account this feature.

Theorem 13.0.1 (Fueter-Sce-Qian theorem in integral version for even dimensions). Let $n$ be an even number. Let $f$ be a slice hyperholomorphic function defined in an open set that contains $\bar{U}$, where $U$ is a bounded axially symmetric slice open set. We suppose that $\partial\left(U \cap \mathbb{C}_{J}\right)$ is union of a finite number of rectifiable Jordan curves for any $J \in \mathbb{S}^{n-1}$. Then if $x \in U$ and $U \cap \mathbb{R}^{n+1} \backslash(-\infty, 0]=\emptyset$ the function $\breve{f}(x)$, given by

$$
\breve{f}(x)=\Delta^{\frac{n-1}{2}} f(x),
$$

is monogenic and it admits the following integral representation

$$
\breve{f}(x)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} F_{n}^{L}(s, x) d s_{J} f(s), \quad d s_{J}=d s / J,
$$

and

$$
\breve{f}(x)=\frac{1}{2 \pi} \int_{\partial\left(U \cap \mathbb{C}_{J}\right)} f(s) d s_{J} F_{n}^{R}(s, x), \quad d s_{J}=d s / J
$$

where the integrals depends neither on $U$ nor on the imaginary unit $J \in$ $\mathbb{S}^{n-1}$.

The idea to show Theorem 13.0.1 is similar to the one in Theorem 7.4.6, but in this case we have to pay attention to correctly exchange the integral and the Fueter-Sce-Qian mapping theorem.

Once proved a Fueter-Sce-Qian theorem in integral version, it is possible to define the $F$-functional calculus. Now we aim to solve the following problems

Problem 13.0.2. Is it possible to have a resolvent equation for the $F$ functional calculus in even dimensions?

If it is possible
Problem 13.0.3. Does the $F$-resolvent equation allow to study the Riesz projectors?

Moreover,
Problem 13.0.4. Is it possible to develop the theory of fine structures in even dimensions?

### 13.0.2 A new monogenic product between axially monogenic functions

In the monogenic theory of functions the pointwise product of monogenic functions is not anymore monogenic. For this reason it was introduced the so called CK-product. For a pair of monogenic functions $A\left(x_{0}, \underline{x}\right)$ and $B\left(x_{0}, \underline{x}\right)$ the CK-product is defined as

$$
A\left(x_{0}, \underline{x}\right) \odot_{C K} B\left(x_{0}, \underline{x}\right)=C K[A(0, \underline{x}) \cdot B(0, \underline{x})] .
$$

The building blocks for the expansion in series of a generic monogenic function are the so-called Fueter variables, defined by

$$
\xi_{\ell}=x_{\ell}-e_{\ell} x_{0}, \quad \ell=1, \ldots n .
$$

Now, let us consider the Clifford-Appel polynomials, defined Chapter 9 as

$$
P_{k}^{n}(x):=\sum_{s=0}^{k} T_{s}^{k}(n) x^{k-s} \bar{x}^{s}, \quad x \in \mathbb{R}^{n+1},
$$

where $T_{s}^{k}(n)$ is defined as

$$
T_{s}^{k}(n):=\binom{k}{s} \frac{\left(\frac{n+1}{2}\right)_{k-s}\left(\frac{n-1}{2}\right)_{s}}{(n)_{k}}, \quad n \geq 1,
$$

Now, one can wonder if the CK-product works well also for this kind of polynomials. In [19, Prop. 3.7] (one can easily extend in $\mathbb{R}^{n+1}$ ) the CKproduct between Clifford-Appel polynomials is computed and it is given by

$$
\begin{equation*}
\left(P_{k}^{n} \odot_{C K} P_{s}^{n}\right)(x)=\frac{c_{k} c_{s}}{c_{k+s}} P_{k+s}^{n} . \tag{13.1}
\end{equation*}
$$

The drawback of this formula is the presence of unsuitable constants $c_{k}$, depending on the dimension, and the degree $k$, which turn out to be unsuitable for certain computations.
Therefore, we aim to define a new kind of product between the axially monogenic functions. This will make use of the generalized CK-extension and of the following fact

$$
P_{k}^{n}(x)=G C K\left[x_{0}^{k}\right] .
$$

Definition 13.0.5. Let $A\left(x_{0}, \underline{x}\right)$ and $B\left(x_{0}, \underline{x}\right)$ be axially monogenic functions then

$$
\begin{equation*}
A\left(x_{0}, \underline{x}\right) \odot_{G C K} B\left(x_{0}, \underline{x}\right)=G C K\left[A\left(x_{0}, 0\right) \cdot B\left(x_{0}, 0\right)\right] . \tag{13.2}
\end{equation*}
$$

In these cases we restrict the functions to a submanifold of dimension one. We will see that this gives arise to a natural properties of the product between Clifford-Appel polynomials.

Lemma 13.0.6. Let $n \in \mathbb{N}$ and $\ell, k \geq 0$. Then for any $x=x_{0}+\underline{x} \in \mathbb{R}^{n+1}$ we have

$$
\begin{equation*}
P_{\ell}^{n}(x) \odot_{G C K} P_{k}^{n}(x)=P_{k+\ell}^{n}(x) . \tag{13.3}
\end{equation*}
$$

By means of the Clifford-Appel polynomials and the generalized CK product we can consider an axially monogenic rational function defined by

$$
\begin{align*}
\breve{r}(q) & =D+C \odot_{G C K}\left(I-P_{1}^{n}(q) A\right)^{-\odot_{G C K}} \odot_{G C K}\left(P_{1}^{n}(q) B\right) \\
& =\sum_{n=0}^{\infty} P_{1}^{n}(q) C A^{n} B \tag{13.4}
\end{align*}
$$

where $A, B, C$ and $D$ are matrices of suitable sizes. Formula (13.4) can be also useful to introduce the counterpart of Shur analysis for axially monogenic functions.

### 13.0.3 A generalized Cauchy-Kovalevskaya extension for axially harmonic functions

In general, every monogenic function defined at $\mathbb{R}^{n}$ is determined by its restriction to the hyperplane $x_{0}=0$. On the other hand, any real-analytic function $f(\underline{x})$ defined in a region of $\mathbb{R}^{n}$, has a unique monogenic extension $f\left(x_{0}, \underline{x}\right)$ called Cauchy-Kovalevskaya extension (CK-extension). However, it is possible to deal with restrictions to submanifolds not only of codimension one but of arbitrary codimension. This kind of expansion is called generalized CK-extension (GCK-extension).

Our aim is to construct a similar tool for the axially harmonic functions in the Clifford algebra setting. This will be helpful to find a splitting of diagram (7.36). Now we state the generalized CK-extension for axially harmonic functions that we are investigating at the moment.

Theorem 13.0.7. Let $A_{0}$ and $A_{1}$ be two Clifford-valued functions of one real variable $x_{0}$, defined in an open subset $\Omega_{1}$ of the real line. Then there exist a unique sequence of functions $\left\{A_{j}\right\}_{j \in \mathbb{N}_{0}}$ such that the series

$$
\begin{equation*}
f\left(x_{0}, \underline{x}\right)=\sum_{j=0}^{\infty} \underline{x}^{j} A_{j}\left(x_{0}\right) \tag{13.5}
\end{equation*}
$$

converges in an axially symmetric $(n+1)$-dimensional neighborhood $\Omega$ of $\Omega_{1}$ and such that $f\left(x_{0}, \underline{x}\right)$ is harmonic (i.e. $\Delta_{\mathbb{R}^{n+1}} f\left(x_{0}, \underline{x}\right)=0$ ).
Moreover,

$$
\begin{align*}
f\left(x_{0}, \underline{x}\right)= & \Gamma\left(\frac{n}{2}\right)\left(\frac{|\underline{x}| \partial_{x_{0}}}{2}\right)\left[\left(\frac{|\underline{x}| \partial_{x_{0}}}{2}\right)^{-\frac{n}{2}} J_{\frac{n}{2}-1}\left(|\underline{x}| \partial_{x_{0}}\right)\left[A_{0}\left(x_{0}\right)\right]\right. \\
& \left.+\frac{n \underline{x}}{2} J_{\frac{n}{2}}\left(\underline{\mid x} \mid \partial_{x_{0}}\right)\left[A_{1}\left(x_{0}\right)\right]\right], \tag{13.6}
\end{align*}
$$

where $J_{\nu}$ is the Bessel function of the first kind of order $\nu$. Formula 13.6 is known as the generalized CK-extension of $A_{0}$ and $A_{1}$, and it is denoted by $\operatorname{HGCK}\left[\left(A_{0}, A_{1}\right)\right]\left(x_{0}, \underline{x}\right)$. The initial functions $A_{0}$ and $A_{1}$ can be recovered by

$$
\begin{gathered}
\left.f\left(x_{0}, \underline{x}\right)\right|_{\underline{x}=0}=A_{0}\left(x_{0}\right), \\
-\left.\frac{1}{n} \partial_{\underline{x}}\left[f\left(x_{0}, \underline{x}\right)\right]\right|_{\underline{x}=0}=A_{1}\left(x_{0}\right) .
\end{gathered}
$$

One of the main difference with respect the monogenic generalized CK extension is the presence of two initial functions, namely $A_{0}$ and $A_{1}$.

Now, we have all the tools to split diagram (7.36).
Theorem 13.0.8. Let $f(z)=\alpha(u, v)+i \beta(u, v)$ be an intrinsic holomorphic function defined on an intrinsic complex domain $\Omega_{2} \subset \mathbb{C}$. Then for $n \geq 3$ and odd we have

$$
\begin{equation*}
\Delta_{\mathbb{R}^{n+1}}^{\frac{n-3}{2}} \mathcal{D}\left[f\left(x_{0}+\underline{x}\right)\right]=\gamma_{n} H G C K\left[\left(f^{(n-2)}\left(x_{0}\right), 0\right)\right] . \tag{13.7}
\end{equation*}
$$

Setting $\Omega_{1}=\Omega_{2} \cap \mathbb{R}$, we obtain the following diagram

where $S$ is the slice operator and $P_{1}$ is the projection of the first component.
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The previous theorem sheds light on the nature of Fueter operator.
Corollary 13.0.9. Let $f(z)=\alpha(u, v)+i \beta(u, v)$ an intrinsic holomorphic function. Then

$$
\mathcal{D}\left[f\left(x_{0}+\underline{x}\right)\right]=-2 \operatorname{HGCK}\left[\left(f^{(1)}\left(x_{0}\right), 0\right)\right] .
$$

Our next aim is to solve the following problem
Problem 13.0.10. Develop generalized CK extensions for polyharmonic, polyanalytic, holomorphic Cliffordian and polyanalytic Cliffordian functions. Moreover we would like to figure out if these possible extensions are related to the Fueter-Sce map.
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## cumeran 14

## Appendices

We add the appendices A and B due to the lack of references. In the appendix C it is possible to visualize all the possible fine structures explained in Chapter 12.

### 14.0.1 Appendix A: Complex Hermite polynomials

We prove an orthogonality relation for the complex Hermite polynomials, with a general parameter $\alpha>0$. Then, we show some basic properties of the Hermite polynomials, for a general parameter $\nu>0$. We consider the complex Hermite polynomials defined by

$$
H_{m, p}^{\alpha}(z, \bar{z})=(-1)^{m+p} e^{\alpha|z|^{2}} \frac{\partial^{m+p}}{\partial z^{m} \partial \bar{z}^{p}}\left(e^{-\alpha|z|^{2}}\right), \quad \alpha>0 .
$$

First, using some direct calculations we observe that we have

$$
H_{0, p}^{\alpha}(z, \bar{z})=\alpha^{p} z^{p}
$$

and

$$
H_{1, p}^{\alpha}(z, \bar{z})=\alpha^{p+1} \bar{z} z^{p}-\alpha^{p} p z^{p-1}
$$
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## Chapter 14. Appendices

In order to revise the calculations of the complex Hermite polynomials norm in $L^{2, \alpha}(\mathbb{C}):=L^{2}\left(\mathbb{C}, e^{-\alpha|z|^{2}} d \lambda_{i}(z)\right)$, where $d \lambda_{i}(z)$ denotes the Lebesgue measure of the complex plane $\mathbb{C}$. We follow the ideas of [98]. Let us consider the operator given by

$$
A:=-\frac{\partial}{\partial z}+\alpha \bar{z} .
$$

Then, we can prove the following result.
Lemma 14.0.1. For all $m \in \mathbb{N}$, we have

$$
A^{m}\left((\alpha z)^{p}\right)=H_{m, p}^{\alpha}(z, \bar{z}) .
$$

Proof. We use an induction process to prove this result. Firstly, for $m=1$ we have

$$
\begin{aligned}
A\left((\alpha z)^{p}\right) & =-\alpha^{p} p z^{p-1}+\alpha^{p+1} \bar{z} z^{p} \\
& =H_{1, p}^{\alpha}(z, \bar{z}) .
\end{aligned}
$$

Now, let us suppose that this relation holds for $m$ and prove it for $m+1$. Indeed, we use the induction hypothesis combined with the Leibniz rule to get

$$
\begin{aligned}
A^{m+1}\left((\alpha z)^{p}\right) & =A\left(H_{m, p}^{\alpha}(z, \bar{z})\right) \\
& =-(-1)^{m+p}\left(\alpha \bar{z} e^{\alpha|z|^{2}} \frac{\partial^{m+p}}{\partial z^{m} \partial \bar{z}^{p}} e^{-\alpha|z|^{2}}+e^{\alpha|z|^{2}} \frac{\partial^{m+p+1}}{\partial z^{m+1} \partial \bar{z}^{p}} e^{-\alpha|z|^{2}}\right) \\
& +(-1)^{m+p} \alpha \bar{z} e^{\alpha|z|^{2}} \frac{\partial^{m+p}}{\partial z^{m} \partial \bar{z}^{p}} e^{-\alpha|z|^{2}} \\
& =H_{m+1, p}^{\alpha}(z, \bar{z}) .
\end{aligned}
$$

Thus, the result holds by induction, this ends the proof.
Theorem 14.0.2. Let $\alpha>0$ and $m, p \in \mathbb{N}$. Then, we have

$$
\left\|H_{m, p}^{\alpha}(z, \bar{z})\right\|_{L^{2, \alpha}(\mathbb{C})}=\alpha^{p+m-1} \pi m!p!.
$$

Proof. We set $\varphi_{p}(z)=(\alpha z)^{p}$, then using direct computations we obtain

$$
\begin{aligned}
H_{m, p}^{\alpha}(z, \bar{z}) & =A^{m}\left(\varphi_{p}(z)\right) \\
& =\left(-\frac{\partial}{\partial z}+\alpha \bar{z}\right)^{m}\left(\varphi_{p}(z)\right) \\
& =\alpha^{p} \sum_{j=0}^{m}(-1)^{j}\binom{m}{j}\left(\frac{\partial^{j}}{\partial z^{j}} M_{\bar{z}}^{m-j}\left(z^{p}\right)\right) \alpha^{m-j},
\end{aligned}
$$

where the conjugate multiplication operator is given by $M_{\bar{z}} f=\bar{z} f$. Then, using the fact that

$$
\left(\frac{\partial}{\partial z}\right)^{j} z^{p}=\frac{\Gamma(p+1)}{\Gamma(p-j+1)} z^{p-j}, \quad j=0,1,2, \ldots
$$

we obtain

$$
H_{m, p}^{\alpha}(z, \bar{z})=\alpha^{p} m!\sum_{j=0}^{m}(-1)^{j} \frac{p!}{j!(m-j)!(p-j)!} \alpha^{m-j} z^{p-j} \bar{z}^{m-j} .
$$

Then, we pass to the polar coordinates $z=r e^{i \theta}$ with $r \geq 0$ and $\theta \in[0,2 \pi]$ and get

$$
H_{m, p}^{\alpha}\left(r e^{i \theta}, r e^{-i \theta}\right)=\alpha^{p} m!e^{i \theta(p-m)} \sum_{j=0}^{m} \frac{p!(-1)^{j}}{j!(m-j)!(p-j)!} \alpha^{m-j} r^{p+m-2 j} .
$$

We change the summation index to $k=m-j$, so we get

$$
\begin{align*}
H_{m, p}^{\alpha}\left(r e^{i \theta}, r e^{-i \theta}\right)= & \alpha^{p} m!e^{i \theta(p-m)}  \tag{14.1}\\
& \cdot \sum_{k=0}^{m} \frac{p!(-1)^{m-k}}{(m-k)!k!(p-m+k)!} \alpha^{k} r^{p-m+2 k} .
\end{align*}
$$

After that we use the classical formula for the generalized Laguerre polynomials given by

$$
L_{m}^{\beta}(x):=\sum_{k=0}^{m}(-1)^{k}\binom{m+\beta}{m-k} \frac{x^{k}}{k!} .
$$

Thus, if $\beta:=p-m$, with $p>m$ we have

$$
L_{m}^{p-m}(x):=\sum_{k=0}^{m}(-1)^{k} \frac{p!}{(m-k)!(p-m+k)!} \frac{x^{k}}{k!} .
$$

In particular, from the formula (14.1) we get

$$
H_{m, p}^{\alpha}\left(r e^{i \theta}, r e^{-i \theta}\right)=\alpha^{p} m!(-1)^{m} e^{i \theta(p-m)} r^{p-m} L_{m}^{p-m}\left(\alpha r^{2}\right) .
$$

Now, we compute the orthogonality relation using the Fubini's theorem. Let $m^{\prime}, p^{\prime} \in \mathbb{N}$ and $d \lambda_{i}(z)$ be the Lebesgue measure in the complex plane,
then we have

$$
\begin{aligned}
& \left\langle H_{m, p}^{\alpha}(z, \bar{z}), H_{m^{\prime}, p^{\prime}}^{\alpha}(z, \bar{z})\right\rangle_{L^{2, \alpha}(\mathbb{C})}=\int_{\mathbb{C}} H_{m, p}(z, \bar{z}) \overline{H_{m^{\prime}, p^{\prime}}(z, \bar{z})} e^{-\alpha|z|^{2}} d \lambda_{i}(z) \\
& =\alpha^{2 p}(m!)\left(m^{\prime}!\right)(-1)^{m}(-1)^{m^{\prime}}\left(\int_{0}^{2 \pi} e^{i \theta(p-m)} e^{-i \theta\left(p^{\prime}-m^{\prime}\right)} d \theta\right) \\
& \cdot\left(\int_{0}^{\infty} r^{p-m} r^{p^{\prime}-m^{\prime}} r L_{m}^{p-m}\left(\alpha r^{2}\right) L_{m^{\prime}}^{p^{\prime}-m^{\prime}}\left(\alpha r^{2}\right) e^{-\alpha r^{2}} d r\right)
\end{aligned}
$$

We set $\ell:=p-m$ and $\ell^{\prime}=p^{\prime}-m^{\prime}$. Thus we get

$$
\begin{aligned}
& \left\langle H_{m, p}^{\alpha}(z, \bar{z}), H_{m^{\prime}, p^{\prime}}^{\alpha}(z, \bar{z})\right\rangle_{L^{2, \alpha}(\mathbb{C})}=2 \pi \alpha^{2 p}(m!)\left(m^{\prime}!\right) . \\
& \cdot(-1)^{m}(-1)^{m^{\prime}} \delta_{\ell, \ell^{\prime}}\left(\int_{0}^{\infty} r^{p-m+1} r^{p^{\prime}-m^{\prime}} L_{m}^{p-m}\left(\alpha r^{2}\right) L_{m^{\prime}}^{p^{\prime}-m^{\prime}}\left(\alpha r^{2}\right) e^{-\alpha r^{2}} d r\right) .
\end{aligned}
$$

Since $\ell=p-m=p^{\prime}-m^{\prime}=\ell^{\prime}$ we derive that $p=m+\ell$ and $p^{\prime}=m^{\prime}+\ell$.
Therefore

$$
\begin{aligned}
& \left\langle H_{m, p}^{\alpha}(z, \bar{z}), H_{m^{\prime}, p^{\prime}}^{\alpha}(z, \bar{z})\right\rangle_{L^{2, \alpha}(\mathbb{C})}=\left\langle H_{m, m+\ell}^{\alpha}(z, \bar{z}), H_{m^{\prime}, m^{\prime}+\ell}^{\alpha}(z, \bar{z})\right\rangle_{L^{2, \alpha}(\mathbb{C})} \\
& =2 \pi \alpha^{2 p}(m!)\left(m^{\prime}!\right)(-1)^{m}(-1)^{m^{\prime}}\left(\int_{0}^{\infty} r^{\ell+1} r^{\ell} L_{m}^{\ell}\left(\alpha r^{2}\right) L_{m^{\prime}}^{\ell}\left(\alpha r^{2}\right) e^{-\alpha r^{2}} d r\right) \\
& =2 \pi \alpha^{2 p}(m!)\left(m^{\prime}!\right)(-1)^{m}(-1)^{m^{\prime}}\left(\int_{0}^{\infty} r^{2 \ell+1} L_{m}^{\ell}\left(\alpha r^{2}\right) L_{m^{\prime}}^{\ell}\left(\alpha r^{2}\right) e^{-\alpha r^{2}} d r\right) .
\end{aligned}
$$

We know that (see [90] pag. 809 paragraph 7.414 formula 3)

$$
\int_{0}^{\infty} L_{k}^{\gamma}(t) L_{j}^{\gamma}(t) t^{\gamma} e^{-t} d t=\frac{\Gamma(\gamma+k+1)}{k!} \delta_{k, j} .
$$

Then, we use the following change of variables $s=\alpha r^{2}$ and get

$$
\begin{aligned}
\left\langle H_{m, p}^{\alpha}(z, \bar{z}), H_{m^{\prime}, p^{\prime}}^{\alpha}(z, \bar{z})\right\rangle_{L^{2, \alpha}(\mathbb{C})}= & \pi \alpha^{2 p-1}(m!)\left(m^{\prime}!\right)(-1)^{m}(-1)^{m^{\prime}} . \\
& \cdot \int_{0}^{\infty}\left(\frac{s}{\alpha}\right)^{\ell} L_{m}^{\ell}(s) L_{m^{\prime}}^{\ell}(s) e^{-s} d s \\
= & \pi \alpha^{2 p-1-\ell}(m!)^{2} \frac{\Gamma(m+\ell+1)}{m!} \delta_{m, m^{\prime}} .
\end{aligned}
$$

Since $\ell=p-m$ and $p-m=p^{\prime}-m^{\prime}$ we get

$$
\begin{aligned}
\left\langle H_{m, p}^{\alpha}(z, \bar{z}), H_{m^{\prime}, p^{\prime}}^{\alpha}(z, \bar{z})\right\rangle_{L^{2, \alpha}(\mathbb{C})} & =\pi \alpha^{p+m-1} m!\Gamma(p+1) \delta_{p, p^{\prime}} \delta_{m, m^{\prime}} \\
& =\pi \alpha^{p+m-1} m!p!\delta_{m, m^{\prime}} \delta_{p, p^{\prime}}
\end{aligned}
$$

Therefore

$$
\left\|H_{m, p}^{\alpha}(z, \bar{z})\right\|_{L^{2, \alpha}(\mathbb{C})}^{2}=\pi \alpha^{p+m-1} m!p!
$$

Remark 14.0.3. In particular, for $\alpha=2 \pi$ we obtain

$$
\left\langle H_{m, p}^{2 \pi}(z, \bar{z}), H_{m^{\prime}, p^{\prime}}^{2 \pi}(z, \bar{z})\right\rangle_{L^{2, \alpha}(\mathbb{C})}=\frac{m!p!(2 \pi)^{p+m}}{2} \delta_{m, m^{\prime}} \delta_{p, p^{\prime}}
$$

### 14.0.2 Appendix B

Let us consider the following function for $\nu>0$

$$
W(x, t)=e^{-\frac{\nu}{2} t^{2}+\nu \sqrt{2} x t}=\sum_{n=0}^{\infty} \frac{H_{n}^{\nu}(x)}{n!} \frac{t^{n}}{2^{\frac{n}{2}}},
$$

where $H_{n}^{\nu}$ are the weighted Hermite polynomials defined by

$$
H_{n}^{\nu}(x)=(-1)^{n} e^{\nu x^{2}}\left(\frac{d}{d x}\right)^{n} e^{-\nu x^{2}}=n!\sum_{m=0}^{\left[\frac{n}{2}\right]} \frac{(-1)^{n}(2 x \nu)^{n-2 m}}{m!(n-2 m)!}
$$

Putting $t=\sqrt{2} \lambda$ we get

$$
\begin{equation*}
W(x, \lambda)=e^{-\nu \lambda^{2}+2 \nu x \lambda}=\sum_{n=0}^{\infty} \frac{H_{n}^{\nu}(x)}{n!} \lambda^{n} . \tag{14.2}
\end{equation*}
$$

Relabelling $\lambda$ with $t$ we call the function $W(x, t)$ in (14.2) as the generating function of the weighted Hermite polynomials. In order to obtain a recurrence relation, which relates the weighted Hermite polynomials with their consecutive indices, we derive the equation (14.2) with respect to $t$ :

$$
\frac{\partial W(x, t)}{\partial t}=(-2 \nu t+2 \nu x) e^{-\nu t^{2}+2 \nu x t}=\sum_{n=1}^{\infty} n H_{n}^{\nu}(x) \frac{t^{n-1}}{n!}
$$

Using another time the generating function (14.2) we obtain

$$
\begin{equation*}
-2 \nu \sum_{n=0}^{\infty} H_{n}^{\nu}(x) \frac{t^{n+1}}{n!}+2 \nu x \sum_{n=0}^{\infty} H_{n}^{\nu}(x) \frac{t^{n}}{n!}=\sum_{n=1}^{\infty} H_{n}^{\nu}(x) \frac{t^{n-1}}{(n-1)!} \tag{14.3}
\end{equation*}
$$
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By a change of indices in the first sum we get

$$
-2 \nu \sum_{n=1}^{\infty} H_{n-1}^{\nu}(x) \frac{t^{n}}{(n-1)!}=-2 \nu \sum_{n=1}^{\infty} n H_{n-1}^{\nu}(x) \frac{t^{n}}{n!} .
$$

Thus, by another change of indices in (14.3) we obtain

$$
-2 \nu \sum_{n=1}^{\infty} n H_{n-1}^{\nu}(x) \frac{t^{n}}{n!}+2 \nu x \sum_{n=0}^{\infty} H_{n}^{\nu}(x) \frac{t^{n}}{n!}=\sum_{n=0}^{\infty} H_{n+1}^{\nu}(x) \frac{t^{n}}{n!} .
$$

By identifying, the coefficients of $t^{n}$ we get

$$
\begin{equation*}
H_{n+1}^{\nu}(x)=2 \nu x H_{n}^{\nu}(x)-2 n \nu H_{n-1}^{\nu}(x) \tag{14.4}
\end{equation*}
$$

It is possible to derive another recurrence relation satisfied by the weighted Hermite polynomials. We set $t=\sqrt{2} \lambda$ as in (14.2) and after we differentiate $W(x, t)$ with respect to $x$

$$
\frac{\partial}{\partial x} W(x, t)=2 \nu t e^{-\nu t^{2}+2 \nu x t}=\sum_{n=0}^{\infty}\left(\frac{d}{d x} H_{n}^{\nu}(x)\right) \frac{t^{n}}{n!} .
$$

Using the generating function we obtain

$$
2 \nu \sum_{n=0}^{\infty} H_{n}^{\nu}(x) \frac{t^{n+1}}{n!}=\sum_{n=1}^{\infty}\left(\frac{d}{d x} H_{n}^{\nu}(x)\right) \frac{t^{n}}{n!} .
$$

By a change of variables we can identify the coefficients of $t^{n}$ to get

$$
\begin{equation*}
\frac{d}{d x} H_{n}^{\nu}(x)=2 \nu n H_{n-1}^{\nu}(x) . \tag{14.5}
\end{equation*}
$$

Remark 14.0.4. If we put $\nu=1$ in the formulas (14.4) and (14.5) we recover the classical formulas that can be found in [107].

### 14.1 Appendix C: visualization of all possible fine structures in dimension five

In this appendix we show all the possible fine structures in dimension five. Firstly, we recall the symbols of the classes of functions involved
$\mathcal{A B H}\left(\Omega_{D}\right)$ : axially bi-harmonic functions, $\mathcal{A C H}_{1}\left(\Omega_{D}\right)$ : axially Cliffordian holomorphic functions of order 1 $\mathcal{A H}\left(\Omega_{D}\right)$ : axially harmonic functions,
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14.1. Appendix C: visualization of all possible fine structures in dimension
$\mathcal{A} \mathcal{P}_{2}\left(\Omega_{D}\right)$ : axially polyanalytic of order 2 ,
$\overline{\mathcal{A C H}} \mathcal{H}_{1}\left(\Omega_{D}\right)$ : axially anti Cliffordian of order 1 ,
$\mathcal{A C P}_{(1,2)}$ : axially polyanalytic Cliffordian of order (1,2), $\mathcal{A P}_{3}\left(\Omega_{D}\right)$ : axially polyanalytic of order 3 .

If we apply first the Dirac operator we have the following diagram


If we apply fist the conjugate of the Dirac operator we get


Finally, all the other possible fine structures are given by the diagram:
"thesis" - 2022/12/4 - 11:25 - page 406 - \#424

## Chapter 14. Appendices



## Bibliography

[1] L.D. Abreu. On the structure of Gabor and super Gabor spaces. Monatsh. Math., 161(3):237253, 2010.
[2] L.D. Abreu. Sampling and interpolation in Bargmann-Fock spaces of polyanalytic functions. Appl. Comput. Harmon. Anal., 29(3):287-302, 2010.
[3] L.D. Abreu. Super-wavelets versus poly-Bergman spaces. Integral Equations Operator Theory, 73(2):177-193, 2012.
[4] L.D Abreu and H.G. Feichtinger. Function spaces of polyanalytic functions. In Harmonic and complex analysis and its applications, Trends Math., pages 1-38. Birkhäuser/Springer, Cham, 2014.
[5] S. L. Adler. Quaternionic quantum mechanics and quantum fields, volume 88 of International Series of Monographs on Physics. The Clarendon Press, Oxford University Press, New York, 1995.
[6] D. Alpay, F. Colombo, K. Diki, and I.Sabadini. Poly slice monogenic functions, Cauchy formulas and the PS-functional calculus. J. Operator Theory, 88 (8), 309-364 (2022).
[7] D. Alpay, F. Colombo, K. Diki, and I. Sabadini. On a polyanalytic approach to noncommutative de Branges-Rovnyak spaces and Schur analysis. Integral Equations Operator Theory, 93(4):Paper No. 38, 63, 2021.
[8] D. Alpay, F. Colombo, K. Diki, and I. Sabadini. An approach to the gaussian rbf kernels via fock spaces. Journal of Mathematical Physics, 63(11):113506, 2022.
[9] D. Alpay, F. Colombo, J. Gantner, and I. Sabadini. A new resolvent equation for the $S$ functional calculus. J. Geom. Anal., 25(3):1939-1968, 2015.
[10] D. Alpay, F. Colombo, and D. P. Kimsey. The spectral theorem for quaternionic unbounded normal operators based on the $S$-spectrum. J. Math. Phys., 57(2):023503, 27, 2016.
[11] D. Alpay, F. Colombo, D. P. Kimsey, and I. Sabadini. The spectral theorem for unitary operators based on the $S$-spectrum. Milan J. Math., 84(1):41-61, 2016.
[12] D. Alpay, F. Colombo, T. Qian, and I. Sabadini. The $H^{\infty}$ functional calculus based on the $S$-spectrum for quaternionic operators and for $n$-tuples of noncommuting operators. J. Funct. Anal., 271(6):1544-1584, 2016.


## Bibliography

[13] D. Alpay, F. Colombo, and I. Sabadini. Slice hyperholomorphic Schur analysis, volume 256 of Operator Theory: Advances and Applications. Basel: Birkhäuser/Springer, 2016.
[14] D. Alpay, F. Colombo, and I. Sabadini. Quaternionic de Branges spaces and characteristic operator function. SpringerBriefs in Mathematics. Springer, Cham, [2020] ©2020.
[15] D. Alpay, F. Colombo, I. Sabadini, and G. Salomon. The fock space in the slice hyperholomorphic setting. In Hypercomplex analysis: new perspectives and applications, pages 43-59. Springer, 2014.
[16] D. Alpay, K. Diki, and I.Sabadini. Correction to: On slice polyanalytic functions of a quaternionic variable. Results Math., 76(2):Paper No. 84, 4, 2021.
[17] D. Alpay, K. Diki, and I. Sabadini. On slice polyanalytic functions of a quaternionic variable. Results Math., 74(1):Paper No. 17, 25, 2019.
[18] D. Alpay, K. Diki, and I. Sabadini. On the global operator and Fueter mapping theorem for slice polyanalytic functions. Anal. Appl. (Singap.), 19(6):941-964, 2021.
[19] D. Alpay, K. Diki, and I. Sabadini. Fock and hardy spaces: Clifford appell case. Mathematische Nachrichten, 295(5):834-860, 2022.
[20] N. Aronszajn, T.M. Creese, and J.L. Lipkin. Polyharmonic functions. Oxford Mathematical Monographs. The Clarendon Press, Oxford University Press, New York, 1983. Notes taken by Eberhard Gerlach, Oxford Science Publications.
[21] M.B Balk. Polyanalytic functions, volume 63 of Mathematical Research. Akademie-Verlag, Berlin, 1991
[22] V. Bargmann. On a Hilbert space of analytic functions and an associated integral transform. Part II. A family of related function spaces. Application to distribution theory. Comm. Pure Appl. Math., 20:1-101, 1967.
[23] H. Begehr. Iterated integral operators in Clifford analysis. Z. Anal. Anwendungen, 18(2):361377, 1999.
[24] A. Benahmadi, A.El Hamyani, and A.Ghanmi. S-polyregular Bargmann spaces. Adv. Appl. Clifford Algebr., 29(4):Paper No. 84, 30, 2019.
[25] N.L. Bihan T.A. Ell and S. J. Sangwine. Quaternion Fourier Transforms, chapter 3, pages 35-66. John Wiley \& Sons, Ltd, 2014.
[26] G. Birkhoff and von J. Neumann. The logic of quantum mechanics. Ann. of Math. (2), 37(4):823-843, 1936.
[27] F. Brackx. On $(k)$-monogenic functions of a quaternion variable. In Function theoretic methods in differential equations, pages 22-44. Res. Notes in Math., No. 8. 1976.
[28] F. Brackx, R. Delanghe, and F. Sommen. Clifford analysis, volume 76. Pitman research notes, 1982.
[29] R. Bujack, H. De Bie, N. De Schepper, and G. Scheuermann. Convolution products for hypercomplex Fourier transforms. J. Math. Imaging Vision, 48(3):606-624, 2014.
[30] R.Bujack, G. Scheuermann, and E. Hitzer. A general geometric Fourier transform. In Quaternion and Clifford Fourier transforms and wavelets, Trends Math., pages 155-176. Birkhäuser/Springer Basel AG, Basel, 2013.
[31] I. Caçao, M. I. Falcao, and H. R. Malonek. Laguerre derivative and monogenic Laguerre polynomials: an operational approach. Math. Comput. Modelling, 53(5-6):1084-1094, 2011.
[32] I. Caçao, M.I. Falcao, and H.R. Malonek. Hypercomplex polynomials, Vietoris’ rational numbers and a related integer numbers sequence. Complex Anal. Oper. Theory, 11(5):10591076, 2017.
[33] P. Cerejeiras, F. Colombo, U. Kähler, and I. Sabadini. Perturbation of normal quaternionic operators. Trans. Amer. Math. Soc., 372(5):3257-3281, 2019.
[34] F. Colombo, A. De Martino, S. Pinton, and I. Sabadini. Axially harmonic functions and the harmonic functional calculus on the s-spectrum. J. Geom. Anal, 33(1):2, 2022.
[35] F. Colombo, A. De Martino, and I. Sabadini. The $\mathcal{F}$-resolvent equation and Riesz projectors for the $\mathcal{F}$-functional calculus. Preprint 2022.
[36] F. Colombo, A. De Martino, and I. Sabadini. Towards a general f-resolvent equation and riesz projectors. J. Math. Anal. Appl., 517(2):126652, 2023.
[37] F. Colombo, A. De Martino, S.Pinton, and I. Sabadini. The fine structure of the spectral theory on the $S$-spectrum in dimension five. Preprint 2022.
[38] F. Colombo, A. De Martino, T.Qian, and I. Sabadini. The Poisson kernel and the Fourier transform of the slice monogenic Cauchy kernels. J. Math. Anal. Appl., 512(1):Paper No. 126115, 23, 2022.
[39] F. Colombo, D. Deniz González, and S. Pinton. Fractional powers of vector operators with first order boundary conditions. J. Geom. Phys., 151:103618, 18, 2020.
[40] F. Colombo, D. Deniz González, and S.Pinton. The noncommutative fractional Fourier law in bounded and unbounded domains. Complex Anal. Oper. Theory, 15(7):Paper No. 114, 27, 2021.
[41] F. Colombo and J. Gantner. Formulations of the $F$-functional calculus and some consequences. Proc. Roy. Soc. Edinburgh Sect. A, 146(3):509-545, 2016.
[42] F. Colombo and J Gantner. An application of the $S$-functional calculus to fractional diffusion processes. Milan J. Math., 86(2):225-303, 2018.
[43] F. Colombo and J Gantner. Fractional powers of quaternionic operators and Kato's formula using slice hyperholomorphicity. Trans. Amer. Math. Soc., 370(2):1045-1100, 2018.
[44] F. Colombo and J. Gantner. Quaternionic closed operators, fractional powers and fractional diffusion processes. Springer, 2019.
[45] F. Colombo, J. Gantner, and D. P Kimsey. Spectral theory on the S-spectrum for quaternionic operators, volume 270. Springer, 2018.
[46] F. Colombo, J.O. González-Cervantes, and I. Sabadini. Further properties of the Bergman spaces of slice regular functions. Adv. Geom., 15(4):469-484, 2015.
[47] F. Colombo and D.P. Kimsey. The spectral theorem for normal operators on a Clifford module. Preprint, 2020.
[48] F. Colombo, M. M. Peloso, and S. Pinton. The structure of the fractional powers of the noncommutative Fourier law. Math. Methods Appl. Sci., 42(18):6259-6276, 2019.
[49] F. Colombo, D. Pena Pena, I. Sabadini, and F. Sommen. A new integral formula for the inverse Fueter mapping theorem. J. Math. Anal. Appl., 417(1):112-122, 2014.
[50] F. Colombo and I. Sabadini. On some properties of the quaternionic functional calculus. $J$. Geom. Anal., 19(3):601-627, 2009.
[51] F. Colombo and I. Sabadini. On the formulations of the quaternionic functional calculus. $J$. Geom. Phys., 60(10):1490-1508, 2010.
[52] F. Colombo and I. Sabadini. The Cauchy formula with $s$-monogenic kernel and a functional calculus for noncommuting operators. J. Math. Anal. Appl., 373(2):655-679, 2011.
[53] F. Colombo and I. Sabadini. The f-spectrum and the sc-functional calculus. Proc. Roy. Soc. Edinburgh Sect. A, 142(3):479-500, 2012.

## Bibliography

[54] F. Colombo, I. Sabadini, and F. Sommen. The Fueter mapping theorem in integral form and the $F$-functional calculus. Math. Methods Appl. Sci., 33(17):2050-2066, 2010.
[55] F. Colombo, I. Sabadini, F.Sommen, and D.C. Struppa. Analysis of Dirac systems and computational algebra, volume 39 of Progress in Mathematical Physics. Birkhäuser Boston, Inc., Boston, MA, 2004.
[56] F. Colombo, I. Sabadini, and D. C. Struppa. Entire slice regular functions. Springer, 2016.
[57] F. Colombo, I. Sabadini, and D C. Struppa. Michele Sce's works in hypercomplex analysis-a translation with commentaries. Birkhäuser/Springer, Cham, [2020] ©2020
[58] F. Colombo, I. Sabadini, and D.C. Struppa. Slice monogenic functions. I. J. Math., 171:385403, 2009.
[59] F. Colombo, I. Sabadini, and D.C. Struppa. Noncommutative functional calculus, volume 289 of Progress in Mathematics. Birkhäuser/Springer Basel AG, Basel, 2011. Theory and applications of slice hyperholomorphic functions.
[60] A.K. Common and F.Sommen. Axial monogenic functions from holomorphic functions. J. Math. Anal. Appl., 179(2):610-629, 1993.
[61] D. Constales, H. De Bie, and P. Lian. A new construction of the Clifford-Fourier kernel. J. Fourier Anal. Appl., 23(2):462-483, 2017.
[62] H. De Bie. Fourier Transforms in Clifford Analysis, pages 1651-1672. Springer Basel, Basel, 2015.
[63] H. De Bie, R. Oste, and J. Van der Jeugt. Generalized Fourier transforms arising from the enveloping algebras of $\operatorname{sl}(2)$ and $\operatorname{osp}(1 \mid 2)$.
[64] H. De Bie and N. De Schepper. The fractional Clifford-Fourier transform. Complex Anal. Oper. Theory, 6(5):1047-1067, 2012.
[65] H. De Bie, N. De Schepper, and F. Sommen. The class of Clifford-Fourier transforms. J. Fourier Anal. Appl., 17(6):1198-1231, 2011.
[66] H. De Bie and Y. Xu. On the Clifford-Fourier transform. Int. Math. Res. Not. IMRN, (22):5123-5163, 2011.
[67] R. Delanghe, F. Sommen, and V. Souček. Clifford algebra and spinor-valued functions, volume 53 of Mathematics and its Applications. Kluwer Academic Publishers Group, Dordrecht, 1992. A function theory for the Dirac operator, Related REDUCE software by F. Brackx and D. Constales, With 1 IBM-PC floppy disk ( 3.5 inch).
[68] A. De Martino. On the Clifford short-time Fourier transform and its properties. Appl. Math. Comput., 418:Paper No. 126812, 20, 2022.
[69] A. De Martino and K. Diki. Generalized Appell polynomials and Fueter-Bargmann transforms in the quaternionic setting. (arXiv 2112.15116) to apper in Anal. Appl. (Singap.).
[70] A. De Martino and K. Diki. On the quaternionic short-time Fourier and Segal-Bargmann transforms. Mediterr. J. Math., 18(3):Paper No. 110, 22, 2021.
[71] A. De Martino and K. Diki. On the polyanalytic short-time fourier transform in the quaternionic setting. Commun. Pure Appl. Anal., 21(11):3629-3665, 2022.
[72] A. De Martino, K. Diki, and A. Guzmán Adán. On the connection between the Fueter-SceQian theorem and the generalized CK-extension . (arXiv: 2203.03490 )Preprint 2022.
[73] A. De Martino and S. Pinton. A polyanalytic functional calculus of order 2 on the $S$-spectrum. (arXiv: 2207.09125),doi.org/10.1090/proc/16285, to appear in Proc. Amer. Math. Soc.

[74] A. De Martino and S. Pinton. Properties of a polyanalytic functional calculus on the $S$ spectrum. Preprint 2022.
[75] N. De Schepper and F. Sommen. Cauchy-Kowalevski extensions and monogenic plane waves using spherical monogenics. Bull. Braz. Math. Soc. (N.S.), 44(2):321-350, 2013.
[76] K. Diki and A. Ghanmi. A quaternionic analogue of the Segal-Bargmann transform. Complex Anal. Oper. Theory, 11(2):457-473, 2017.
[77] K. Diki, R.S. Krausshar, and I. Sabadini. On the Bargmann-Fock-Fueter and Bergman-Fueter integral transforms. J. Math. Phys., 60(8):083506, 26, 2019.
[78] B. Dong, K.I. Kou, T. Qian, and I. Sabadini. On the inversion of Fueter's theorem. J. Geom. Phys., 108:102-116, 2016.
[79] N. Dunford, J. Schwartz. Linear operators, part I: general theory. J. Wiley and Sons, 1988.
[80] A. El Hamyani and A. Ghanmi. On some analytic properties of slice poly-regular Hermite polynomials. Math. Methods Appl. Sci., 41(17):7985-8002, 2018.
[81] J. El Kamel and R. Jday. Uncertainty principles for the Clifford-Fourier transform. Adv. Appl. Clifford Algebr., 27(3):2429-2443, 2017.
[82] J. El Kamel and R. Jday. Inequalities in the setting of Clifford analysis. Math. Phys. Anal. Geom., 21(4):Paper No. 36, 18, 2018.
[83] D. R. Farenick and B. A. F. Pidkowich. The spectral theorem in quaternions. Linear Algebra Appl., 371:75-102, 2003.
[84] Y. Fu, L. Li, U. Kaehler, and P. Cerejeiras. On the Fock space of metaanalytic functions. $J$. Math. Anal. Appl., 414(1):176-187, 2014.
[85] R. Fueter. Die Funktionentheorie der Differentialgleichungen $\Theta u=0$ und $\Theta \Theta u=0$ mit vier reellen Variablen. Comment. Math. Helv., 7(1):307-330, 1934.
[86] J. Gantner. On the equivalence of complex and quaternionic quantum mechanics. Quantum Stud. Math. Found., 5(2):357-390, 2018.
[87] G. Gentili, C. Stoppato, and D.C. Struppa. Regular functions of a quaternionic variable. Springer Monographs in Mathematics. Springer, Heidelberg, 2013.
[88] G. Gentili and D.C. Struppa. A new approach to cullen-regular functions of a quaternionic variable. Comptes Rendus Mathematique, 342(10):741-744, 2006.
[89] R. Ghiloni, V. Moretti, and A. Perotti. Continuous slice functional calculus in quaternionic Hilbert spaces. Rev. Math. Phys., 25(4):1350006, 83, 2013.
[90] I. S. Gradshteyn and I. M. Ryzhik. Table of integrals, series, and products. Elsevier/Academic Press, Amsterdam, seventh edition, 2007. Translated from the Russian, Translation edited and with a preface by Alan Jeffrey and Daniel Zwillinger, With one CD-ROM (Windows, Macintosh and UNIX).
[91] L. Grafakos. Classical Fourier analysis, volume 249 of Graduate Texts in Mathematics. Springer, New York, second edition, 2008.
[92] K. Gröchenig. Foundations of time-frequency analysis. Applied and Numerical Harmonic Analysis. Birkhäuser Boston, Inc., Boston, MA, 2001.
[93] K. Gürlebeck, K. Habetha, and W. Sprößig. Holomorphic functions in the plane and ndimensional space. Birkhäuser Verlag, Basel, 2008. Translated from the 2006 German original, With 1 CD-ROM (Windows and UNIX).
[94] K. Gürlebeck, K. Habetha, and W. Sprößig. Application of holomorphic functions in two and higher dimensions. Birkhäuser/Springer, [Cham], 2016.

## Bibliography

[95] A. Guzmán Adán. Generalized Cauchy-Kovalevskaya extension and plane wave decompositions in superspace. Ann. Mat. Pura Appl. (4), 200(4):1417-1450, 2021.
[96] E. Hitzer. Quaternion and Clifford Fourier transforms. CRC Press, Boca Raton, FL, 2022.
[97] E. Hitzer and S.J. Sangwine. The orthogonal 2D planes split of quaternions and steerable quaternion Fourier transformations. In Quaternion and Clifford Fourier transforms and wavelets, Trends Math., pages 15-39. Birkhäuser/Springer Basel AG, Basel, 2013.
[98] A. Intissar and A. Intissar. Spectral properties of the Cauchy transform on $L_{2}\left(\mathbb{C}, e^{-|z|^{2}} \lambda(z)\right)$. J. Math. Anal. Appl., 313(2):400-418, 2006.
[99] B. Jefferies. Spectral properties of noncommuting operators, volume 1843 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 2004.
[100] B. Jefferies and A. McIntosh. The Weyl calculus and Clifford analysis. Bull. Austral. Math. Soc., 57(2):329-341, 1998.
[101] B. Jefferies, A. McIntosh, and J. Picton-Warlow. The monogenic functional calculus. Studia Math., 136(2):99-119, 1999.
[102] V. V. Kisil. Möbius transformations and monogenic functional calculus. Electron. Res. Announc. Amer. Math. Soc., 2(1):26-33, 1996.
[103] K. I. Kou, T. Qian, and F. Sommen. Generalizations of Fueter's theorem. Methods Appl. Anal., 9(2):273-289, 2002.
[104] G. Laville and I. Ramadanoff. Holomorphic Cliffordian functions. Adv. Appl. Clifford Algebras, 8(2):323-340, 1998.
[105] G. Laville and I. Ramadanoff. Elliptic Cliffordian functions. Complex Variables Theory Appl., 45(4):297-318, 2001.
[106] G. Laville and I. Ramadanoff. Jacobi elliptic Cliffordian functions. Complex Var. Theory Appl., 47(9):787-802, 2002.
[107] N. N. Lebedev. Special functions and their applications. Dover Publications, Inc., New York, 1972. Revised edition, translated from the Russian and edited by Richard A. Silverman, Unabridged and corrected republication.
[108] C. Li and A. McIntosh. Clifford algebras and $H_{\infty}$ functional calculi of commuting operators. In Clifford algebras in analysis and related topics (Fayetteville, AR, 1993), Stud. Adv. Math., pages 89-101. CRC, Boca Raton, FL, 1996.
[109] S. Li, J. Leng, and M. Fei. Paley-Wiener-type theorems for the Clifford-Fourier transform. Math. Methods Appl. Sci., 42(18):6101-6113, 2019.
[110] E. H. Lieb. Integral bounds for radar ambiguity functions and Wigner distributions. J. Math. Phys., 31(3):594-599, 1990.
[111] B. Mawardi and A. Ryuichi. Two-dimensional quaternionic windowed fourier transform. In Goran Nikolic, editor, Fourier Transforms, chapter 13. IntechOpen, Rijeka, 2011.
[112] A. McIntosh and A. Pryde. A functional calculus for several commuting operators. Indiana Univ. Math. J., 36(2):421-439, 1987.
[113] N. Muschelišvili. Recherches sur les problèmes aux limites relatifs à l'équation biharmonique et aux équations de l'élasticité à deux dimensions. Math. Ann., 107(1):282-312, 1933.
[114] N. I. Muskhelishvili. Some basic problems of the mathematical theory of elasticity. Noordhoff International Publishing, Leiden, english edition, 1977. Fundamental equations, plane theory of elasticity, torsion and bending, Translated from the fourth, corrected and augmented Russian edition by J. R. M. Radok.

[115] Y. A. Neretin. Lectures on Gaussian integral operators and classical groups. EMS Series of Lectures in Mathematics. European Mathematical Society (EMS), Zürich, 2011.
[116] F. Oberhettinger. Fourier Transforms of Distributions, pages 209-248. Springer Berlin Heidelberg, Berlin, Heidelberg, 1990.
[117] N. Ormerod. A theorem on Fourier transforms of radial functions. J. Math. Anal. Appl., 69(2):559-562, 1979.
[118] D. Peña Peña. Cauchy-Kowalevski extensions, Fueter theorems and boundary values of special systems in Clifford analysis. PhD thesis, Ghent University, 2008.
[119] D. Pena Pena, I. Sabadini, and F. Sommen. Fueter's theorem for monogenic functions in biaxial symmetric domains. Results Math., 72(4):1747-1758, 2017.
[120] D. Pena Pena and F. Sommen. A generalization of Fueter's theorem. Results Math., 49(3-4):301-311, 2006.
[121] D. Pena Pena and F. Sommen. Biaxial monogenic functions from Funk-Hecke's formula combined with Fueter's theorem. Math. Nachr., 288(14-15):1718-1726, 2015.
[122] T. Qian. Generalization of Fueter's result to $\mathbf{R}^{n+1}$. Atti Accad. Naz. Lincei Cl. Sci. Fis. Mat. Natur. Rend. Lincei (9) Mat. Appl., 8(2):111-117, 1997.
[123] T. Qian. Singular integrals on star-shaped Lipschitz surfaces in the quaternionic space. Math. Ann., 310(4):601-630, 1998.
[124] T. Qian. Fueter Mapping Theorem in Hypercomplex Analysis, pages 1-15. Springer Basel, Basel, 2014.
[125] T. Qian and P. Li. Singular integrals and Fourier theory on Lipschitz boundaries. Science Press Beijing, Beijing; Springer, Singapore, 2019.
[126] M. Sce. Osservazioni sulle serie di potenze nei moduli quadratici. Atti Accad. Naz. Lincei Rend. Cl. Sci. Fis. Mat. Nat. (8), 23:220-225, 1957.
[127] M. V. Shapiro and N. L. Vasilevski. Quaternionic $\psi$-hyperholomorphic functions, singular integral operators and boundary value problems. II. Algebras of singular integral operators and Riemann type boundary value problems. Complex Variables Theory Appl., 27(1):67-96, 1995.
[128] F. Sommen. Special functions in Clifford analysis and axial symmetry. J. Math. Anal. Appl., 130(1):110-133, 1988.
[129] F. Sommen. On a generalization of Fueter's theorem. Z. Anal. Anwendungen, 19(4):899-902, 2000.
[130] I. Steinwart and A. Christmannas. Support vector machines. Information Science and Statistics. Springer, New York, 2008.
[131] O. Teichmüller. Operatoren im Wachsschen Raum. J. Reine Angew. Math., 174:73-124, 1936.
[132] K. Thirulogasanthar and A.S. Twareque. Regular subspaces of a quaternionic Hilbert space from quaternionic Hermite polynomials and associated coherent states. J. Math. Phys., 54(1):013506, 19, 2013.
[133] N. L. Vasilevski. On the structure of bergman and poly-Bergman spaces. Integral Equations Operator Theory, 33(4):471-488, 1999.
[134] N. L. Vasilevski. Poly-Fock spaces. In Differential operators and related topics, Vol. I (Odessa, 1997), volume 117 of Oper. Theory Adv. Appl., pages 371-386. Birkhäuser, Basel, 2000.
[135] K. Viswanath. Normal operations on quaternionic Hilbert spaces. Trans. Amer. Math. Soc., 162:337-350, 1971.

