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Abstract

The aim of the present thesis is to numerically investigate the effect of hydrogen
embrittlement. The considered material belongs to the class of maraging steels,
which feature ultra-high strength and are the top choice in the aerospace and au-
tomotive sectors. 18Ni-300 samples were obtained by means of Selective Laser
Melting, and successively aged to induce precipitation. The material was charac-
terized from the mechanical and microstructural points of view. Both the tensile
strength and the hardness exhibit very large values, and are in accordance with
literature. SEM observations highlight the cellular solidification structure, typical
of additevely manufactured maraging steels. Density measurements confirmed the
correct choice of the process parameters, which led to a negligible porosity pres-
ence. A numerical model was built, with the goal of correctly describing hydrogen
diffusion inside the material and its effect on mechanical properties. The model
is fully coupled, simultaneously solving the mechanical and diffusional problems.
The solution is possible, in ABAQUS, exploiting a thermal-diffusional analogy.
The crack advancement was modelled by means of Cohesive Zone Modelling. The
cohesive parameters were calibrated basing on the experimental data in absence
of hydrogen. Several initial conditions were analyzed, highlighting the influence of
the main parameters affecting the problem.

Keywords: Hydrogen Embrittlement, Maraging, Additive Manufacturing, Co-
hesive Zone Modelling
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Sommario

Lo scopo di questa tesi è di investigare per via sperimentale e numerica l’effetto
dell’infragilimento da idrogeno. Il materiale considerato appartiene alla classe degli
acciai maraging, che sono caratterizzati da una resistenza ultra alta, e sono la
miglior scelta nei settori aerospaziale e automotive. I provini di 18Ni-300 sono
stati ottenuti tramite Selective Laser Melting, e successivamente invecchiati per
indurre precipitazione. Il materiale è stato caratterizzato dai punti di vista mec-
canico e microstrutturale. Sia la resistenza a trazione che la durezza mostrano
valori molto elevati, e sono in accordo con la letteratura. Le osservazioni al SEM
evidenziano la struttura di solidificazione cellulare, tipica degli acciai maraging ot-
tenuti per manifattura addittiva. Le misure di densità hanno confermato la scelta
corretta dei parametri di processo, che hanno portato la presenza di porosità ad es-
sere trascurabile. Un modello numerico è stato costruito con lo scopo di descrivere
adeguatamente la diffusione dell’idrogeno all’interno del materiale, e il suo effetto
sulle proprietà meccaniche. Il modello è completamente accoppiato, risolvendo
contemporaneamente sia il problema meccanico che di diffusione. La soluzione è
possibile, in ABAQUS, sfruttando un’analogia termo-diffusionale. L’avanzamento
della cricca è stato implementato tramite il Modello a Zona Coesiva. I parametri
coesivi sono stati calibrati basandosi sui dati sperimentali in assenza di idrogeno.
Sono state analizzate diverse condizioni iniziali, evidenziando l’influenza dei prin-
cipali parametri del problema.

Parole chiave: Infragilimento da idrogeno, Maraging, Manifattura Addittiva,
Modello a Zona Coesiva
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Introduction

The aim of this master’s thesis is to investigate the effect of Hydrogen Embrit-
tlement (HE) with numerical tools, based on the Finite Element Method (FEM).
HE is a phenomenon widely studied in literature and of uttermost importance in
several fields, but the specific mechanisms governing it are still object of debate [1].
Additionally, it is mostly taken into account in the design phase solely by means
of empirical correlations. It consists of atomic hydrogen penetrating into the ma-
terial and diffusing through the metal lattice, resulting in a general degradation
of the mechanical properties, especially the toughness and the load-carrying abil-
ity. Among the materials susceptible to this phenomenon, we recall high-strength
steels, aluminum and titanium alloys.

The fields in which HE is of major concern are the chemical sector, being hy-
drogen a reagent or a product in a variety of processes, the Oil & Gas industry,
where corrosion in sour (H2S containing) environments is a well known issue, and,
recently, the energy one, as interest and research on hydrogen as an energy vector
have increased over the years. In particular, the feasibility of using it as a clean
combustible also requires both a proper storage unit [2], and dedicated pipelines
for its transportation, which therefore have to be designed with specific regard to
HE. For this reason, a proper numerical tool to consider the phenomenon in the
design phase is needed.

The recent and fast development of Additive Manufacturing (AM) of metals
paves the way to a variety of applications, in several sectors. The American So-
ciety of Testing and Materials (ASTM) generally defines AM as "the process of
joining materials to make objects from 3D model data, usually layer upon layer,
as opposed to subtractive manufacturing methodologies" [3]. This technique is par-
ticularly advantageous for the production of one-of-a-kind parts, offering a vast
possibility in the customization of products, with a largely increased geometrical
complexity. Among the available AM processes, the industrially most relevant ones
make use of a thermal source for obtaining the desired shape. The metal powder
rapidly undergoes local melting, solidification and subsequent cooling. This quite
harsh thermal cycle generates peculiar solidification microstructures and provokes
the rise of residual stresses in the component; the entity and the consequences of
them depend on several factors, possibly leading to instantaneous cracking of the
part.

It is well known that a stress field can influence hydrogen diffusion, and that
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2 Introduction

hydrogen concentration modifies the stress field, but, up to now, the specific combi-
nation of HE and residual stresses due to AM has been object of little investigation,
and no numerical modeling tool is available.

In the first chapter, the nature of the problem is introduced, recalling the basics
of Fracture Mechanics, since the advancement of the crack tip, and the stress field
around it, are fundamental in order to describe the phenomenon. Moreover, the
equations governing hydrogen diffusion are reported and explained: with respect
to the well-known Fick’s laws, one should additionally consider the hydrostatic
stress gradient and the plastic strain. Subsequently, the main hydrogen embrittle-
ment mechanisms, as theorized and debated by literature, are illustrated. Further-
more, Additive Manufacturing is introduced, with a specific regard to the residual
stresses arising in the parts production. Lastly, the maraging steels properties and
microstructure, obtained both by conventional processes and by AM, are presented.

In the second chapter, based on the experimental work, the tensile properties of
18Ni-300 are investigated. The samples were manufactured by means of Selective
Laser Melting and successively aged, in order to allow precipitation strengthening.
The stress-strain curve highlights the material ultra-high strength, together with
small ductility. The micrographies of the as-built, polished and fractured sam-
ples are shown and described. The fractography contains both ductile and brittle
features, indicating a mixed-mode failure. The material characterization includes
microhardness and density measurements, whose results were in accordance with
literature.

The third chapter follows the creation of the numerical model. Half of the
toughness test specimen is modelled, in a 2D geometry. The simulations are run in
ABAQUS, exploiting the thermal-diffusional analogy by means of the PoliHydra
open-source subroutines collection; this makes the implementation of the hydrogen
diffusion and embrittlement equations possible. Crack advancement is modelled by
means of cohesive elements, whose working principle is illustrated. Additionally, a
method to consider the residual stresses arising from the manufacturing process is
described.

Last, in the fourth chapter, the results of the simulations are presented and
discussed. First, the Traction Separation Law is calibrated by trial and error,
looking for a minimum mismatch between the numerical and experimental tough-
ness curves, without hydrogen. The goal of the calibration is to obtain the set
of parameters which describe the behavior of the cohesive elements. Then, the
hydrogen simulation is run, obtaining a prediction of the toughness behavior of the
charged specimen. The distribution of lattice-solved, CL, and trapped hydrogen,
CT , are shown, with a negligible value of the latter contribution with respect to
the first one. The CL field depends on the hydrostatic stress gradient and on the
time available for diffusion, while CT is determined basing on the plastic strain,
which creates additional trapping sites. The effect on the mechanical behavior is
implemented reducing the cohesive energy proportionally to the total hydrogen
concentration.



Chapter 1

State of the art

1.1 Recall of Fracture Mechanics

Figure 1.1: A Liberty Ship split into two parts after catastrophic failure.

Even though the studies on this subject began a little earlier, the extensive
research on Fracture Mechanics (FM) started after the Liberty Ships’ catastrophic
failures in World War II. In order to accelerate the production of warships, the
U.S. army vastly replaced riveted connections with welds. When in service, the
behavior was unexpected and impressive, leading to a considerable number of ships
split into two parts (Figure 1.1). The successive investigations showed no mistakes
in the design, being the stress always lower than the admissible one. On the other
hand, fractures always started from welds or notches, and Charpy-impact testing
of the employed steel resulted in a low value of the impact energy [4]. This led to a
new approach in design, called damage tolerant. According to this new design phi-
losophy, the presence and size of defects are taken into account in the calculation
of the limit load, and the combination of applied stress, crack length and material

3



4 State of the art

toughness determines whether a specific condition is critical.

Fracture Mechanics has shown to be of major engineering importance, as cracks
and flaws are always present in a material. As a matter of fact, the traditional
approach, based only on tensile, compressive and bending tests, implicitly includes
the effect of microscopic cracks in the definition of the strength of a material, but
it is incapable of considering larger defects [5].

1.1.1 Stress at a crack tip

σxx

σyy

σzz

τxy

τyzτzx
x

y

z

r
θ

leading edge
of the crack

(a) Stresses near the tip of a crack. (b) Opening modes I, II and III.

Figure 1.2

In Linear Elastic Fracture Mechanics (LEFM), the stress field in the vicinity of
the crack tip is generally expressed as

σij =
K√
2πr

fij(θ) + other terms, (1.1)

where K is named Stress Intensity Factor (SIF), r is the distance from the tip
and fij(θ) is a function which depends on the angular position θ of the considered
point, on the stress component and on the opening mode. Figure 1.2(a) shows
the representation of the material element in polar coordinates. In defining K in
LEFM, one assumes the material to behave in a linear-elastic manner, according
to Hooke’s law.

A cracked body can be, in general, loaded in any combination of the three
modes reported in Figure 1.2(b). In Mode I, the opening mode, the crack faces
are simply moving apart, being the consequence of tension loading. On the other
hand, Mode II and III are caused by shear loading, in different directions: these
are called sliding and tearing modes, involving relative sliding of the crack faces in
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ry

rp

σyy

σYS

r

(a) Stress redistribution in elasto-plastic material, at θ =
0. The hatched region corresponds to the load that
has to be redistributed, resulting in a larger plastic
zone.

plane stress

plane strain

x

y

(b) Plastic zone shape (adapted from
[6]).

Figure 1.3

a direction normal or parallel to the leading edge, respectively [5].

Mode I is the most studied case, as the majority of cracking problems of en-
gineering interest involve tension stresses. In this case, the stress components,
derived on the basis of the theory of linear elasticity, are written, omitting the
higher order terms, as

σxx =
KI√
2πr

cos
θ

2

[
1− sinθ

2
sin

3θ

2

]
σyy =

KI√
2πr

cos
θ

2

[
1 + sin

θ

2
sin

3θ

2

]
τxy =

KI√
2πr

cos
θ

2
sin

θ

2
cos

3θ

2

σzz = 0 in plane stress
σzz = ν(σxx + σyy) in plane strain, εz = 0

τxz = 0

τyz = 0

(1.2)

The choice between the σzz expression, assuming plane strain or plane stress,
depends on the component thickness. The stress intensity factor KI is expressed
as a function of the nominal stress σ and the crack length a as

KI = Fσ
√
πa, (1.3)



6 State of the art

with F being a geometrical factor.

It should be noted that the expressions in Equation 1.2 are only valid in a
region close to the crack tip, called the K-dominant zone. Also, all the non-
zero components predict a rapid increase of the stress as one moves towards the
crack tip, i.e. r → 0, predicting a singularity of order 1/

√
r. The presence of

an infinite stress in a material would obviously be unphysical; in fact, once the
stress has reached the yielding value, a plastic zone is formed around the crack tip,
which allows redistributing the stresses. Figure 1.3(a) shows the theoretical and
redistributed stress trends for θ = 0, while Figure 1.3(b) illustrates the shape of the
plastic zone in the plane stress and strain cases. This plot is obtained employing
the Von Mises criterion, i.e.

σY S =
1√
2

(
(σ1 − σ2)2 + (σ2 − σ3)2 + (σ3 − σ1)2

)1/2

(1.4)

One can observe that the plastic zone has a different size depending on the state
of stress; in particular, in a plane strain condition this value is lower, resulting in
a reduced stress redistribution, which leads to a more detrimental situation.

1.1.2 Elasto-Plastic Fracture Mechanics

As previously described, the creation of a plastic zone modifies the stress trend
around a crack tip. If this region is sufficiently small, one can assume that Equa-
tion 1.2 still holds in the K-dominant zone. On the other hand, Elasto-Plastic
Fracture Mechanics (EPFM) was born in order to be able to correctly describe
the behavior of materials characterized by high toughness, in which the extension
of the plastic zone is too large for the application of LEFM. Specifically, K turns
out to not be adequate anymore for a correct description of the stress field in the
vicinity of the crack tip, actually underestimating its severity.

δ

sharp crack

blunted crack

Figure 1.4: Blunting of the crack tip (from [7]).

In fact, experimental observations of a cracked specimen showed a blunting of
the initially sharp crack tip, with the crack faces moving apart from each other;
the tougher the material, the larger the degree of blunting. This opening of the
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crack is named Crack Tip Opening Displacement (CTOD), or δ. One can find a
variety of precise definitions of the CTOD value, depending on the specific model
employed: the most common one is shown in Figure 1.4, where δ is evaluated in
correspondence of the original (before blunting) crack tip [7].

In EPFM, a new key parameter is defined in order to describe the fracture
conditions in components experiencing both elastic and plastic deformations. The
J integral is defined, in a formal mathematical sense, as [8]

J =

∫
Γ

Wdy − t · ∂u
∂x
ds, (1.5)

where the line integral is evaluated along any closed path around the crack tip,
Γ (Figure 1.5). In fact, the independency of J on the choice of Γ can be demon-
strated. In Equation 1.5, W =

∫
σijdεij is the strain energy density, t represents

the stress vector acting on the contour, u the displacement vector and finally ds
measures the distance along the curve Γ.

crack

Γ

x

y

Figure 1.5: Definition of the path Γ around the crack tip.

J fulfills the role that K has in LEFM, i.e. is a measure of the intensity of the
stress field around the crack tip; actually, if one considers a linear elastic material,
the fields described by K and J coincide. Employing J , the fracture criterion sim-
ply becomes J = JC .

The measurement of the resistance of a material to crack extension is called
toughness test. The value of J can be experimentally obtained starting from the
area below the load-displacement curve; this value increases with ∆a, describing the
resistance (R) curve. Other than the J-∆a one, the CTOD R-curve can be defined
and recorded, correlating the crack tip opening displacement to crack advancement.

1.2 Hydrogen Embrittlement

1.2.1 Hydrogen diffusion

The macroscopic effect of the embrittlement is the result of hydrogen diffusion
through the lattice, defining the concentration at the crack tip. Atomic hydrogen,
after having being absorbed on the surface, moves easily towards the core through
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the metal lattice, thanks to its small radius (53 pm) [9]. Diffusivity is strongly de-
pendent on the type of lattice, the presence and nature of precipitates, the plastic
strain and the stress state. In particular, a compressive state of stress has been
shown to reduce hydrogen diffusivity [10]. An intuitive visualization of this last
point is based on the fact that the lattice parameters are locally shortened, reduc-
ing the cross-sectional area free for diffusion.

The mathematical treatment of diffusion starts from the well-known Fick’s laws:

J = −DL∇C (1.6)
∂C

∂t
= DL∇2C, (1.7)

in which the lattice is considered perfectly homogeneous, and diffusion is only due
to the concentration (C) gradient [11]. Equation 1.6 holds in stationary conditions,
where the flux J, expressed as the number of atoms flowing per unit time through
a unit area, is constant over time; more generally, Equation 1.7 is employed.
The diffusivity DL represents the velocity with which atoms can move through the
lattice and, being an activation energy Ea required to jump between two subsequent
sites, it can be expressed through an Arrhenius law:

DL = D0 exp
(
− Ea
RT

)
, (1.8)

with R = 8.314 J
mol·K being the universal gas constant, T the absolute temperature

and D0 the diffusivity at infinite temperature. D0 depends on the lattice arrange-
ment: namely, its value is higher for ferritic (BCC) steels than for the austenitic
(FCC) ones [12].

In reality, as previously mentioned, the stress field affects hydrogen diffusion:
since the atomic radius is larger than the interstitial sites, hydrogen presence results
in a cubic distortion of the lattice. This induces a macroscopic volume change VH
per mole of H, which can be experimentally measured. Microscopically, hydrogen
atoms interact with the hydrostatic part of the stress tensor σH = 1

3
trace(σ) [13],

leading to a variation of the chemical potential of σH · VH [14].

In thermodynamic equilibrium, the hydrogen chemical potential has to be uni-
form all over the lattice. Therefore, if a non-uniform distribution of the hydrostatic
stress is present, as in the case of a crack tip, a redistribution of hydrogen will oc-
cur [13]:

µH(σH = 0) =µ0
H +RTlnC0 =

µH(σH 6= 0) =µ0
H +RTlnC(x) + σHVH ,

(1.9)

being µ0
H is the standard value of the potential and C0 is the concentration where

the hydrostatic stress is zero, and

C(x) = C0 exp
(σH(x)VH

RT

)
. (1.10)
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It is to be underlined that Equation 1.9 holds only in the case of an ideally diluted
solution, practically at low H concentrations [13].

Following Sofronis and McMeeking [15], Equation 1.6 can be modified to take
the stress contribution into account:

J = −DL∇CL +
DLCLVH
RT

∇σH (1.11)

The meaning of Equation 1.11 is that hydrogen will migrate towards the regions
characterized by low concentrations and large hydrostatic stresses.

1.2.2 Hydrogen trapping

Hydrogen is considered to move through the lattice from one Normal Intersti-
tial Lattice Site (NILS) to another. Past evidence [16] showed that the dislocation
transport mode, i.e. with hydrogen diffusing along a dislocation line, is negligible.
Interstitial diffusion is slowed down by traps: these are sites offering a favorable
energetic environment for the atom [17], and are very different in their microstruc-
tural nature. In fact, this broad definition includes dislocations, grain boundaries,
voids and inclusions. From a practical point of view, traps can be divided into two
categories: reversible traps feature a limited time of residence of hydrogen, while
in the irreversible ones H can be thought as permanently captured, with a low
probability of being released [18].

Oriani [17] developed a theory for diffusion and trapping of hydrogen, assuming
equilibrium between the trapped and solved hydrogen populations. More precisely,
we can write their respective concentrations in atoms per unit volume as

CT = θTαNT (1.12)
CL = θLβNL, (1.13)

where α and β denote, respectively, the number of sites per trap and the number
of NILS per solvent atom, NT and NL are the volume densities of traps and solvent
lattice atoms, and θT and θL are the occupancies of traps and NILS. β and NL

are material constants, where β is dependent on the lattice arrangement, and NL

can be computed as NL = NA

VM
, where NA is the Avogadro’s number and VM is the

molar volume of the solvent.

The equilibrium between NILS and trap sites can be expressed substituting
the fractional occupancies in place of the activities in the equilibrium constant
KT = aT/aL [17]:

θT
1− θT

=
θL

1− θL
KT . (1.14)

The equilibrium constant can, in general, be expressed as

KT = exp
(
−∆W

RT

)
, (1.15)
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being ∆W the trap binding energy. This energy can vary greatly depending on
the nature of the trap, and a summary of values is reported in Table 1.1.

Trap site Trap binding energy ∆W (kJ/mol)
α-Fe γ-Fe/Ni

Dislocation 20-58 10-20
Grain boundary 10-58 10-20

Precipitates and inclusions

MnS: 29-57 -
AlN: 48-58 -
Fe3C: 57-84 -
TiC: 95 -

Lacunae 46-54 20-42
Internal surface and void 28-96 41-53

Table 1.1: Trap binding energies, as reported by [19,20].

Therefore, assuming a low occupancy of NILS, i.e. θL � 1, the concentration
at trap sites becomes:

CT =
αNT

1 + βNL

KTCL

(1.16)

As said, the presence of traps slows down the diffusion process. To take this
phenomenon into account, it is possible to introduce an effective diffusivity DT [21]:

DT = DL
1

1 +KT
αNT

βNL

, (1.17)

which will feature lower values with respect to the theoretical one.

Combining the effect of diffusion in a stress field and trapping, Krom [22],
basing on the work of Sofronis and McMeeking [15], obtained:

CL + CT (1− θT )

CL

∂CL
∂t

= DL∇2CL −∇ ·
(DLVH
RT

CL∇σH
)
− αθT

dNT

dεp

dεp
dt

(1.18)

This last equation, commonly implemented in numerical models for the pre-
diction of hydrogen diffusion, includes a term related to plastic strain. In fact,
being dislocations one of the possible sources of trapping, plasticity will influence
the trap density, and therefore the diffusion. In other words, the material region
close to a stress raiser, e.g. a crack tip, will experience a large concentration, as
hydrogen will be attracted by the high stress, and then trapped by the sites created
in the plastic zone.

1.2.3 Hydrogen embrittlement mechanisms

As mentioned before, the understanding of the specific mechanism leading to
the worsening of the mechanical properties is still to be achieved [1]; in fact, many
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proposals have emerged during the years, and, in general, more than one mech-
anism could be active at a time. The specific active mechanisms depend on ma-
terial composition, microstructure and external conditions [23]. Among them, we
recall Hydrogen Enhanced DE-cohesion (HEDE), Hydrogen Enhanced Localized
Plasticity (HELP), Adsorption-Induced Dislocation Emission (AIDE) and hydride
formation and cleavage.

More in detail, the HEDE mechanism, first postulated by Pfeil in 1926 [24]
and then developed by Troiano [25] and Oriani [17], describes HE as a localized
weakening of the inter-atomic bonds, consequently resulting in a reduction of the
energy needed for the creation of new surfaces [1]. Hydrogen, lying at the crack
tip because of trap-induced segregation [26], damages the material where the local
crack tip tensile stress exceeds the bonding strength.
Other than at the crack tip, this critical combination of high concentration of hy-
drogen and stress could occur several tens of nanometers ahead of the crack, where
the shielding effect of dislocations results in a maximum of the tensile stress [27].
In this position voids can form, favoring the brittle crack propagation. The frac-
ture prediction is possible when the crack tip stress, the hydrogen concentration
at damage sites and its relation with the bonding strength are known.

This mechanism is supported by the tendency of hydrogen to diffuse towards
high stress regions, like the crack tip. Additionally, quantum simulations validate
the weakening effect of hydrogen on the cohesive strength [28, 29]. However, due
to the rather complex task of observing directly the events occurring at the atomic
scale, direct experimental proof is difficult to obtain [27]. In fact, the observation
that an increasing hydrogen content leads to a reduction of the crack tip opening
angle is the principal evidence of HEDE [30].

crack

hydrogen

Figure 1.6: Scheme of the HEDE mechanism. The figure on the right illustrates the
void formation ahead of the crack tip. The light blue circles represent the
hydrogen atoms (from [31]).

In HELP, instead, hydrogen reduces the local stress required for dislocation
motion. In this way, plastic deformation gets localized, resulting in a subcriti-
cal growth by localized microvoid coalescence, with brittle characteristics on the
macroscopic scale [32].
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More specifically, in HELP the enhanced dislocation mobility is due to hydrogen
accumulation around dislocation cores, with a consequent reduction of the elastic
energy required for overpassing the obstacles. In fact, atomistic simulations have
shown how the presence of hydrogen lowers the dislocation core energy, reducing
the stress required for their movement [33]. In addition, Robertson [34] directly
observed the increased dislocation activity using a high-voltage Transmission Elec-
tron Microscope (TEM): upon hydrogen introduction, stationary dislocations start
moving, and, at the same time, the ones already in motion accelerate by 1-2 orders
of magnitude.

hydrogen

crack

void

localized plastic zone
plastic zone

without hydrogen

Figure 1.7: Scheme of the HELP mechanism. The light blue circles represent the hy-
drogen atoms (from [31]).

On the other hand, in AIDE, first proposed by Lynch [35], the weakening of
the metal bond leads to enhanced dislocation emission at the crack tip [36]. The
nucleation stage is critical, and favored by adsorption. Once nucleated, disloca-
tions can easily move away from the tip, leading to crack growth. Additionally in
this model, crack growth, other than dislocation emission, involves nucleation and
growth of microvoids ahead of crack tips. Indeed, at slip-band intersections the
stresses are sufficiently high to induce some dislocation activity [37]. The resulting
crack paths may be intergranular or transgranular, depending on the relative ease
of dislocation emission and void nucleation. In fact, atomistic calculations [38]
show that adsorbed hydrogen facilitates dislocation emission from the crack tips,
given the slip planes are favorably oriented.

Lastly, hydride formation is a specific case of the hydrogen-induced phase
change mechanisms. Several types of phases may contribute; it is sufficient that
they are stabilized by the presence of hydrogen and the crack tip stress field, and
that the so formed phases are brittle. The typical systems exhibiting hydride em-
brittlement are Nb, V, Ta, Zr, Ti and their alloys. This mechanism is active under
conditions where the rate of hydride formation is sufficiently high to preclude other
forms of failure, ultimately depending on the thermodynamical stability of these
phases [39]. According to this mechanism, hydrogen diffuses towards the regions
featuring high hydrostatic stress, so that a hydride phase can nucleate and grow;
once a critical size is reached, the crack advances by particle cleavage, and is ar-
rested at the hydride-matrix interface.
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hydrogen

crack

hydrogen

crack

crack arrest

and bluntingbrittle hydride

Figure 1.8: Scheme of hydride formation and cleavage. The light blue circles represent
the hydrogen atoms (from [31]).

1.2.4 Numerical modeling of HE

Over the years, several attempts regarding the numerical simulation of hydro-
gen embrittlement have been conducted.

Brocks et al. [40] developed a non-open source code capable of describing ad-
sorption, diffusion and the weakening effect of hydrogen on the material. In this
work, followed then by the one of Gobbi et al. [41], the stress and diffusion problems
are fully coupled and solved simultaneously. Even though a commercial code cou-
pling these problems is not yet available, the authors exploit the analogy between
the equations governing the coupled heat transfer-stress problem, implemented in
ABAQUS, and the current one.

More in detail, the authors [40] based their modeling on a high strength, low
alloy steel C(T) specimen, electrochemically hydrogen charged in situ, during the
CTOD toughness test. They built a 2D plane strain model, refining the mesh
around the crack tip using trapezoidal elements, obtaining a minimum element
size of 62.5 µm, and implementing aspects from both HEDE and HELP mecha-
nisms. They analyzed an "on air" and three hydrogen charged tests, with different
displacement rates. Having obtained a good agreement with the experimental data,
they moved their attention at investigating the impact of switching off the effects
of one of the two mechanisms at a time: the results indicated that, in order to
correctly predict the material behavior, a synergetic role of the two mechanisms
is needed. In fact, HEDE is reasonably accurate at low displacement rates, but
predicts a too brittle behavior at high u̇; conversely, HELP can correctly describe
crack advancement in a fast test, underestimating the crack extension at low defor-
mation rates. The comparison between the two mechanisms is shown in Figure 1.9.

Additionally, comparisons are also made for the surface kinetics and diffusion
law. Regarding the first subject, the authors observed only a slight difference
between considering a surface kinetics model and a constant equilibrium concen-
tration, i.e. neglecting the transient character of hydrogen absorption. On the
other hand, the mismatch from the Fick’s equation and the enhanced diffusion
equation they employed (Equation 1.18) is more appreciable: in fact, the coupling
of diffusion with mechanical quantities results in a reduced crack extension resis-
tance for all the displacement rates.
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Figure 1.9: Comparison between the effects of HEDE and HELP mechanisms, from
Brocks [40].

The group of Alvaro and Olden [42–45] thoroughly investigated hydrogen em-
brittlement and its modeling. In their early work, the authors built a 2D model to
simulate the behavior of a 25% Cr duplex stainless steel. In particular, it was possi-
ble to demonstrate the significant influence of trapping on hydrogen concentration:
CL shows a peak in correspondence of the stress one, whereas CT is maximum close
to the surface, due to plastic strain, which offers new trapping sites.

Subsequently, the group switched their investigation towards a pipeline steel,
namely the API X70. They first employed a bi-dimensional model similar to the
previous one, before extending the analysis to a 3D representation of the specimen.
The chosen mesh features a rather small size of the finest element, corresponding to
7.5 µm. A comparison between the 2D and 3D results is offered: the latter produces
higher peak stresses, at a position further away from the crack tip. Moreover, the
effective plastic strain almost doubles the corresponding value of the bi-dimensional
model.

In all their works, the authors employed a three-step procedure, successively
implemented by Gobbi et al. [46] as well. In this method, the diffusion-stress
problem is decoupled: initially, a static analysis is conducted, in order to obtain
the value, and, more importantly, the gradient of the hydrostatic stress; then, the
diffusion of hydrogen, influenced by σH (Equation 1.11) is evaluated, obtaining
the hydrogen concentration in the lattice, CL; lastly, after having evaluated the
trapped hydrogen CT , obtaining the total concentration C, a final static cohesive
analysis is conducted. In this last step, the resistance of the elements is reduced
proportionally to the local hydrogen concentration.

Recently, Yang et al. [47] conducted a thorough investigation of hydrogen diffu-
sion in the Ti-6Al-4V titanium alloy. They modeled a square plate with a central
hole, and analyzed the coupling effects between stress and diffusion. In order to
solve the coupling problem in COMSOL, three modules are used, namely the built-
in solid mechanics and mass transport ones, and a general PDE one, which allowed
describing the relation between CT , CL and εp.
After having verified their model comparing the results of pure diffusion with the
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analytical expressions, the authors assumed a uniform initial hydrogen concentra-
tion, with no flux through the edges during the simulation. A tensile load is applied
on the upper edge, and hydrogen diffusion is investigated at various stress levels.
They observe that, at low remote stress levels, the hydrostatic stress features a
maximum in correspondence of the crack tip, causing hydrogen diffusion towards
it. However, when the remote stress overcomes 300 MPa, the local stress at the
crack tip exceeds the yield limit, leading to a modification of the hydrostatic stress
trend, which now shows a peak ahead of the tip. This fact, in turn, causes a dra-
matic change of the hydrogen concentration trend, both in the lattice and in the
traps. In particular, after a sufficient diffusion time the concentration peak in front
of the tip vanishes, and CL and CT assume value much lower than in the elastic
stage (Figure 1.10).
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Figure 1.10: CL and CT trends in front of the crack tip. The initial homogeneous
concentration was set to 20 mol/m3. σy represents the remote stress (from
[47]).

Moriconi et al. [19, 48] extended the coupled modeling in order to account for
a cyclic stress state. The authors implemented the HEDE mechanism in the sim-
ulation of the behavior of the 15-5 PH maraging steel. In order to be able to
describe cyclic effects, a UMAT subroutine with non-linear kinematic hardening
was added, and the damage variable was decomposed into monotonic and cyclic
parts. The smallest element size has been chosen to be 2 µm. The results of the
simulation without hydrogen show an appreciable prediction of the experimental
crack growth curves, for two different load ratios. Introducing hydrogen and con-
sidering the elasto-plastic behavior to be independent on it, a fair agreement is
obtained in the case of low hydrogen pressure (0.09 MPa), while at high pressures
(9 MPa) the crack growth rate is greatly underestimated.

Furthermore, the authors found that, at low cycling frequency, the hydrogen
affected zone is larger than at higher frequencies: this observation is readily ex-
plained by the longer time available for diffusion.
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Finally, they hypothesize that the mismatch between experimental and numer-
ical results at high pressures may be related to dislocation transport of hydrogen,
which needs further investigation, and to the employment of empirical relations
which have only been validated for monotonic loads.

The approach of Vasco et al. [49] differs significantly from the above-mentioned
ones. They modeled the behavior of the aerospace 2024 T3 aluminum alloy from a
corrosion point of view, without directly considering hydrogen diffusion and trap-
ping. This model is multi-scale: first, the authors simulated the behavior of a
single corroded and embrittled area, named Representative Unit Cell (RUC). This
area is shaped like a cube with a truncated cone hole, and it is composed of the
bulk material and three different Hydrogen Embrittled Zones (HEZ), which feature
degraded stress-strain curves. The position of these HEZ was chosen according to
nanoindentation tests. Successively, the degraded elements are randomly placed in
the specimen according to the observed pit density.

In order to account for failure, the maximum strain criterion was employed,
abruptly decreasing the elastic modulus of the failed elements. In this way, the au-
thors were capable of obtaining the stress-strain curves of the embrittled material,
after different exposure times. In particular, they compare the elongation to failure
with both the experimental one and the value obtained in a previous work [50],
which considered the presence of pits but neglected the effect of hydrogen: the
results clearly indicate that this approach is capable of correctly predicting the
experimental behavior, with a much lower error compared to the previous work.

HEZ_1, E=58 GPa

HEZ_2, E=63 GPa

HEZ_3, E=68 GPa

Core Material

(a) Meshed model of the Representative Unit
Cell, with the three Hydrogen Embrittled
Areas.

Exposition time (hours)

(b) Plot of the elongation to failure versus ex-
position time, comparing present and past
work with the experimental results.

Figure 1.11: From Vasco [49].
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1.3 Maraging steel
The term maraging steel refers to a group of ultra-high strength martensitic

steels, featuring low carbon and high nickel contents. The term maraging comes
from the contraction of martensite and aging : indeed, these steels are hardened
by intermetallics precipitation, occurring during aging treatments, rather than car-
bides. As a result, they exhibit an excellent combination of high strength and good
toughness. In addition, the low carbon content confers excellent machinability and
weldability, which is exploited in additive manufacturing. The collection of these
properties make maraging steels a top choice in the aerospace and automotive in-
dustries, as well as for the fabrication of moulds and dies.

The development of maraging steels, initiated in the ’60s with the work of
Decker et al. [51], led to the spread of 18% Ni steels, usually designated by a
number (200, 250, 300, 350) which indicates the yield stress in ksi (1400 to 2400
MPa). Other than Ni, the common alloying elements include Co, Mo, Ti and Al.

1.3.1 Hardening mechanisms

In order to achieve precipitation, the material has first to be fully solubilized
in the austenitic zone, in the temperature range between 800 and 900 ◦C. Subse-
quent cooling occurs, resulting in a supersaturated solid solution, formed primarily
by lath martensite with an elevated dislocation density, which can be indexed as
a Body Centered Cubic (BCC) material [52, 53]. In fact, the choice of 18% Ni
ensures that the martensite finish temperature (Mf ) lies significantly above room
temperature: as a consequence, martensite is produced even with slow cooling,
allowing the processing of large sections [54].

During aging, a number of phenomena can occur, depending on the specific
combination of processing time and temperature. Below 450 ◦C, S, µ and X phases
(Table 1.2) are formed; the investigation about these phases is limited, as they are
not strongly relevant to the overall material strength [55]. Successively, above 450
◦C, one can observe the creation of Ni3(Ti,Mo); the shape of this precipitate can be
either rod-shaped or ellipsoidal, approximately with a width of 5 nm and length of
10-20 nm. Proceeding with time, this metastable Ni-rich phase is dissolved back in
the matrix, with subsequent Mo-enriching: the spherical Fe2Mo then precipitates,
with a contribution to strength lower than the Ni3(Ti,Mo) one.

At higher temperatures, the Ni-rich phase dissolution and Fe2Mo precipita-
tion lead to Ni enrichment of the matrix, causing austenite nucleation. This phe-
nomenon, named austenite reversion, contributes to the softening of the material
(overaging), limiting its service temperature [57]. Reverted austenite is formed by
a diffusion-controlled reaction

α′ → α + γ, (1.19)

being α′ the martensitic matrix, α a low Ni phase and γ is the Ni-rich austen-
ite. The influence of reverted austenite on the mechanical properties depends on
its volume fraction. Even though the retention of a small quantity of austenite at
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Phase Stoichiometry Crystal structure Lattice parameters
γ FCC a = 3.5852 Å
α BCC a = 2.8812 Å

µ A7B6 rhombohedral a = 4.751 Å
α = 30.38 ◦

ω A2B hexagonal a = 3.9− 4.05 Å
c = 2.39− 2.48 Å

S A8B hexagonal a = 7.04 Å
c = 2.48 Å

X A3B hexagonal a = 2.55 Å
c = 8.30 Å

Fe2Mo A2B hexagonal a = 4.75 Å
c = 7.75 Å

Ni3(Ti,Mo) A3B hexagonal a = 5.10 Å
c = 8.31 Å

Ni3Mo A3B orthorombic
a = 5.06 Å
b = 4.22 Å
c = 2.48 Å

Table 1.2: Phases observed in a maraging steel (from [56]).

grain boundaries has been shown to lead to an increase in toughness [58], its exten-
sive presence affects detrimentally the yield strength; at the same time, overaged
particles behave as crack nucleation sites, with a consequent toughness drop [59].

The strength of maraging steel comes from a combination of three contribu-
tions, namely the strength of the martensitic matrix, solid solution strengthening
and precipitation hardening. Galindo-Nava et al. [60] express the overall Vickers
hardness and yielding stress as

Hv =
1

3
σY =

1

3

(
σMart + σss + σp

)
(1.20)

More in detail, the first contribution is related to dislocation density and the
effective grain size:

σMart = 0.25Mµb
√
ρ+

300√
dblock

, (1.21)

in which M = 2.5 is an orientation factor, µ the shear modulus, b the magnitude
of the Burgers vector, ρ the dislocation density and finally dblock the block size.

When lath martensite is formed, one can recognize three hierarchically depen-
dent constituents: the austenitic grain is divided into packets, which are groups of
laths with the same habit plane; then, each packet is further divided into blocks,
i.e the laths featuring the same orientation [62]. A representation of this structure
is given in Figure 1.12.

Secondly, solid solution strengthening is based on the size difference between
the alloying elements. A substitutional atom forms a stress field around its posi-
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Figure 1.12: The three level hierarchy in lath martensite (adapted from [61]).

tion, whose sign and amplitude will depend on the difference in atomic radii with
respect to the solvent atom. This stress field interacts with dislocations, impeding
their motion and consequently causing an increase in the yield strength.

Following Fleischer’s equation [63], which considers the atomic fraction of the
substitutional element in the matrix, xi,α, and its strengthening constant, βi (re-
ported in Table 1.3), one can obtain:

σss =
∑
i

√
β2
i xi,α. (1.22)

Element Ni Mn Al Ti Mo
βi (MPa/at) 708 540 196 2628 2362

Table 1.3: Solid solution strengthening constants (from [60]).

It should be underlined that the contribution of the particle-forming elements
decreases as the concentration of their intermetallics increase, as these species leave
the matrix.

Lastly, the precipitation strengthening mechanism relies on the production of
a dispersion of obstacles to dislocation motion, increasing the stress necessary for
them to move. The size and distribution of precipitates vary during the aging
time: during the first stage, the dispersion is fine and coherent; successively, these
particles coarsen, with a continuous loss of coherency, consequently losing the dis-
clocation motion hindering capability. Eventually, the equilibrium structure is
formed at long ageing times.
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Pereloma et al. [64] use a modified form of the Orowan equation for the predic-
tion of precipitation strengthening:

σp =
2µbφ

4π(Λ− d)
ln
(Λ− d

2b

)
(1.23)

In this equation, φ is related to the Poisson’s ratio of the matrix, ν, as φ =
2−ν

2(1−ν)
, d represents the average particle size and Λ is the interparticle spacing. Ac-

cording to this model, dislocations bow around the precipitates, leaving loops after
their passage; as deformation proceeds, more loops are formed around a particle,
increasing the stress needed for subsequent dislocations to move around it. An
illustration of this mechanism is offered in Figure 1.13(a).

Solving the kinetics equations as a function of time and considering Equa-
tions 1.21 to 1.23, it is possible to plot the trend of hardness during aging, which
can be seen in Figure 1.13(b). The graph illustrates the above-mentioned con-
sideration according to which at small aging times, the solutes depletion due to
precipitates causes a drop in the solid solution hardening contribution. At any
rate, it can be observed that the precipitates contribution is significantly higher
than both solid solution and lattice ones.
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1.4 Additive Manufacturing
AM, often referred to as Rapid Prototyping (RP) or 3D printing, is a term

grouping a variety of production processes, regarding all classes of materials: in
fact, even though AM was historically first developed for polymeric materials,
nowadays also composites, metals and ceramics can be 3D printed.

The common feature is the realization of 3D objects starting from a Computer
Aided Design (CAD) model; this file is virtually sliced in layers of finite thick-
ness, obtaining the .stl (from STereoLitography) file, which describes the surface
of the object using only small triangles. It is then read by the machine, which will
build up the component completing one layer at a time. The procedure inevitably
introduces a certain error, consequence of building an object by sections with a
finite thickness: both quality and precision will obviously improve with thinner
layers [65]. Once the fabrication is completed, the part is removed and subject to
post-process treatments, such as cleaning, stress-relieving or Hot Isostatic Pressing
(HIP).

Figure 1.14: Steps in the fabrication of an AM part (from [66]).

In recent years, AM has drawn the attention of both the industrial and the
academic world. This interest is especially due to its shape and design freedom:
in particular, AM allows obtaining lattice geometries, internal channels, as well as
customizing the product, since no die, mold or punch is needed. Also, the field
of topological optimization increased in popularity, exploiting the possibility of
adding or removing material exclusively where needed, fulfilling the double goal
of increasing the mechanical performance of the part while decreasing its weight.
Last but not least, AM strongly reduces material waste when compared with tra-
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ditional subtractive processes. Consequently, AM can be regarded as a sustainable
production system, also thanks to its low energy consumption and the possibility
of reducing the carbon footprint by means of design optimization [67].

Even though AM offers a plethora of advantages, some drawbacks still limit its
spread: among them, we recall the slow deposition rates, the small build volumes
and the relatively high cost of materials. As a consequence, AM is currently em-
ployed for the production of high-performance components in the most advanced
fields, such as aerospace, automotive and energy (Table 1.4). For instance, in
the aerospace and automotive industries, where the weight reduction represents
a critical issue, AM has enabled manufacturing complex cross-sections, like the
honeycomb cell, capable of strongly decreasing the weight-to-strength ratio. Also
the medical field is taking advantage of AM, which offers an excellent tool for the
production of prostheses for bone replacement, even enabling obtaining a porous
structure that mimics the actual bone [68].

Al Maraging
steel

Stainless
steel Ti Co-Cr Ni super

alloys
Precious
metals

Aerospace X X X X X X
Medical X X X X
Energy, oil and gas X X X X
Automotive X X X X
Marine X X X
Tools and molds X X
Consumer products X X X

Table 1.4: Applications of common additive manufacturing alloys (from [69]).

Regarding hydrogen service, AM could be employed in the state-of-the-art ap-
plications; among the components, we recall valves, vessels, fittings, pumps and
blowers. The research in this field is pushed by the fact that the possibility of
employing a manufacturing technology which guarantees both low costs and hy-
drogen service reliability is crucial, in order to allow for the use of hydrogen as a
safe energy vector [70, 71].

1.4.1 AM processes

Talking about metals, two families of AM processes can be distinguished. In
Powder Bed Fusion (PBF), the metal powder is spread on an area of finite size,
the bed, and an energy source scans the surface following a pattern set by the .stl
file. After one layer has been scanned, the platform supporting the bed is lowered
by a distance corresponding to the layer thickness, the powder stock distributes
new powder on the bed and the process is repeated. The energy source can either
be a laser, as in Selective Laser Melting (SLM) or an electron beam, as in Electron
Beam Melting (EBM).

Instead, in Directed Energy Deposition (DED), the solid material is directly
fed to work site, where it is melted by means of the energy source. It is mainly
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employed for the production of large parts, and it allows repairing or adding new
features to an already existing object. In Table 1.5 a comparison of the available
processes is presented.

Process DED PBF
Feedstock Powder Wire Powder
Heat source Laser E-beam Electric arc Laser E-beam
Nomenclature DED-L DED-EB DED-PA SLM EBM
Power (W) 100-3000 500-2000 1000-3000 50-1000

Speed (mm/s) 5-20 1-10 5-15 10-1000
Max. build size
(cm x cm x cm) 200 x 150 x 75 500 x 300 x 100 50 x 28 x 32

Production time High Medium Low High
Dimensional

accuracy (mm) 0.5-10 1.0-1.5 Intrincate feratures
are not possible 7-20

Table 1.5: Comparison between AM processes, adapted from [69].

The feedstock material is typically in the form of powder, due to the ease of
feeding and the possibility of charging a fixed ratio of different alloys, so to obtain
a composition and property gradient. The powder production process is found to
be of uttermost importance, since it determines the oxidation susceptibility and
the flowability. For laser processes, the typical powder particle diameter lies in the
range 10− 60 µm. Among the manufacturing processes, we recall:

• Gas Atomization (GA), in which the flow of Ar or N2 atomizes the molten
metal;

• Rotary Atomization (RA), featuring a rotating disk, radially expelling fine
droplets of the molten metal;

• Water Atomization (WA), where a high-pressure water jet atomizes and so-
lidifies the molten metal droplets;

• Plasma Rotating Electrode Process (PREP), melting the end of a rotating
metal bar by means of an electric arc and collecting the particles ejected by
the centrifugal force.

Even though PREP allows obtaining fine spherical particles with a uniform size
distribution, the production process entails high costs. Consequently, the trade-off
between powder production cost and bed properties has to be considered when
choosing the manufacturing process [69].

Talking more in detail about SLM, a fine powder is introduced in the chamber,
which is filled with a protective gas (N2 or Ar) to prevent oxidation. The powder is
typically preheated, in order to decrease the needed laser power and the harshness
of the thermal cycle [73]. On top of the powder bed a laser scans the surface in the
x − y plane, while the motion in direction z is controlled through a piston below
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Figure 1.15: Working scheme of the SLM process (from [72]).

the powder bed. The laser beam is deflected by means of galvano-mirrors, and
convoyed to the powder bed through a f − θ lens, in order to have a uniform spot
size on the x − y plane, avoiding defocusing because of the different optical path
length. The laser photons energy is transferred to the powder particles, creating
the melt pool; then, as the laser moves further, the melt region rapidly solidifies
and cools down. In Figure 1.15 one can observe the principal components of a
SLM system; in addition to the already mentioned ones, it shows the recoater, the
feed contained and the overflow container, necessary for the replenishment of the
powder after a layer is completed.

Among the benefits of SLM we recall the comparatively low cost and the capa-
bility of manufacturing near net-shaped components and hanging parts, by means
of proper supports. Furthermore, the cooling rate happens to be faster with re-
spect to EBM, which allows to obtain a finer microstructure, resulting in improved
strength and tribological properties [74]. Regarding the cons, SLM is slow, when
compared with the other available AM processes, and requires finishing operations
to reach an acceptable surface quality.

1.4.2 Residual stresses in AM

Residual Stresses (RS) are defined as "stresses that remain inside a body that
is stationary and at equilibrium with its surroundings" [75]. In metals, they are
originated by inhomogeneous plastic deformation, which can be mechanically or
thermally induced. RS may be introduced by purpose in the material, typically
to create a compressive stress field on the surface, which increases the material
resistance to crack initiation. An example is represented by shot peening, where
the part surface is stricken by a flux of hard particles moving at high velocity.
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Figure 1.16: Cracks in SLM produced M2 High Speed Steel, with increasing scan speed
from left to right (from [78]).

RS are classified depending on the length they act on. More specifically, type
I residual stresses are active on the whole body, and they are therefore named as
macroscopical RS. Secondly, type II refers to stresses arising between neighboring
grains because of their different orientations and subsequent mesoscopic anisotropy.
Lastly, type III stresses act on an atomic level, being created by intragranular de-
fects, such as dislocations, vacancies or solute atoms [75].

The magnitude and distribution of residual stresses in a material due to a ther-
mal cycle depend on a variety of material properties; indeed, other than the thermal
and mechanical parameters, also the effect of allotropic transformations should be
taken into account. First, the general relation between strain and temperature
variation is described byε11 ε12 ε13

ε21 ε22 ε23

ε31 ε32 ε33

 =

α11 α12 α13

α21 α22 α23

α31 α32 α33

 ·∆T, (1.24)

where αij are the coefficients of thermal expansion. Residual stresses are generated
by the fact that ∆T is not constant throughout the material, but a gradient ∇T
is present.

Additionally, transformation strains are to be considered. A transformation can
occur in two main ways. The reconstructive mechanism features solute and solvent
atoms undergoing uncoordinated diffusion, resulting in an isotropic volume change,
which may create residual stresses if the material is constrained. Conversely, in
the displacive one, in which the new structure arises from a rapid distortion of the
parent lattice, both dilational and shear strains are created. A displacive transfor-
mation can be influenced by the residual stresses already existing in the material;
in fact, variants in which the transformation strain is opposed to the already exist-
ing one will be favored. In other words, displacive transformations may be a way
to lower residual stresses [76,77].

In AM, stresses are repeatedly built up on a small scale, and their superposition
gives the final macroscopic RS field. Several research studies have been conducted
to model the formation of the melt pool and the temperature field around it [79–81].
The evaluation of residual stresses is a complex task, being strongly dependent on
the material properties and tendency to form new phases and on the processing
parameters, such as the scan speed, the laser power, the hatch spacing, the powder
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particle size and the layer thickness. In order to alleviate the intensity of residual
stresses and homogeneize the as-built structure, AM parts are normally subjected
to a heat treatment before usage [82].

1.4.3 Microstructures of AM maraging steel

The microstructure of AM produced 18Ni-300 has been extensively investigated.
Conversely to the conventionally produced features described in Section 1.3.1, the
material obtained by both SLM and DED shows a cellular/dendritic solidification
microstructure [83–86]. The lath martensite blocks are shown to be often confined
to a single dendrite, because of retained austenite at cell boundaries. Due to the
inhomogeneous cooling rate, which is maximum at the boundary of the molten
pool, segregation happens, as visible in Figure 1.17. In particular, Ni segregates
at grain boundaries; as a result, being Ni an austenite stabilizer element, a signifi-
cant fraction of retained austenite (6-11%) can be found [83, 87, 88]. Also, several
authors report that in SLM the formation of lath martensite is prevented by the
high cooling rate [89–91].

Figure 1.17: Microstructure of 18Ni-300 maraging steel produced by SLM after etching
(from [87]).

Figure 1.18 shows the evolution of the microstructure with aging. Increasing
the aging temperature from 390 ◦C to 590 ◦C, the cell boundaries become thicker,
initially because of Ni3Ti, Ni3Mo and Ni3Al precipitation at 490 ◦C, and then
because of massive austenite reversion at 590 ◦C, leading to an austenite volume
fraction of more than 60% [87].

The cellular microstructure is erased after a solution treatment, typically con-
ducted in the 815-840 ◦C range, and gets substituted by a fully martensitic struc-
ture after quenching [84, 85, 92]. As investigated by Jägle et al. [86], the as-built
precipitate population differs depending on the AM process. When SLM is em-
ployed, no precipitates are present, because of the higher scan speed and smaller
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Figure 1.18: Evolution of the microstructure of 18Ni-300 maraging steel produced by
SLM with aging (from [87]).

melt pool. On the other hand, with DED, the hardness results higher, because
of small clusters of atoms, which are typical of early stages of precipitation. The
reason for this phenomenon is connected to the repeated re-heating of the already
deposited material, caused by the deposition of the subsequent layers. In fact, this
DED hardness increase can not be found on the top layers, which do not experience
re-heating. The authors name this condition Intrinsic Heat Treatment (IHT), and
believe it might be exploited for the design of a maraging steel that would not need
an aging treatment, as it would be fully in-situ strengthened.

1.4.4 State of the art of HE in AM

Given the novelty of Additive Manufacturing and the complexity of Hydrogen
Embrittlement, little research has been conducted up to present.

Kwon et al. [93] investigated the behavior of 18Ni-300 maraging steel produced
by SLM. They analyzed the effect of HE on samples exposed to two levels of
hydrogen charging, and with different thermal treatments. In particular, they
compared the as-built, solution treated, as-built + aged and solution treated +
aged conditions.

The results of the tensile tests are shown in Figure 1.19; even though this
kind of test is not the standard in HE investigation, the slow strain rate (10−5 s−1)
guarantees the observability of the detrimental effect. They found out that solution
treatment dramatically improves the HE resistance of the material, obtaining over-
lapping curves for the uncharged and charged specimens. This effect is attributed
to the reduction of dislocation density, acting as trapping sites, and of retained
austenite, which offers a higher solubility to hydrogen; in fact, as-built specimens
released more hydrogen upon a thermal desorption measurement. Conversely, the
loss in ductility, in terms of strain to failure εf , becomes very severe after aging,
no matter whether the sample had previously been solution treated or not. This
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Figure 1.19: Stress-strain curves of hydrogen-charged 18Ni-300. The strain rate is equal
to 10−5 s−1. From [93].

embrittlement effect is believed to be due to the precipitation of intermetallics such
as Ni3Ti, Fe2Mo and Fe7Mo6, which act as additional hydrogen trapping sites.
Regarding the specific influence of the SLM process on the HE behavior, the au-
thors state a comparison with experiments on traditionally obtained samples is
troublesome, because of differences in H-charging conditions, testing environment
and chemical composition.

A different material was tested by Baek et al. [70]: the authors investigated the
behavior of stainless steel AISI 304L obtained by DED sintering, and compared it
with the one of specimens cut from a rolled plate.
The resulting stress-strain curves of the AM samples show a significant improve-
ment in the resistance to HE. In fact, the rolled specimens pass from a strain to
failure of 62.3% to 19.2% after hydrogen exposure; conversely, AM samples only
show a εf reduction of 5%, from 64.3% to 59.1%. Also, the fracture surface of the
DED samples showed dimples, regardless of the atmosphere; in contrast, the rolled
plate ones pass from a cup-and-cone surface to a cleavage one. The reason is at-
tributed to the creation of a fine and dense secondary grain boundary fused phase
throughout the specimen, which leads to stress relaxation and energy dissipation.
To the authors’ knowledge, this is the first observation that the manufacturing
process affects the sensitivity of a steel to HE.

Lastly, Li et al. [94] studied the influence of hydrogen on DED-manufactured
IN 718 nickel-based superalloy. The authors took into account the influence of the
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building direction: in fact, other than an extensive study of the microstructure,
they compare the stress-strain curves of as-deposited samples built with the thick-
ness parallel and vertical to the z direction, designated as HP and VP, respectively.
The authors underline the observation of partial serrations in the σ-ε curve of the
as-deposited hydrogen-charged HP sample, which is believed to be related to the
hydrogen dragging effect on dislocations. However, the reason why these serrations
could not be observed in VP samples is still not clear.

Additionally, the effect of thermal treatment (homogenization + aging) on the
HP samples is reported. The Hydrogen Embrittlement Index (HEI), defined as
the percentage variation of the strain to failure between uncharged and charged
conditions, depends on the testing conditions: it moves from 23% for the as-built
VP sample to 37.4% for the heat-treated HP one, passing through 27% if the ma-
terial is processed in the horizontal plane and tested as-built (HP). The premature
failure of the alloy is attributed to a synergistic effect of both HEDE and HELP
mechanisms.





Chapter 2

Experimental

2.1 Materials and methods

2.1.1 Specimen manufacturing

The SLM printing process has been conducted by the National Council of Re-
search at ICMATE, in Lecco. The employed machine is a Renishaw AM 400
(Figure 2.1), whose features are reported in Table 2.1.

Build area X × Y × Z 250 mm × 250 mm × 300 mm
Build rate Up to 20 cm3/h

Powder layer thickness 20 µm to 100 µm
Laser power 400 W

Laser focus diameter 70 µm
Scanning speed Up to 2 m/s
Positioning speed 7 m/s

Running Ar consumption < 50 l/h
Compressed air Required

Table 2.1: Renishaw AM 400 features.

The M300 maraging steel powder has been purchased from Renishaw, and its
chemical composition, according to the datasheet, is reported in Table 2.2. The
choice of a high strength steel as the material to be investigated stems from the
high sensibility to HE, so that the detrimental effect is more evident.

Ni Co Mo Ti Si Mn C P S Fe
17-19 7-10 4.5-5.2 0.3-1.2 ≤ 0.1 ≤ 0.15 ≤ 0.03 ≤ 0.01 ≤ 0.01 bal.

Table 2.2: M300 chemical composition, in weight %.

The samples for the tensile characterization of the material have been designed
in accordance with the ASTM E8 standard [95]. In order to reduce the powder
consumption and the needed force for tensile loading, the sub-sized shape has been
chosen. Its geometry and dimensions are shown in Figure 2.2(a).

31
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Figure 2.1: Renishaw AM 400.

Secondly, the samples for toughness testing (Figure 2.2(b)) have been modeled
following the testing procedures used at SINTEF laboratories in Trondheim. The
notch produces a stress concentration factor of 6.4, which simulates a weld toe un-
dercut [96]. The upper part of the notch has been designed for an easy application
of clip-on-gages. The slow rate test specimen (Figure 2.2(c)) features a geometry
much similar to the notched one, with the resistant cross-section being the same,
i.e. a 5 mm edged square. The choice of toughness testing as a HE investigation
method is well supported by literature [21,40,97]

The dimension of the specimens has been chosen in order to be able to reach
complete failure with the available 100 kN load cell even in the most resistant
material scenario: in fact, the Renishaw datasheet indicates a 1800 MPa Ultimate
Tensile Strength (UTS) after age hardening, while the study of Kwon et al. [93],
conducted on 18Ni-300, reports a UTS of 2400 MPa after solution treatment and
aging.

The drawings show the final sizes, after the removal of the 1 mm allowance,
which has been added everywhere to allow polishing. The notch has to be machined
after the printing by Electro Discharge Machining (EDM). Lastly, nine little cubes
of 6 mm in edge were printed in order to conduct hydrogen absorption measure-
ments.

The building platform was preheated to 170 ◦C, as reported on the provider’s
guidelines. The preheating reduces the harshness of the thermal cycle; more-
over, the printing parameters were optimized in order to deliver the correct en-
ergy amount starting from this temperature. The samples were printed along the
horizontal direction, i.e. with the smallest dimension along the z-axis, in order to
reduce the needed powder.

Successively, all the samples have been thermally treated, in order to alleviate
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the stresses due to the manufacturing process and allow the intermetallics pre-
cipitation. In particular, the treatment consisted of aging at 540 ◦ C for 1 hour.
The choice of the aging treatment was based on the study of Casati et al. [88],
as a good compromise between peak stress and strain to failure. With the aim of
highlighting the HE effect, a relatively large initial ductility is needed, in order to
better appreciate its drop. In fact, the chosen time-temperature combination offers
the larger ductility among the investigated ones [88].
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2.1.2 Mechanical characterization

The tensile characterization of the samples, aimed at obtaining the uni-axial
stress-strain curve, has been conducted at CLASD labs in Politecnico. For the test,
a MTS Alliance RT 100 with a 100 kN load cell was employed. Other than the
samples printed preheating the base, labelled as P, 2 samples obtained without
preheating, labelled as RT, were tested, in order to check the effect of the preheat-
ing. In order to directly measure the strain, a MTS extensometer was used. The
displacement speed was set to 1 mm/min.

The CTOD-∆a curve, necessary for the calibration of the numerical model, and
for the prediction of the steel behavior in presence of hydrogen, can be obtained
experimentally from the toughness test. Following a procedure similar to the one
reported ASTM E1820 - 09 standard [98] (recalling that the employed specimen
is not the standard one), the specimen is loaded uniaxially, measuring the Crack
Mouth Opening Displacement (CMOD) by means of a clip-on-gage. This value
is used, together with the continuous measurement of the force vs load-line dis-
placement curve, in order to calculate the toughness quantity, i.e. J , K or CTOD.
The standard provides all the formulas, which depend on the specimen geome-
try, starting from the CMOD and the specimen elastic compliance. In the case of
a non-standard SENT specimen, the adequate formulas are found in literature [99].

Conversely to the original test planning, it was not possible to perform the
toughness test, due to the delay accumulated during the several steps (powder
purchasing, printing, heat treatment, EDM cut from the base plate, shipping, ma-
chining, pre-cracking) necessary to have the samples ready to be tested by our
partners at NTNU (Trondheim). This delay in the experimental part was com-
pletely due to the CoViD-19 lockdowns in different countries, at different times.
Initially, the metal powder could not be purchased due to the suspended activity in
China; successively, the printing stage was greatly delayed by the Italian closure;
lastly, the lab activity in Trondheim was markedly slowed-down due to personnel
rotation.

Consequently, it was decided to proceed with the building of the numerical
model, employing the CTOD-∆a curve of another martensitic steel, leaving the
actual calibration, based on the real maraging data, for the future steps of this
project. In particular, we make reference to the data of AISI 4130, whose fatigue
and toughness properties were investigated by Colombo et al. [100]. In their work,
the authors tested single-edge notch C(T) specimens, both in air and after hydro-
gen charging, obtained electrochemically following the procedure described in [101].
The material properties and composition are reported in Table 2.3 and Table 2.4,
respectively.

The polarizing cathodic current employed by [100] was equal to 0.5 mA/cm2;
the charged samples were successively tested in air. In order to consider hydrogen
degassing during the test, the authors measured its concentration by means of the
hot glycerol method, reporting a hydrogen concentration after 5 hours of 1.3 ppm,
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Property Value
Yielding strength 715 MPa

UTS 950 MPa
Young’s modulus 220 GPa
JIC , no hydrogen 215.5 N/mm
JIC , hydrogen 22.0 N/mm

KIC , no hydrogen 217.7 MPa
√
m

KIC , hydrogen 69.9 MPa
√
m

Table 2.3: AISI 4130 mechanical properties (from [100]).

C Mn Si Cr Mo Fe
0.30 0.50 0.25 0.95 0.20 bal.

Table 2.4: AISI 4130 chemical composition, in weight % (from [100]).

confirming hydrogen presence in the specimen for the whole test duration.

2.1.3 Microstructure and fracture surface

The cubes for hydrogen measurement, described in Section 2.1.1, were employed
for the observation of the surface appearance. Initially, the samples were observed
with a Scanning Electron Microscope (SEM), produced by Oxford Instruments,
with no surface preparation.

Successively, the samples were prepared, in order to be able to observe the
microstructure, removing the surface defects and oxides. First, the cubes were
cold mounted in the epoxy resin Technovit® 4071, for easier handling. Later, the
samples were polished with a progressive mesh size of 320-600-800-1200 and 2500
dots/in2, and finally with cloths on which diamonds of 6-3-1 µm were sprayed.
Finally, the microstructure was highlighted by etching in Nital 2% v/v (HNO3 in
ethanol) for 20 s, and observed at the Leitz Aristomet optical microscope.

The tensile sample P2, tested in Section 2.1.2, was observed at the SEM, in
order to obtain information about the fracture surface.

2.1.4 Microhardness and density

In order to characterize the material from the hardness point of view, micro-
hardness tests were executed. The employed instrument is a Leitz Miniload 2,
equipped with a 200 gf Vickers indenter. After having pressed the indenter to the
surface for 10 s, the resultant indent is observed at the optical microscope. The
software allows the calculation of the microhardness values selecting the position
of the indent vertices. A total of 5 measurements were carried out on the polished
xy surface of a hydrogen measurement cube.
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Parts produced by Additive Manufacturing present, in general, a lower den-
sity compared to the same material obtained by subtractive processes. The cause
of this phenomenon is found in the presence of porosities in the part, which can
have different origins. More specifically, the process nature leads to the possibil-
ity of having gas entrapment, both due to the working atmosphere and to the
evaporation of low-vaporizing allying elements [102]. Additionally, the choice of
the process parameters, particularly the laser power and scan speed, influence
the resulting density. In fact, a low power density leads to lack of fusion, while,
increasing it excessively, a keyhole is generated, with again the possibility of en-
trapping gas, namely the plasma [103]. Lastly, the high power density can easily
produce spatters of different sizes, which affect density, microstructure and me-
chanical properties [104].

Among the available methods for additively manufactured parts, the Archimedes
one is reported to be the most accurate and repeatable [105]. The procedure con-
sists in weighting the sample in two different fluids, normally air, obtaining mair,
and distilled water, acetone or ethanol, obtaining ml. The choice of ethanol and
acetone is particularly advantageous when testing lattice structures, where air bub-
bles prevent water from filling all the gaps, due to water high surface tension [102].

Neglecting the density of air, the sample density is obtained starting from the
equation for the hydrostatic force F for submerged surfaces, i.e.

F = ρl g V, (2.1)

being ρl the density of the liquid, g the gravitational acceleration and V the sample
volume. In fact, with little calculation one can obtain the sample density, ρsample,
as

ρsample = ρl
mair

mair −ml

. (2.2)

The weight measurements were performed with a Gibertini S/2 analytical bal-
ance. Initially, dirt and grease were removed from the surfaces of three cubes by
immerging them in acetone, using an ultrasonic cleaner for 5 minutes. Successively,
they were tested three times each, in air and distilled water, with proper care in
removing the air bubbles on the surface. The balance automatically shows the
sample density value.

2.2 Results

2.2.1 Mechanical properties

The resulting σ − ε curves are shown in Figure 2.3. All the samples behaved
similarly, independently on the base preheating, except for the sample P2, which
failed at a lower strain value. Other than the samples curves, the figure reports
the average curve, computed without considering sample P2, whose behavior was
attributed to a printing defect. The most relevant mechanical properties are re-
ported in Table 2.5. The table clearly shows that the material showed a ductility
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Property Range Average Reference [88]
Elastic modulus [GPa] 170-184 176 ±6 -

Yield Strength (YS) (Rp0.2) [MPa] 1718-1755 1741 ±14 1870
UTS [MPa] 1762-1798 1785 ±14 1957

Strain to failure [%] 2.6-5.9 5.7 ±0.1 2.07
Table 2.5: 18Ni 300 tensile properties.

larger than the one measured in the reference study.
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Figure 2.3: Tensile stress-strain curves.

The CTOD-∆a curves of AISI 4130, as obtained by Colombo et al. [100], for
both as-received and hydrogen-charged conditions are reported in Figure 2.4.

2.2.2 Microstructure and fracture surface

Starting from the unpolished sample, in Figure 2.5(a) the SEM top view, corre-
sponding to the xy-plane (with z being the building direction), is presented. The
laser scan lines are clearly visible, with the oxide film, originated during aging,
homogeneously covering the surface. On the other hand, Figure 2.5(b) shows the
lateral view. Other than the layers sequence, a number of spherical entities are vis-
ible. These features correspond to partially melted metal powder particles, which
adhere to the surface. In fact, these particles have the same size as the starting
powder, in the 20-40 µm range. There is no evidence of melt pool spatters, which
normally feature larger diameters (around 200 µm), and a porous structure [106].
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Figure 2.4: AISI 4130 CTOD-∆a experimental curves (from [100]).

100 μm

(a) Top view.

100 μm

(b) Lateral view.

Figure 2.5: SEM pictures of the unpolished sample.

Moving to the observation of the polished samples at the optical microscope,
the top view allows confirming the typical AM maraging microstructure described
in Section 1.4.3. The cellular structure, clearly visible in Figure 2.6(b), arising
from the fast cooling rate, prevents the formation of lath martensite and of the
hierarchical structure. The intercellular spacing is in the 1 µm range, contributing
to the excellent tensile and hardness properties. In Figure 2.6(c) the different lay-
ers are clearly distinguishable, with a certain degree of downward bending, due to
the gravitational attraction on the melt pool. Increasing the magnification up to
1000x (Figure 2.6(d)), the martensite orientation can be seen, together with the
retained/reverted austenite (brighter zones).

Lastly, the fracture surface appearance was investigated at the SEM. As shown
in Figure 2.7(a), the surface is composed by two different zones. In fact, the top-left
area presents a ductile appearance, with void nucleation and coalescence; Casati et
al. [88] impute the origin of larger voids to pre-existing defects, such as unmelted
powder particles and molten splats. On the other hand, the crack, after having
nucleated following this ductile mechanism, propagates following a quasi-cleavage
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(a) Top view, 100x (b) Top view, 1000x

(c) Lateral view, 100x (d) Lateral view, 1000x

Figure 2.6: Optical microscope pictures on the etched samples.

fashion, typical of brittle failure.

At a greater magnification (Figure 2.7(b)), one can notice the characteristic
surface of ductile failures, with the larger dark areas corresponding to voids. These
cavities lead to the arise of large stresses, provoking the formation of more cavities;
they will ultimately coalesce, leading to a fast tear growth [89]. Moreover, the
presence of pores (circle on the bottom-center), probably due to gas entrapment
during processing, should be highlighted.

2.2.3 Microhardness and density

The results of the microhardness testing are shown in Figure 2.8, obtaining an
average value of 587 ± 24 HV. When comparing these values with the experimental
findings of Casati et al. [88], one can appreciate the confirmation of the expected
values. In fact, the authors report a hardness of 570 HV for the peak-aged samples
at 540◦ C.

Table 2.6 summarizes the density measurement results. The high relative den-
sity value confirms the correct choice of the process parameters; Kempen et al. [89]
report a maximum value equal to 99.4%.
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200 μm

(a) 200x.

20 μm

(b) 1000x.

Figure 2.7: SEM images of the fracture surface of sample P2.
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Figure 2.8: Microhardness values.

Value [g/cm3]
Range 8.0130-8.0590

Standard deviation 0.162
Average 8.0324

Bulk density 8.1
Relative density [%] 99.2

Table 2.6: Density values



Chapter 3

Numerical model

3.1 Methods

The objective of the numerical analysis was to build a model simultaneously
capable of considering:

• the effect of the stress field on hydrogen diffusion;

• the effect of hydrogen concentration on the stress field;

• the variation of hydrogen trap sites due to plastic deformation;

• crack advancement;

• the influence of hydrogen concentration on crack growth.

The analysis was conducted using ABAQUS 2017, properly linked with Microsoft
Visual Studio 2012 and Intel Parallel Studio XE 2016; the softwares cooperation
is necessary for the compilation of the user-defined subroutines.

The nature of the problem requires a model capable of describing the progressive
failure of the specimen and of solving the coupled diffusion-stress equations. The
tools used for this purpose are, respectively, the cohesive elements and a set of
FORTRAN subroutines, as described in the following.

3.1.1 Material behavior

In order to describe the elasto-plastic behavior of the material, as obtained in
Section 2.1.2, in ABAQUS, data has to be elaborated. In fact, for the elastic part
the software requires the Young’s modulus E and Poisson’s ratio ν, set equal to
176 GPa and 0.3, respectively. On the other hand, the description of the plastic
behavior can follow several laws. One option is to express it point by point, by
means of stress-strain pairs, employing Mises’ isotropic hardening. ABAQUS will
then interpolate between these given points, obtaining a stress value for any strain.

41
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More specifically, the true stress has to be coupled with the equivalent plastic
strain εp, starting from εp = 0. It is useful to recall here the difference in the
definition of engineering and true stress and strain. The true strain is defined as

dL = εt L

εt = log
L

Li
,

(3.1)

therefore considering the progressive increment in the specimen size, L; conversely
the engineering one is referred to the total variation, as

ε =
∆L

Li
. (3.2)

The engineering stress, which is normally considered in a tensile test, is com-
puted starting from the applied load, P , and the original cross-sectional area, Ai,
as

σ =
P

Ai
. (3.3)

On the other hand, the true stress does consider the variation of A during the
test. Since this area shrinks with an increasing load, the value of the true stress will
overcome the engineering one. In fact, in a true stress-strain diagram the tensile
curve is always rising, up to failure. Knowing the engineering stress σ-strain ε
curve, the true strain εt and stress σt can be obtained as [5]

εt = log(1 + ε) (3.4)
σt = σ(1 + ε) (3.5)

Successively, the plastic part of the true strain is computed simply subtracting
the elastic strain, obtained by means of the Hooke’s law, i.e.

εp = εt −
σt
E

(3.6)

At this point, it is necessary to interpolate the data following an analytical
model, in order to be able to extrapolate the behavior at large strain values, to
avoid instability. A very common way to proceed is represented by the Ramberg-
Osgood model, in which the elasto-plastic trend is described by a continuous curve
as

εt =
σt
E

+
(σt
H

) 1
n (3.7)

Parameter Value
n 0.0463
H 2332.5 MPa

Table 3.1: Ramberg-Osgood parameters

In the previous equation, H and n are the Ramberg-Osgood parameters, ob-
tained fitting the plastic strain, εp, and the true stress, σt, in a double logarithmic
plot, i.e.

log(σt) = n log(εp) + log(H) (3.8)
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Figure 3.1

Figure 3.1(a) shows the straight line fitting the log-log plot, in which data has
been restricted between the yielding point and the UTS, in order not to consider
the part affected by necking. Successively, in Figure 3.1(b) one can observe the
comparison between the experimental data, corrected to be in the true stress-
strain plane, and the fitting curve. The resulting H and n values are displayed in
Table 3.1. The values imported in ABAQUS lie in a range of εp from 0 to 1.

3.1.2 Cohesive Zone Modelling

Cohesive Zone Modelling (CZM) has been widely presented and discussed in
literature for the past 50 years. The early research on this topic has been conducted
by Dugdale in 1960 [107], who introduced the idea of a cohesive force preventing
the crack from advancing. In his model, the author set the magnitude of this cohe-
sive force to be equal to the yield strength σY of the material, modeled as perfectly
elasto-plastic. Successively Barenblatt [108] developed CZM for the decohesion of
atomic lattices, replacing σY with a cohesive law.

The main idea behind CZM is the consideration that an infinite stress cannot,
of course, realistically exist at the crack tip. It can be seen as a localized damage
model, in which fracture is resisted by cohesive tractions [109] and it is due to the
separation of the faces of an infinitely thin region, in contrast to continuum dam-
age models, based on deformation. At any time instant, it is possible to identify
a so-called "process region" [110] in between two extreme points, namely the zero
damage and the zero traction ones. In correspondence to the first one, damage has
not yet affected the behavior, which is therefore dominated by the bulk material
properties. Moving towards the other point, failure progressively occurs, corre-
sponding to a monotonic increase of the damage index from 0 (unaffected state)
to 1 (failure). In this way, it is possible to implement the crack surfaces opening
and separation in a mathematically continuum model [21].

This procedure is forcing damage to occur in a specified location, as the posi-
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Figure 3.2: Comparison of real material and Cohesive Zone Model (adapted from [111]).

tion of the cohesive zone univocally determines where separation can happen; it is
therefore required to be aware of the potential crack location and path [112]. In
fact, this condition is met in a CTOD-∆a toughness test, since the specimen is
notched and precracked, favoring crack growth along a well-defined plane.

The Traction Separation Law (TSL) describes to the constitutive behavior of
the cohesive elements. This law relates the traction, T , with the element opening,
i.e. the crack surfaces separation, δ. After this variable has exceeded a certain
value δ0, the element fails and it is not capable of carrying or transmitting a load
anymore. In addition to δ0, a cohesive element is defined by its cohesive strength
T0, i.e. the maximum stress, and by the cohesive energy Γ0, with

Γ0 =

∫ δ0

0

T (δ)dδ. (3.9)

Being the cohesive elements an artifact to simulate fracture, the TSL param-
eters are not connected to physical properties. For this reason, the shape of the
TSL is not defined a priori, but can be adapted by the user depending on the spe-
cific condition to be modeled. In addition, the cohesive parameters depend on the
choice of the TSL shape: the same model will require, in general, different values
of T0, δ0 and Γ0 for different shapes, confirming the phenomenological nature of
CZM [111].

It should be noted that the specific influence of the TSL shape on the results is
object of debate: in fact, while Tvergaard & Hutchinson [113] obtained a negligible
variation of results with the TSL choice, Scheider & Brocks [114] highlighted its
impact on their results. Among all the possible formulations, the trapezoidal one
in Figure 3.3 has been chosen for its capability of correctly describing the steel’s
elasto-plastic behavior and its ease of implementation [46,111].

With reference to the notation in Figure 3.3, the trapezoidal TSL is defined
basing on three displacement parameters, δ1, δ2 and δ0, and the cohesive strength
T0. After a first elastic part up to δ1, corresponding to zero damage, the ele-
ment exhibits a plateau region with constant stress. Once δ2 is reached, the stress
decreases linearly up to failure, occurring at δ0.
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Figure 3.3: Different possible TSL formulations (adapted from [111]).

In ABAQUS, progressive failure is described by means of a damage index, D̄
monotonically evolving from 0 to 1. This index is related to the traction as

T = (1− D̄) T̄ , (3.10)

where T̄ is the traction predicted by the elastic behavior without damage, and
computed by the solver for the current increment [115]. Successively, applying the
Hooke’s law and combining it with Equation 3.10 one can obtain

T̄ = δ · E = δ · T0

δ1

(3.11)

T

T0

= (1− D̄) · δ
δ1

(3.12)

The trapezoidal TSL features three regions. As a damage initiation criterion,
the maximum nominal strain one is employed, meaning that D̄ = 0 for δ < δ1, i.e.
the elastic region. Then, in the plateau region, defined for δ1 ≤ δ ≤ δ2, the traction
is constant, T = T0. Therefore, from Equation 3.12 one can obtain a hyperbolic
expression of the damage:

D̄ = 1− δ1

δ
(3.13)

Lastly, in the failure part, δ2 ≤ δ ≤ δ0, the traction is decreasing linearly down
to 0. Imposing the passage from two points, the expression of traction becomes

T

T0

=
δ0 − δ
δ0 − δ2

, (3.14)
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Figure 3.4: Trapezoidal TSL and damage evolution.

and, substituting in Equation 3.12, the damage trend is found as

D̄ = 1− δ1

δ

δ0 − δ
δ0 − δ2

(3.15)

When D reaches 1, i.e. for δ = δ0, the cohesive element fails, and it is not
opposing any stress to its elongation anymore. Therefore, when analyzing the
simulation results, the crack is seen as advancing through the cohesive elements
that have exceeded the maximum displacement, i.e. featuring D = 1.

3.1.3 Mesh description

The SENT specimen (Section 2.1.1) has been modeled as a 2-D plane strain
object, in order not to excessively increase the computational time. The mesh is
generated through a MATLAB script directly writing the .inp file, therefore no
.cae is generated. In order to allow obtaining a structured mesh everywhere and
exploiting the specimen’s symmetry, the geometry has been simplified, considering
only a rectangle, with a length equal to half of the one of the specimen. In this
way, only the upper half of the SENT specimen was modelled, as the behaviour
would be symmetric.

The smallest element size has to be chosen in order to be able to catch the hy-
drogen concentration peak close to crack tip; previous works [41, 43, 45] suggest a
value in the range 5-20 µm. Here, 15 µm has been chosen as a compromise between
accuracy and speed.
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(a) Whole model.

a

b

p

(b) Linear Multi Point Constraint.

(c) Close-up on the refinement region.

Figure 3.5: Mesh.

Figure 3.5(c) shows the region close to the crack tip: the central region, which
features an element size of 15 µm, is surrounded by frames in which the size is dou-
bled at every step. The red line in the figure corresponds to the cohesive elements,
which have a length equal to the solid element they are connected to and zero
initial thickness. The position of the first cohesive element, corresponding to the
crack tip location after pre-cracking, has been set 2 mm from the edge. In fact, the
notch in Figure 2.2(b) is 1.5 mm deep, to which the extent of the pre-cracking is to
be added. This is an hypothesis, that has to be checked based on the experimental
pre-crack measurement.

Regarding the refinement technique, Gobbi et al. [41] showed that using Multi
Point Constraint (MPC) results in having the smallest error in the estimation
of the hydrostatic stress gradient. Being this value necessary for the estimation
of hydrogen diffusion in the lattice, according to the equations and techniques
described later, MPC was chosen. More in detail, this constraint regards the
degrees of freedom of the nodes created passing from coarser to finer mesh frames
(node p in Figure 3.5(b)): each value is computed as a linear interpolation of the
neighboring nodes (a and b).

3.1.4 Hydrogen effect and trapping

In order to predict the embrittlement phenomenon, the model has to take into
account the diffusion of hydrogen, which is initially present in the specimen and
can be absorbed at the boundary. Once the concentration of hydrogen at the crack
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tip is known, the weakening effect is modeled by reducing the cohesive strength
Γ0, i.e decreasing the area below the TSL by a factor k. This procedure simulates
the HEDE mechanisms described in Section 1.2.1.

Serebrinsky et al. [116] built a model for quantifying the effect of the segregated
hydrogen on the fracture behavior. The authors obtained a relationship between
the cohesive strength and the impurity coverage θ. This was possible fitting the
data of Jiang and Carter [117], relating surface energy to θ in Fe − α (110), and
extending the findings of Van der Vers and Ceder [28], according to which the
failure displacement δ0 is independent on θ. The relation reads

k =
T0(θ)

T0(0)
= 1− 1.0467 θ + 0.1687 θ2, (3.16)

correlating the cohesive strength in the presence of impurity, T0(θ), to the one of
the non-contaminated material, T0(0). According to this procedure, the employed
trapezoidal TSL is moved towards the horizontal axis for increasing values of the
coverage factor θ, as shown in Figure 3.6.
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Figure 3.6: Effect of the increasing coverage factor θ on the TSL.

Successively, in order to couple the diffusional problem to an impurity-dependent
cohesive law, the authors employed a Langmuir-McLean isotherm [118]:

θ =
C

C + exp
(
−∆g0b

RT

) (3.17)

being C = CL+CT the total bulk concentration and ∆g0
b the variation of the Gibbs

free energy between the adsorbed and bulk standard states, set to 30 kJ/mol [116].

The effect of plastic deformation on the dislocation density and, therefore, on
the trap sites population, is taken into account by means of the exponential law
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proposed by Kumnick & Johnson [119], obtained fitting experimental data for iron
and steels, i.e.,

log10(NT ) = 23.6− 2.33 exp(−5.5 εp). (3.18)

This relation allows modifying the trap sites density at every increment and,
consequently, the local equilibrium between solved and trapped hydrogen.

3.1.5 Thermal-diffusional analogy

ABAQUS allows defining a temperature-stress coupled analysis by means of
the UMATHT subroutine, in which the general form of the heat transfer equation
is implemented:

ρ
∂Uq
∂t

+∇ · Jq + rq = 0, (3.19)

where ρ is the mass density, Uq the internal thermal energy per unit mass, Jq the
heat flux and rq represents the source term.

The diffusion-stress analysis is not implemented in the solver. However, in our
problem the equation to be solved reads

∂C

∂t
+∇ · Jm = 0, (3.20)

being C the total concentration and Jm the hydrogen flux. No hydrogen source
term rq is present.

Comparing the equations, the analogy is evident, setting

ρUq = C (3.21)
Jq = Jm (3.22)
rq = 0 (3.23)

Now, proper expressions for C and Jm are needed. Regarding the concentration,
it is sufficient to recall that the total amount C is the sum of the interstitial
and trapped hydrogen contents. Furthermore, these two terms are related by
Equation 1.16, and the term βNL, linking the lattice concentration to the fractional
occupation of NILS, is computed for steel as

βNL =
ρNAβ

AMFe

=

=
6.022 · 1023 mol−1 · 7870 kg/mm3 · 6 NILS/atom

55.8 · 10−3 kg/mol
= 5.096 · 1020 NILS/mm3

(3.24)

The open-source PolyHydra code has been employed to solve this fully coupled
problem. An accurate description of the subroutines working scheme can be found
in [21,41].
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3.1.6 Residual stresses

The presence of residual stresses can be taken into account in ABAQUS follow-
ing two different approaches.

In the first one, an accurate description of the printing stage is needed. In
particular, a preliminary numerical model has to be built, implementing both the
heat transfer equations, describing the laser-powder interaction, and the fluid dy-
namics of the melt pool. Subsequently, the magnitude and distribution of residual
stresses are obtained directly by the thermal contraction due to the cooling down
to room temperature. This procedure shows a great advantage in terms of accu-
racy, since the residual stress field is directly computed starting from its physical
causes; on the other hand, such a description requires the implementation of heav-
ily complex equations, coupling the heat transfer, fluidodynamic and mechanical
problems [120, 121]. Additionally, a thorough knowledge of the possible precipi-
tates formation mechanisms is needed, as they might involve heat exchanges [122].

Once that the thermal analysis has been conducted, the resulting stress field
can be stored and called in the subsequent mechanical analysis, by means of the
string

*INITIAL CONDITIONS, TYPE=STRESS, FILE=x.odb

Alternatively, a much less demanding path can be followed. After the samples
have been printed, the presence of residual stresses is evaluated experimentally,
employing one of the several methods available [123]. Starting from the knowledge
of the stresses in some discrete points, the stress field is reconstructed in an iterative
way. First, the experimentally measured stresses are passed in ABAQUS by means
of the SIGINI (sigma initial) subroutine, called by

*INITIAL CONDITIONS, TYPE=STRESS, USER

The FORTRAN file has to show the structure [115]

SUBROUTINE SIGINI(SIGMA,COORDS,NTENS,NCRDS,NOEL,NPT,LAYER,
1 KSPT,LREBAR,NAMES)

C
INCLUDE 'ABA_PARAM.INC'

C
DIMENSION SIGMA(NTENS),COORDS(NCRDS)
CHARACTER NAMES(2)*80

user coding to define SIGMA(NTENS)

RETURN
END
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The coding has then to define the components of the stress tensor, either element-
wise or based on the coordinates.

The stress values, being measured in discrete points, will not, in general, con-
stitute an equilibrated stress field. For this reason, an initial static analysis is
needed in the ABAQUS job, with no imposed loads or displacements. At the end
of the step, the obtained stress field will present different values in correspondence
of the experimental points, due to the solution of the equilibrium equations. For
this reason, the process has to be iterated, in order to obtain an equilibrated stress
field as close as possible to the experimentally measured one.

A Python script can be written, whose goal is to extract the stress components
element by element. The data, contained in a text file, is successively imported in
the subroutine, and manually modified to resemble the experimental data. This
process is repeated until a satisfying resemblance between the stress field after the
equilibrium step and the experimental data is found. Examples of the Python
script and the SIGINI subroutine are reported in Appendices A.1 and A.2.

3.1.7 Loads and boundary conditions

As initial boundary conditions, both in the cases with and without hydrogen,
the vertical displacement of the nodes on the lower side of the cohesive elements was
set to zero, simulating the resistance of the not-modelled lower half of the specimen.
At the same time, the motion along the horizontal direction is prevented imposing
U1 = 0 at the top-center node. Additionally, the hydrogen model simulates pre-
charging of the specimen, with a uniform hydrogen concentration. A concentration
has to be written in ABAQUS in terms of atoms per cubic millimeter; being C
normally expressed in parts per million (ppm), the conversion factor is

1 ppm = 10−6 gH

gsteel
= 10−6 · 8.03 · 10−3molH

mm3 =

= 4.836 · 1015 atH
mm3 ,

(3.25)

having considered the density measured in Section 2.2.3.

Moreover, the hydrogen boundary condition has to be discussed. Setting a con-
stant concentration on the boundary simulates an in situ test, in which hydrogen
is capable of penetrating into the specimen during the experiment. On the other
hand, hydrogen pre-charging followed by an ex situ test requires to take hydro-
gen release from the boundary into account. With the goal to do so, the *FILM
ABAQUS command is employed, describing heat flux from a surface as

q = −h(θ − θ0). (3.26)

In order to define the flux direction, a vector is required, defined as the normal
to one of the element faces. In the relation above, q represents the heat (atomic)
flux, θ the local temperature (concentration), θ0 the reference sink temperature
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(concentration), set to 0, and h is the film coefficient. In our case, h should have the
LT−1 dimension, since it has to link the concentration in at/mm3 to the atomic flux
in at/(s·mm2). The numerical value of h was approximated starting from the data
in the paper by Colombo et al. [100]. The authors report a hydrogen concentration
moving from 2.7 to 1.3 ppm in 5 hours. Basing on the C(T) specimen geometry
(area A = 3400 mm2 and volume V = 11700 mm3), and assuming Newtonian
cooling, by means of

C

Ci
= exp

(
−hA
V
t
)
, (3.27)

one can obtain h equal to 1.4·10−4 mm/s. Consequently, in the ABAQUS defini-
tion, an approximate value of h = 10−4 mm/s was used.

The model simulates a displacement-controlled test; in fact, during the step,
the vertical displacement of the upper nodes is imposed as a boundary condition.
A graphical summary of the imposed boundary conditions is offered in Figure 3.7.
The elements highlighted in red represent the region of either constant CL or hy-
drogen flux, depending on the specific case.

Figure 3.7: Applied boundary conditions.

When running the model without hydrogen, the total step time is 1 s, as the
material properties are considered independent on the strain rate. On the other
hand, the step time plays an important role in the hydrogen simulation, as a lower
strain rate strongly increases the embrittlement effect [40,124]. Therefore, the step
time ranged from 1.2 to 1800 s in different analyses.

3.1.8 Data extraction

After having run the analysis, ABAQUS/Python is used to compile a script
(Appendix A.3) which creates .txt files containing, for any time increment:

1. the displacement in the y-direction (U2) at the initial position of the crack
tip;

2. the reaction force in the y-direction (RF2) at the central node of the upper
edge;
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3. U2 for each node on the upper edge of the cohesive elements;

4. CL, CT and k for each element above the cohesive elements.

Then, in order to estimate the crack advancement, U2 is compared with the
displacement leading the cohesive elements to failure, δ0. If δ > δ0, the element is
counted as failed and its length is added to the extension of the crack. The CTOD
is computed doubling the U2 value at the initial crack position, as the lower half
of the specimen would have a symmetric behavior. Finally, plotting the CTOD vs
∆a for all the time increments, the numerical CTOD-R curve is obtained.

3.2 Results

3.2.1 TSL calibration
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Figure 3.8: CTOD-∆a curves comparison. The numerical curves different from the se-
lected one have been obtained starting from the optimal TSL parameters,
displayed in Table 3.2, and changing one at a time. The effect of the vari-
ation of δ1 is not reported, as hardly recognizable.

The TSL parameters have to be chosen in order to replicate the experimental
data. Since it is not possible to simply fit the parameters, as a FEM analysis has to
run with the current set to obtain the deviation with respect to the experimental
curve, a trial and error procedure has to be followed. For each set of δ1, δ2, δ0 and
T0, the vertical displacements of the nodes connecting solid and cohesive elements
(the red line in Figure 3.5(c)) are extracted (Appendix A.3), and the similarity of
the CTOD-∆a numerical curve to the experimental one is evaluated.
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After having identified the 4 acceptable parameter ranges by visually inspecting
the curves, a Python script (see Appendix A.4) was executed in order to run an
analysis for all the possible combinations; the .odb files obtained with the best 3
sets of parameters are automatically renamed and copied in a separate folder. The
similarity between the curves was taken into account interpolating the experimen-
tal data on the numerical ∆a values, in order to then compute the mean quadratic
deviation of the CTODs. Table 3.2 displays the TSL parameters best fitting the
experimental data, whereas in Figure 3.8 it is possible to observe the numerical
and experimental curve, as well as the behaviors for different choices of parameters.

Parameter Value
δ1 0.7 µm
δ2 9.5 µm
δ0 40 µm
T0 3750 MPa

Table 3.2: Optimal TSL parameters

The influence of the parameters on the resulting curve reveals to be quite in-
tuitive. In fact, recalling the TSL shape of Figure 3.4, one can recognize the
parameters definition: decreasing δ2, damaging is initiated in advance, leading to
easier crack advancement; on the other hand, an increase in both δ0 and T0 have the
effect of strengthening the cohesive elements (the cohesive energy Γ0 is increased),
delaying their failure, with, consequently, higher CTOD. The numerical value of
the selected cohesive strength, i.e. 3750 MPa, is in accordance with the expecta-
tions. In fact, literature [44,125] reports a cohesive to yield strength ranging from
2 to 3. In the present case, this ratio is equal to 2.15.

3.2.2 Hydrogen simulation

Parameter Value
Hydrogen concentration, C0 1 ppm

Deformation rate, ε̇ 0.1 mm/min
Diffusivity, DL 10−3 mm2/s

Table 3.3: Simulation parameters.

As a first analysis, the coupled diffusional-mechanical problem was solved with
the parameters reported in Table 3.3; the effect of their variation will be discussed
in the following sections. The implemented diffusivity is the lattice one, DL. In
addition to the initial homogeneous concentration Co, the same concentration is
set to be constant on the boundary elements, simulating an in situ test.

Figure 3.9 depicts the lattice hydrogen concentration field, CL, in the vicinity of
the crack tip, at the time frame immediately before the failure of the first cohesive
element. One can observe that it assumes its maximum a few elements in front of
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Figure 3.9: Lattice hydrogen concentration (CL) field, at the onset of crack propagation.
Values are in at/mm3.

the tip. This is caused by the gradient of the hydrostatic stress, ∇σh, which results
being maximum in correspondence of the cohesive elements that just started their
separation. The solubility of hydrogen in the lattice becomes larger due to lattice
expansion, resulting in a flux towards the tip region. This observation remains
valid for the whole duration of the simulation, and is in accordance with the find-
ings of [21,41,43].
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Figure 3.10: Lattice hydrogen concentration at the crack tip as a function of time.

The evolution of hydrogen concentration at the crack tip is displayed in Fig-
ure 3.10. Starting from the nominal concentration of 1 ppm, hydrogen rapidly mi-
grates towards the tip from the surrounding region, until a peak value is reached.
Successively, the concentration remains almost constant for 20 s: during this period
of time, the diffusing hydrogen does not move to further concentrate at the tip,
but in an area whose size increases in time. In this way, a relatively large number
of cohesive elements is affected, suffering from a reduction in the k factor, defined
in Equation 3.16. A decreased k is directly translated into a diminished allowable
stress.
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Figure 3.11: Trapped hydrogen concentration (CT ) field, at the onset of crack propa-
gation. Values are in at/mm3.

The sudden decrease at 45 s can be explained referring to the stress field. In
fact, at this time instant the first cohesive element exits the TSL plateau region:
this causes a variation in the distribution of ∇σh, which governs hydrogen flux. In
other words, since the stress is locally decreasing, hydrogen is forced to leave the
tip, as the reduced tension provokes lattice shrinking. Consequently, the interstitial
sites become smaller, compelling hydrogen migration. Once that the crack starts
propagating (62 s circa), the crack tip moves much faster than hydrogen, helped
by the embrittled area in front of its original position. This explains the abrupt
slope variation, as now the crack is proceeding through a region where hydrogen
had shorter time to diffuse out.

Focusing now on the trapped hydrogen concentration, CT , shown in Figure 3.11,
one can immediately recognize a large difference with respect to CL, in terms of
both magnitude and distribution. In fact, the contour is strongly related to the
εp one: the number of trap sites increase with the plastic deformation amount,
following Equation 3.18. A part of these sites is promptly filled, as the equilibrium
between lattice and trap fractional occupation (Equation 1.14) has to be respected.

Due to the modest value of the equilibrium constant, KT , at 25◦ C, the trapped
hydrogen population happens to be 4 orders of magnitude lower than CL. As a
consequence, the trapped hydrogen does not play a significant role in the cohesive
elements behavior.

Additionally, Figure 3.12 illustrates the vertical stress, σyy, fields around the
crack tip, immediately before crack propagation, for both the simulations. The dif-
ferent extent of the process region is understandable observing the different number
of cohesive elements with a non-negligible separation. Moreover, the difference in
the deformed shape is immediately evident, with a much larger degree of plasti-
cization when hydrogen is absent. This fact is also confirmed by the maximum
value of εp, that drops from 3.1% to 0.45%.

Figure 3.13(a) reports the trends σyy in the vicinity of the crack tip. Com-
paring the calibration simulation, without hydrogen, to the present one, with 1
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(a) Stress field in absence of hydrogen.

(b) Stress field with 1 ppm hydrogen.

Figure 3.12: σyy fields at the onset of crack propagation. Values are in MPa.

ppm nominal concentration, it can be seen that the span of the process region in
the green line is quite limited, meaning that it is possible to find elements in the
vicinity of the tip that are still capable of offering their original resistance. On
the other hand, hydrogen makes crack advancement almost instantaneous, as it is
necessary to proceed down the crack path by 1 mm to approach T0.

Furthermore, the value of the TSL decreasing factor is extracted from the .odb
file and plotted as a function of the distance from the crack tip. The graph on
Figure 3.13(b) is dependent on the concentration trend, and allows understanding
the different degrees of embrittlement. Far from the tip, where hydrogen is present
with its nominal concentration, the maximum allowable stress in the cohesive el-
ements is reduced by 17%; on the other hand, the element 250 µm far from tip
suffers from a 25% reduction, highlighting the weakening effect of hydrogen migra-
tion towards the tip.

3.2.3 Hydrogen flux from the boundary

An analysis with the *FILM condition described in Section 3.1.7 was conducted,
in order to evaluate the influence of hydrogen leaving the specimen due to surface
desorption.

Figure 3.14(a) shows the comparison of the lattice hydrogen concentration in the



58 Numerical model

0.0 0.5 1.0 1.5 2.0
Distance from the crack tip [mm]

0

1000

2000

3000
σ
y
y

[M
P

a]

No hydrogen

Hydrogen

(a) Stress around the crack tip, at the onset of
crack propagation.

0.0 0.5 1.0 1.5 2.0
Distance from the crack tip [mm]

0.76

0.78

0.80

0.82

T
S

L
de

cr
ea

si
ng

fa
ct

or
,
k

(b) Trend of the TSL decreasing factor around
the crack tip, at the onset of crack propa-
gation.

Figure 3.13

two cases. One can observe that the influence of the updated boundary condition
is only slightly appreciable close to the tip. At a greater distance, the two curves
overlap, as the solid elements connected to the cohesive ones are not included
in the boundary definition; in reality, they would be connected to the lower half
of the specimen, and therefore they are not able to exchange hydrogen with the
environment. The difference of the two cases is more appreciable in Figure 3.14(b):
in fact, the plateau in the time-CL plot described previously is not present anymore,
as hydrogen is constantly lost during the simulation. The most relevant feature
is the one illustrated in the CL field of Figure 3.14(c). As a matter of fact, an
hydrogen-depleted zone is formed to the right of the tip, where the precracking is
modelled. This region is not present in Figure 3.9, as the hydrogen attracted due
to ∇σh was constantly compensated by the new atoms available on the boundary.
At any rate, the CTOD-∆a curves for the two boundary conditions overlap, as
this depletion region is not important from the mechanical behavior point of view.
For this reason, in the subsequent analyses the in situ condition, i.e. constant
concentration on the boundary, was adopted.

3.2.4 Concentration effect

In order to choose the relevant nominal concentration range, it was made ref-
erence to literature [20, 21, 40, 45, 126, 127]. Stopher et al. [20] report the case of
a bearing steel with an experimentally measured hydrogen concentration equal to
4.8 ppm. Consequently, it was chosen to make the nominal concentration in the
model range from 0 to 5 ppm.

Figure 3.15(a) summarizes the effect of hydrogen on the macroscopical tough-
ness curve. Basing on the plot, it is possible to state that the toughness is highly
sensitive to low hydrogen concentrations: 0.1 ppm are sufficient to cause a re-
duction of the CTOD of 35%. Barsanti et al. report 0.1 ppm as the hydrogen
concentration that can arise from common Nickel plating [128]. The reduction in
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Figure 3.14: Effect of the change in the hydrogen boundary condition.

the CTOD value is doubled when increasing the concentration up to 5 ppm. The
sharp drop in CTOD for relatively little hydrogen contamination is in accordance
with the reference work by Gobbi [21].

Moreover, even though the crack opening required for propagation remains al-
most constant (in the 0.08-0.10 mm range), the evolution is deeply different. In
fact, the crack grows in a stable manner for low or no hydrogen; on the other hand,
propagation and failure are almost instantaneous for high concentrations. This ef-
fect can be more clearly illustrated plotting the crack advancement as a function
of time. Shifting all the curves to the origin, i.e. subtracting the time instant
corresponding to the onset of propagation, Figure 3.15(b) is obtained. In absence
of hydrogen, the crack takes more than 1 minute from the onset of propagation
to lead to complete failure; conversely, for a concentration as high as 5 ppm, this
time period is shortened down to barely 1 s.

Lastly, the maximum value of the reaction force in the vertical direction (RF2)
on the node set at middle-length of the top edge is extracted, and plotted as a
function of hydrogen concentration. The graph, shown in Figure 3.16, confirms
the previous observation: the hydrogen detrimental effect increases more rapidly
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Figure 3.16: Variation of the maximum reaction force in the node at the center of the
upper edge with hydrogen concentration.

at low concentrations. The slope becomes less negative shifting towards larger
ppms.

3.2.5 Strain rate effect

It is well known that the detrimental effect of hydrogen depends on the de-
formation conditions. In particular, past evidence [129, 130] showed how a slower
strain rate amplifies the reduction in the mechanical properties: this phenomenon
is generally attributed to the longer time available for hydrogen accumulation at
the tip. Moreover, the hydrogen effect is hardly recognizable in Charpy impact
tests, as the strain rate is too large, leading to a negligible variation in the impact
energy with respect to the uncharged specimens [131].

Here, the strain rate influence on the mechanical properties was numerically
investigated varying the deformation speed, u̇: this is made possible changing the
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u̇ [mm/min] ε̇ [s−1] Top edge u2 [mm] Time [s] Time increment [s]
0.005 5.5·10−6 0.15 1800 8·10−1

0.01 1.1·10−5 0.15 900 5·10−1

0.1 1.1·10−4 0.15 90 5·10−2

1 1.1·10−3 0.20 12 10−2

10 1.1·10−2 0.20 1.2 10−3

Table 3.4: Imposed deformation rates in the analyses.

total analysis time in the .inp ABAQUS file. Table 3.4 relates u̇ to the strain rate,
ε̇, being the conversion factor the specimen height, and shows the time parameters
of the input file. The time increment was extended as the total time increased, for
two reasons: besides maintaining the computational time in an acceptable range,
it was noted that the model showed some degree of hourglass instability for a large
number of increments. Since both a mesh refinement and the enhanced hourglass
control appeared being of little help, it was decided to restrain the increments
number.

Moreover, it can be noted that the imposed displacement was increased, increas-
ing the deformation rate. This was necessary in order to ensure crack propagation:
in fact, the cohesive elements become less affected by hydrogen at high u̇, requiring
a larger u2 to be applied at the top edge. As for the determination of the TSL
parameters, the adequate value is to be found in an iterative way, observing the
extent of crack propagation at the end of the analysis, increasing u2 in case it was
insufficient.

Regarding the nominal concentration, all the analyses were conducted imposing
a value equal to 0.3 ppm. In fact, the strain rate influence on the CTOD-∆a curve
is hardly recognizable at 1 ppm, as k is already greatly lowered by the nominal
concentration, before hydrogen flows towards the tip.

Figure 3.17(a) illustrates the effect of the deformation rate on the mechanical
properties. In particular, it is possible to have a confirmation of the expected
trend, with a reduced material resistance at slower rates. The significant influence
of the longer time available for diffusion is evident in Figure 3.17(b). In fact, when
the specimen is pulled quickly, hydrogen almost does not have the possibility of
diffusing towards the tip, resulting only in a slight increase of 0.1 ppm in the tip
CL. Conversely, at the lowest deformation rate, 5 µm/min, the concentration at
the tip grows as high as 1.2 ppm. In addition, one can observe that the position
of the peak moves progressively further away from the tip as the deformation rate
decreases. Again, this phenomenon is attributed to hydrogen migration towards
the position featuring the maximum ∇σh, i.e. a few cohesive elements away from
the tip: the increased time allows hydrogen to concentrate in that region.

Lastly, Figure 3.17(c) reports the trapped hydrogen concentrations in the vicin-
ity of the tip. Even though the absolute value is 3 orders of magnitude lower than
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Figure 3.17: Effect of strain rate variation.

CL, therefore negligible from the k point of view, one can note a significant differ-
ence depending on the deformation rate. Moreover, the trend is opposite to the
CL one, with larger values at fast deformation rates; this is explained referring to
the equivalent plastic strain, εp. In fact, at 10 mm/min, as already said, CL shows
a limited increase at the tip, leading to a higher k value. This slighter decrease in
T0 allows a greater stress at the tip, with a consequently higher εp. The dislocation
density increases accordingly, creating a larger number of trapping sites, hence the
observation of a larger trapped population.

3.2.6 Diffusivity effect

In literature, it is possible to find hydrogen diffusivity values lying in a wide
range [132–134]. In fact, DL depends on several factors, such as temperature and
the steel lattice structure (Figure 3.18). Moreover, the presence of traps influences
the experimental measure of diffusivity, actually obtaining the value of the effec-
tive diffusion coefficient, DT (Equation 1.17), rather then DL. The presence of
traps slows down lattice diffusion, resulting in a lower measured value, due to the
kinetics of hydrogen trapping and releasing. Regarding maraging steel, Valentini
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Figure 3.18: Diffusion coefficient for hydrogen in steel for ferrite (α) and austenite (γ).
G represents lattice diffusion. Adapted from [12].
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Figure 3.19: Effect of diffusivity. Values in the legend are in mm2/s.
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et al. [132] report a value in the 8-9·10−7 mm2/s range for 18Ni-250, depending on
the aging treatment; instead, Tsay et al. [133] investigated T-200, resulting in DT

= 2·10−6 mm2/s.

Being DL a higly varying parameter, the effect of its variation on the numerical
predictions was investigated. The parameter, included in ABAQUS as the thermal
diffusivity, due to the thermal analogy described in Section 3.1.5, ranged between
10−7 and 10−3 mm2/s. The analyses were conducted setting C0 = 0.3 ppm and u̇
= 0.1 mm/min.

As reported in Figure 3.19(a), the influence of the diffusion coefficient on the
CTOD-∆a curve is only slightly recognizable. However, the trend confirms the ex-
pectations, with a moderately lower value of the crack opening for larger DL; this
phenomenon can be explained, again, referring to the different rates of hydrogen
migration. As a matter of fact, Figure 3.19(b) illustrates the improved capability of
hydrogen to concentrate in the region close to the tip for increasing DL. The shift
in position of the maximum value of the lattice concentration CL, moving further
away from the tip as the diffusion coefficient grows, partially counterbalances the
larger maximum value. Indeed, one can see the plot of the TSL decreasing factor
as a function of the distance from the crack tip in Figure 3.19(d). When DL is
set to be equal to 10−4 mm2/s, the elements close to the tip suffer from a larger
decrease in the maximum T0 with respect to the case of 10−3 mm2/s (1% more).

Lastly, Figure 3.19(c) describes the variation of the lattice concentration at the
crack tip as a function of time. Apart from the trend, described previously, one
can note that in the case of 10−7 mm2/s CL remains almost constant for the whole
duration of the simulation, basically meaning that hydrogen diffusion is restrained.



Conclusion

The presented numerical model is capable of describing the detrimental effect
of hydrogen on the material toughness. The specific influence of the simulation
parameters, such as nominal concentration, strain rate and diffusivity, is investi-
gated. The importance of conducting a sensibility analysis lies in the fact that
these parameters are highly variable, depending on the environmental and loading
conditions. The results confirm what is commonly found in literature.

The nominal concentration, C0, ranged between 0 and 5 ppm: a larger value
leads to a more significant detrimental effect on the toughness. The CTOD curve
shows a larger sensibility to hydrogen at low C0. The effect of the strain rate ε̇,
varying in the 5.5·10−6 to 1.1·10−2 s−1 range, is quite intuitive: a slower ε̇ allows al-
lows hydrogen to diffuse towards the crack tip for a longer time, with a consequent
more evident impact on the toughness curve. On the other hand, the variation
of diffusivity, between 10−7 and 10−3 mm2/s, greatly influences the trend of the
lattice concentration in the vicinity of the crack tip, while it shows little effect on
the CTOD-∆a curve. Additionally, the model response to a different boundary
condition, with hydrogen flowing out from the edges, is described, provoking a
negligible effect on the mechanical behavior. At any rate, some considerations on
the validity of the predictions have to be formulated.

First, we recall that, unfortunately, it was not possible to determine the exper-
imental toughness curve. In fact, the model was calibrated basing on the curve
of AISI 4130; certainly, the availability of the 18Ni-300 experimental data would
lead to a different set of TSL parameters. Featuring maraging steel a larger UTS
and reduced ductility, it is believed one would obtain a greater T0 and smaller δ
parameters. However, this set also varies depending on the geometry: for this rea-
son, a new calibration would be necessary in case of employment of the numerical
model in the design stage of a part. Therefore, it was preferred here to focus on the
overall functioning of the model, with a description of the influencing parameters.

Moreover, the model includes several equations deriving from the fitting of
experimental measurements, on different materials. Actually, a degradation law
for the specific alloy would be preferable, as the sensibility to hydrogen depends,
in general, on the composition and thermal treatment. In reality, one can find
in literature ad hoc laws, as in the work of Yu et al. [125]; in their work, the
authors suggest two different laws for the same high strength steel tempered at
different temperatures. Additionally, hydrogen trapping is neglected, as only little
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plasticity develops before failure. Therefore, a possible model improvement would
certainly include the implementation of the material-tailored degradation law in
the ABAQUS subroutine.

In order to confirm or reject the reliability of the model, a proper validation is
needed. Gobbi [21] compared the CTOD-∆a curves resulting from the implemen-
tation of the aforementioned equations to the experimental behavior of hydrogen-
charged AISI 4130 steel. The numerical model predicts a slightly higher toughness
with respect to reality. The mismatch was attributed to the lack of implementation
of the HELP mechanism, having described solely HEDE. In fact, the prediction of
Brocks et al. [40], who considered both the mechanisms, perfectly overlaps with the
experimental data. Nevertheless, the authors employed a different, closed-source
code, which could contain additional different features. Therefore, the experimen-
tal validation should be planned in the future project steps, in order to determine
whether the HEDE model is accurately describing the maraging steel behavior,
which shows reduced ductility with respect to AISI 4130.

Also, the eventual presence of residual stresses, remaining in the material even
after the aging treatment, may be considered by means of the SIGINI subrou-
tine. In the present work, the SIGINI was tested and a method to implement the
desired stress field, aiming at counterbalancing ABAQUS equilibration, was devel-
oped. Successively, due the impossibility of testing the notched specimens, and
therefore of measuring the residual stresses present after the sample machining,
the subroutine was commented out from the hydra.f collection of subroutines. At
any rate, the model would promptly be able to include the σ field, with a possible
better convergence of experimental and numerical data.
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Listings

A.1 Stress_extraction.py

1 from odbAccess import *
2 from abaqusConstants import *
3 import re
4

5 # open the .odb file
6 odb = openOdb('noH.odb')
7

8 # open the file where the stresses are saved
9 reportfile_name = 'report_S.txt'

10 reportfile = open(reportfile_name , 'w')
11

12 step1 = odb.steps['Equilibrium ']
13 # select the last increment
14 frame = step1.frames [-1]
15 stens = frame.fieldOutputs['S']
16 # select all the solid elements
17 elms = odb.rootAssembly.instances['PART -1-1']. elementSets['HYDRA ']
18 stens_at_elms = stens.getSubset(region=elms)
19 fieldValues = stens_at_elms.values
20

21 for v in fieldValues:
22 # save element number and the 4 stress components
23 no=v.elementLabel
24 s=v.data
25 s11 = s[0]
26 s22 = s[1]
27 s33 = s[2]
28 s12 = s[3]
29 reportstr = str(no) + ' ' + str(s11) + ' ' + str(s22) + ' ' + str(

s33) + ' ' + str(s12) + '\n'
30 reportfile.write(reportstr)
31

32 reportfile.close()

A.2 Sigini.f

79
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1 SUBROUTINE SIGINI(SIGMA ,COORDS ,NTENS ,NCRDS ,NOEL ,NPT ,LAYER ,
2 1 KSPT ,LREBAR ,NAMES)
3 C
4 INCLUDE 'ABA_PARAM.INC'
5 C
6 DIMENSION SIGMA(NTENS),COORDS(NCRDS)
7 CHARACTER NAMES (2)*80
8 CHARACTER *256 OUTDIR
9 C

10 C read from file
11 integer , dimension (13125) :: el
12 real , dimension (13125) :: s11 , s22 , s33 , s12
13 C
14 C number of elements
15 elmax =13125
16 if (NOEL .EQ. 1) THEN
17 C open the file with the stress values
18 CALL GETOUTDIR(OUTDIR , LENOUTDIR)
19 open(unit=1,status='old',file=OUTDIR (1: LENOUTDIR)
20 +//'/report_S.txt')
21 do i=1, elmax
22 read (1,*) el(i), s11(i), s22(i), s33(i), s12(i)
23 end do
24 close(unit =1)
25 end if
26 C
27 do i=1, elmax
28 C impose the stress values elements by element
29 C example: times -5
30 if (el(i) .eq. NOEL) then
31 SIGMA (1) = -5*s11(i)
32 SIGMA (2) = -5*s22(i)
33 SIGMA (3) = -5*s33(i)
34 SIGMA (4) = 5*s12(i)
35 end if
36 end do
37 C
38 RETURN
39 END

A.3 Report.py

1 from odbAccess import *
2 from abaqusConstants import *
3

4 # open the .odb file
5 odb = openOdb('noH.odb')
6 step1 = odb.steps['Step -1']
7

8 # select the first node with cohesive elements (crack tip)
9 region = step1.historyRegions['Node PART -1 -1.769']

10

11 # vertical displacement
12 u2Data = region.historyOutputs['U2'].data
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13 reportfile_name='report_CTOD.txt'
14 reportfile=open(reportfile_name ,'w')
15

16 for time , u2Disp in u2Data:
17 reportfile.write('%10.4E\n' % (u2Disp))
18 reportfile.close()
19

20 spaces = ' '
21 keys = odb.steps.keys()
22 for key in keys:
23 step = odb.steps[key]
24

25 reportfile_name = 'report_F.txt'
26 reportfile = open(reportfile_name , 'w')
27 frameRepository = step.frames
28 if len(frameRepository):
29 for frame in frameRepository:
30 id = frame.frameId
31 forces = frame.fieldOutputs['RF']
32

33 # nodes at the top edge
34 nodes = odb.rootAssembly.instances['PART -1-1']. nodeSets['TOP']
35 force_at_nodes = forces.getSubset(region=nodes)
36 fieldValues = force_at_nodes.values
37 for v in fieldValues:
38 no = v.nodeLabel
39 s = v.data [1]
40

41 # save node number and corresponding force
42 reportstr = str(no) + spaces + str(s)
43 reportfile.write(reportstr + '\n')
44 reportfile.close()
45

46 reportfile_name = 'report_U2.txt'
47 reportfile = open(reportfile_name , 'w')
48 if len(frameRepository):
49 for frame in frameRepository:
50 id = frame.frameId
51 reportstr = str(id)
52 disps = frame.fieldOutputs['U']
53

54 # nodes of the solid elements connected to the cohesive ones
55 nodes = odb.rootAssembly.instances['PART -1-1']. nodeSets['EQREAL ']
56 disp_at_nodes = disps.getSubset(region=nodes)
57 fieldValues = disp_at_nodes.values
58 for v in fieldValues:
59 no = v.nodeLabel
60 # direction 2
61 s = v.data [1]
62 reportstr = str(id) + spaces + str(no) + spaces + str(s)
63 reportfile.write(reportstr + '\n')
64

65 reportfile.close()
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A.4 Optimization.py

1 import os
2 import matlab.engine
3 import numpy as np
4 import time
5 import re
6 from shutil import copy2
7 from shutil import rmtree
8

9 # needed for initialization
10 def remove_file(name):
11 if os.path.isfile(name):
12 os.remove(name)
13

14

15 # remove files from previous runs and create dev.txt and top3 folder
16 def initialize ():
17 # delete files from previous runs
18 files = ['dev.txt', 'noh.lck']
19 for file in files:
20 remove_file(file)
21

22 dev_file = open('dev.txt', 'w')
23 dev_str = ('delta_0 delta_N delta_F '
24 ' sigma deviation advancement\n')
25 dev_file.write(dev_str)
26 dev_file.close()
27

28 # delete top3 folder and create a new one
29 if os.path.isdir(t3wd):
30 rmtree(t3wd)
31 os.mkdir(t3wd)
32

33

34 # pass tsl parameters to matlab
35 def write_tsl_file(d_0 , d_N , d_F , s):
36 tsl_par = open('tsl_par.txt', 'w')
37 tsl_par.write(str(d_0) + ', ' + str(d_N) + ', ' + str(d_F) + ', '

+ str(s))
38 tsl_par.close()
39

40

41 # send abaqus job and report.py
42 def job_report(d_0 , d_N , d_F , s):
43 write_tsl_file(d_0 , d_N , d_F , s)
44

45 # create tsl
46 eng = matlab.engine.start_matlab ()
47 eng.Damaging(nargout =0)
48 eng.quit()
49

50 # run abaqus
51 os.system('abaqus j=noh')
52

53 # wait for .lck creation
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54 time.sleep (20)
55

56 # wait while analysis is running
57 while os.path.isfile('noh.lck'):
58 True
59

60 # run report
61 os.system('abaqus python Report.py')
62

63

64 # sort the dev.txt file by smallest deviation
65 def sort_results(lim):
66 data_raw = np.loadtxt('dev.txt', skiprows =1)
67 count = 0
68 rem = []
69 try:
70 for line in data_raw:
71 if line [5] < lim:
72 rem.append(count)
73 count += 1
74 data = np.delete(data_raw , rem , 0)
75 data_sorted = data[data[:, 4]. argsort ()]
76 return data_sorted
77 # exception happens when there is only one line (after the first

simulation)
78 except:
79 return data_raw
80

81

82 # obtain deviation vs experimental and save the .odb in in the top 3
folder

83 def run_analysis(d_0 , d_N , d_F , s, n_run):
84 job_report(d_0 , d_N , d_F , s)
85

86 # run script to analyze crack propagation
87 eng = matlab.engine.start_matlab ()
88 eng.Results_noH(nargout =0)
89 eng.quit()
90

91 # check analysis advancement and save it
92 sta_file = open('noh.sta', 'r')
93 last3 = (sta_file.readlines ()[-3:])
94 string = re.split('\s+', last3 [0])
95 adv = string [7]
96 sta_file.close()
97

98 dev_file = open('dev.txt', 'a')
99 dev_file.write(' ' + adv + '\n')

100 dev_file.close()
101

102 # order results and save odb if top 3
103 if float(adv) > lim:
104 data_sorted = sort_results(lim)
105 # check if tsl parameters are in the first 3 lines and save

position
106 top3 = False
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107 # round to avoid numerical errors
108 d_N = round(d_N , 5)
109 d_F = round(d_F , 5)
110 # depending on the number of analyses done
111 if n_run == 0:
112 top3 = True
113 pos = 0
114 else:
115 if n_run == 1:
116 topn = 2
117 else:
118 topn = 3
119 for idx in range(topn):
120 for line in data_sorted[idx:idx + 1, :]:
121 if set([d_0 , d_F , d_N , s]).issubset(line):
122 top3 = True
123 pos = idx
124

125 # save .odb --> have to move down the ranking when a new one
comes

126 if top3:
127 nfile = t3wd + 'noh_' + str(pos) + '.odb'
128 if pos < 2:
129 if os.path.isfile(nfile):
130 nfile_moved = t3wd + 'noh_' + str(pos+1) + '.odb'
131 copy2(nfile , nfile_moved)
132 copy2('noh.odb', nfile)
133

134

135

136 # acceptable advancement limit
137 global lim
138 lim = 0.5
139

140 # top3 directory
141 global t3wd
142 t3wd = os.getcwd () + '/top3/'
143

144 # initialize sum up file
145 initialize ()
146

147 # tsl parameters for all the combinations
148 n_run = 0
149 for d_0 in np.arange (0.0002 , 0.0016 , 0.0002):
150 for d_N in np.arange (0.002 ,0.015 ,0.0005):
151 for d_F in np.arange (0.02 ,0.07 ,0.005):
152 for s in np.arange (3650, 3900, 50):
153 run_analysis(d_0 , d_N , d_F , s, n_run)
154 n_run += 1
155

156 # extract the best 3 and save txt
157 data_sorted = sort_results(lim)
158 np.savetxt('sorted.txt', data_sorted , fmt='%6.6f, %6.6f, %6.6f, %6.0f

, %6.1f, %6.2f')
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A.5 Results.m

1 % import tsl parameters written by python script
2 pars = load('tsl_par.txt');
3 delta_0 = pars (1);
4 deltaN = pars (2);
5 deltaF = pars (3);
6 sigma_0 = pars (4);
7

8 load DATA_CRACK_noH_4130.mat
9 % loading experimental data with variables:

10 % CTOD_exp_H
11 % Da_exp_H
12 load Coord.mat
13 % loading Coord matrix , nx2 , with n node number , columns:
14 % 1:nodes ordered from the crack tip (the first one is the crack tip)
15 % 2: distance from the tip
16

17 % displacements must be doubled , as only half specimen is modelled
18 CTOD=load('report_CTOD.txt'); CTOD =2* CTOD;
19 U2=load('report_U2.txt');
20 % matrix (n_allxi)x3, n_all=all nodes on the symmetry axis , i=

increment;
21 % columns: 1: increment , 2:node , 3:U2
22

23 % i=cycling over active ordered nodes
24 % j=cycling over all ordered symmetry nodes
25 % k=cycling over the step increments
26 i_max=length(Coord);
27 j_max =311; % Crack tip ID
28 k_max=length(U2)/j_max;
29

30 %% Estimating Delta_a , crack length advancement
31 for k=1: k_max
32 for i=1: i_max
33 for j=1: j_max
34 if Coord(i,1)==U2((k-1)*j_max+j,2)
35 if U2((k-1)*j_max+j,3) >=deltaF
36 Coord(i,3)=1;
37 else
38 Coord(i,3)=0;
39 end
40 end
41 end
42 end
43 i=1;
44 while Coord(i,3)==0 && i<i_max
45 i=i+1;
46 end
47 if Coord(i,3)==1
48 i=i-1;
49 end
50 Da(k,1)=k;
51 if i==i_max
52 Da(k,2)=0;
53 else
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54 Da(k,2)=Coord(i,2);
55 end
56 if Da(k,2) == Coord (1,2)
57 % terminate loop if crack has completely propagated
58 break
59 end
60 end
61

62 %% Deviation from experimental data
63 CTOD_exp_interp = interp1(Da_exp (2:end),CTOD_exp (2:end),Da(:,2));
64 % quadratic deviation , 10^4 for readability
65 dev = sum((( CTOD_exp_interp -CTOD (1:k)).^2))/length(CTOD_exp_interp)

*10^4;
66

67 string = ['%6.6f %6.6f %6.6f %6.0f %6.2f'];
68 fid = fopen('dev.txt', 'a');
69 fprintf(fid , string , pars (1), pars (2), pars (3), pars (4), dev);
70 fclose(fid);
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