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Abstract

Spintronics focuses on the integration of the spin degree of freedom in conventional elec-
tronics, pushed by the increased demand for computational power density. In order to
do so, materials with new functionalities have been investigated to find energy-efficient
conversion processes (e.g. spin to charge conversion and spin-orbit torque) and multi-
functional devices (e.g. in-memory computing architecture).
The research for new materials brought to the discovery of the FERSC class, whose father
compound is GeTe, which shows an intrinsic multi-functionality. The interplay of ferro-
electricity (non-volatility) and Rashba bands (spin-transport) was recently proved to take
place in GeTe at room temperature, making the material suitable for spintronic devices.
In general, other group-IV tellurides are eligible members of this class and among them,
SnTe, which has been predicted to belong to this class, under appropriate constraints,
while also belonging to the topological crystalline insulators class.
In this thesis, we present the studies conducted on the ternary alloy GexSn1−xTe (GST):
exploiting the structural similarity of SnTe with GeTe, we tried to engineer the electronic
properties of the first by doping it with Ge atoms. The work consisted of the growth of the
GeSnTe samples by molecular beam epitaxy and the characterization of them by means
of spectroscopic techniques, either to investigate their chemical and crystalline structure
or to study their electronic bands with spin-resolved techniques (S-ARPES).
The studies show how the presence of Ge atoms stabilizes the ferroelectric phase of the
alloy up to room temperature, much higher with respect to the pure SnTe (Curie temper-
ature of 100 K). We found that GST presents an increasing Rashba band splitting with
the increase of Ge doping, thus allowing for modulation of transport properties by doping.
These results are supported by independent density functional theory (DFT) modelling
reporting analogous results.
The opportunity to characterize spin-to-charge conversion performances by means of di-
rect in-situ spin-injection pushed us to improve the already existing experimental setup
for the generation of a spin-polarized electron beam. The aim is to obtain a highly stable
beam with a smaller spot size in order to make it compatible with patterned structures
on the scale of 100 µm. The results of this part are also presented in the thesis work.
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Sommario

La spintronica si concentra sull’integrazione del grado di libertà di spin nell’elettronica
convenzionale, spinta dalla rinnovata richiesta di maggiore densità di calcolo. Per fare
ciò, sono stati studiati nuovi materiali con nuove funzionalità, per trovare processi di
conversione efficienti (e.g. conversione spin-carica e spin-orbit torque) e dispositivi mul-
tifunzionali (e.g. architettura di computazione in-memory).
Nel contesto di ricerca di nuovi materiali, la classe dei FERSC, di cui il componente padre
è GeTe, si è mostrata avere una intrinseca multifunzionalità. L’interazione tra ferroelet-
tricità (non-volatile) e bande Rashba (legate al trasporto di spin) è stato recentemente
dimostrato in GeTe a temperatura ambiente, rendendolo adatto per dispositivi spintron-
ici. In generale, altri telluridi del gruppo IV sono plausibili membri di questa classe e tra
questi SnTe. SnTe appartiene già alla classe di isolanti topologici cristallini e, in oppor-
tune condizioni, è stato predetto essere anche FERSC.
In questa tesi, presentiamo gli studi fatti sulla lega ternaria GexSn1−xTe (GST): sfrut-
tando la somiglianza strutturale di SnTe e GeTe, abbiamo provato ad ingegnerizzare le
proprietà elettroniche del primo tramite drogaggio con Ge. Il lavoro è consistito nella
crescita dei campioni tramite epitassia da fascio molecolare e nella loro caratterizzazione
per mezzo di tecniche spettroscopiche, sia per investigarne la struttura chimica e cristal-
lina che per studiarne le bande elettroniche con tecniche risolte in spin (S-ARPES).
Gli studi mostrano come la presenza di atomi di Ge stabilizzino la fase ferroelettrica della
lega fino a temperatura ambiente, ben superiore rispetto al puro SnTe (temperatura di
Curie pari a 100 K). Abbiamo dimostrato che GST presenta una crescente separazione
delle bande Rashba con il drogaggio di Ge, quindi permettendo in questo modo di mod-
ularne le proprietà di trasporto. Questi risultati sono supportati da modelli di calcolo di
densità funzionale (DFT) che hanno portato indipendentemente a risultati analoghi.
La possibilità di caratterizzare le performance di conversione spin-carica tramite una
iniezione diretta di spin in vuoto ci ha spinti ad apportare miglioramenti al setup sper-
imentale già esistente per la generazione di un fascio elettronico polarizzato in spin.
L’obbiettivo è ottenere un fascio di elettroni che sia altamente stabile ed abbia una di-
mensione inferiore a quella attuale, cosi da renderlo compatibile con strutture patternate



nell’ordine dei 100 µm. I risultati preliminari di questa sezione sono presentati anch’essi
all’interno della tesi.
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1| Introduction

In the last decades, the increase in computational power offered by the Complementary
Metal-Oxide-Semiconductor (CMOS) electronics has been outstanding. This trend was
sustained by the miniaturization of transistors, which is now facing a limit due to the
minimum physical size of about 10 nm [64]. It was already pointed out by X. Xu et al.
[109] that the CMOS downscaling is no more able to meet the increasing request of com-
putational density and that "innovations in architecture, circuit and device are required
instead.”
This pushed the scientific community to look for different paths. One of these is in-
memory computing architecture, which takes advantage of information processing per-
formed within the same space used as a memory, thus reducing the need for data transfer
between the computational unit and the memory. New functionalities have to be ex-
ploited in order to implement these type of devices: ferroelectricity, phase-change effects
(e.g. for Resistive Switching RAM [42, 43]), spin orbit coupling effects (in the case of
spin-orbitronics devices). At this scope, spin-orbit heterostructures have shown good
preliminary results and one example is the Magneto-Electric Spin-Orbit logic (MESO)
designed by Intel [63], which combines a nonvolatile memory element and a spin-orbit
readout logic within the unit device.
Spintronics(i.e., spin-electronics) and spin-orbitronics(i.e., electronics which exploits spin-
orbit interaction-based effects) aim to include the spin-degree of freedom in conventional
electronics, both in storage and logic devices (spintronic logic) [92]. This field of studies
has a strong interest in materials presenting the relativistic effect of Spin-Orbit Coupling
(SOC), since they allow for the interplay of charge currents and spin currents. This effect
can be found in heavy metals [84, 111], but also in semiconductors.
From this perspective, a class of semiconducting materials presenting SOC is the FEr-
roelectric Rashba SemiConductors (FERSC). These materials are characterized by an
intrinsic multi-functional nature, since they combine ferroelectricity and Rashba effect in
a semiconductor [77].
FERSC were predicted in 2013 [25, 77] and the father compound of this class is germanium
telluride (GeTe). The spin-to-charge conversion in GeTe [82] was proved to be control-
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lable by mean of the ferroelectric switching [83]. Furthermore, the spin-locked tunable
bands of GeTe were demonstrated to be present at room temperature [98], a fundamental
requirement for applications. Some other material have joined the FERSC class in the
meanwhile, such as oxide perovskite Bi2WO6 [26] and in general group IV monochalco-
genides [90], e.g., SnTe.
SnTe is already known for being the father compound of Topological Crystalline Insula-
tors (TCI) [41, 94], a sub-class of Topological Insulators (TI) [65], which are insulating
materials with conducting surface states. These materials already showed high efficiency
for spin-to-charge conversion (SCC) processes [61] due to their spin-locked topological
surface states. The FERSC behaviour of SnTe, on the other hand, has not been studied
yet, leaving a gap in the literature: the scope of the present work is to fill this gap.

FERSC investigation

In this work, we investigate the ternary alloy GexSn1−xTe (GST) in order to engineer the
band structure of SnTe with a varying Ge doping. A fundamental investigation of this al-
loy is presented, including the growth process and the chemical, structural, spectroscopic
and ferroelectric characterization.
The activity of growth and in-situ characterization was mainly carried out at Polifab, the
facility of Politecnico di Milano for the fabrication of micro and nanotechnology. The
electronic band structure of GST was investigated ex-situ with ARPES spectroscopy at
the Advanced Photoelectric Effect (APE) beamline at the Elettra Synchrotron radiation
facility (Trieste). Density functional theory (DFT) calculations of the GexSn1−xTe bands
dispersion have been provided by collaborators at CNR-SPIN, UOS L’Aquila in order to
support the experimental data.

Electron gun optimization

The characterization of spintronic materials can be performed by mean of electrical mea-
surements, such as spin-to-charge conversion (SCC) experiments. The typical experiment
consists in the indirect injection of a spin current in the sample through a ferromagnetic
layer (e.g. Spin-pumping used for Fe/GeTe(111) heterostructure [82]). Direct injection of
spin current, avoiding the need for the spin injecting layer, could be possible using a spin-
polarized electron beam to induce spin-polarization unbalance in the sample. In order to
do so, a spin polarized electron beam with a sufficiently small spot size and stability is
needed. The setup present at Polifab offers such a beam [16], but some improvements in
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performances were needed: easiness of use, dimension of the spot size and stability of the
beam.
In this work, a new control unit for the electron optics system is presented, from the
design of its electronic components to the characterization of the electron beam obtained.
Furthermore, the obtained electron beam could also be used to perform studies on the
conduction bands through spin-resolved Inverse Photoemission Spectroscopy (S-IPE) or
experiments of spin dependent transmission across magnetic membranes for spin detec-
tion.

Thesis ouline

The thesis is structured as follows:

• Chapter 2 presents the theoretical framework useful for the understanding of the
involved materials. These consists in ferroelectricity (section 2.1), Rashba effect
and spin-to-charge conversion mechanisms (section 2.2), Topological insulators (sec-
tion 2.3), FERSC (section 2.4). In the final part (section 2.5), the two case studies of
GeTe and SnTe are reported, with the state of art characterization and perspectives.

• Chapter 3 deals with the experimental techniques used in order to grow and char-
acterize, by mean of spectroscopic analysis and electric measurements, the ternary
alloy of GST.

• Chapter 4 presents the experimental results about the growth (section 4.1) and
characterization (sections 4.2 and 4.3) of GexSn1−xTe samples (varying the value
x ), in comparison with the theoretical prediction (section 4.4).

• Chapter 5 presents the work regarding the electron gun control unit, from the
design of the control electronics (section 5.2) to the characterization of its perfor-
mances on the electron beam (section 5.3).

• Chapter 6 draws the conclusions of the work and gives some future perspectives.
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semiconductors

This chapter is devoted to the theoretical insights into the class of materials involved
in this work: Ferroelectric Rashba Semiconductors (FERSC). After presenting the phe-
nomenology and theoretical modelling of ferroelectricity (section 2.1), the Rashba effect
(section 2.2) is introduced and finally their combination in GeTe and FERCSs materials
in general (section 2.4). An approach to Topological insulators and to their distinguishing
properties is given in section 2.3. In the final section the two materials from which the
work started, namely germanium telluride (GeTe) and tin telluride (SnTe), are presented,
with their state of art characterization (section 2.5) and discussing the expected properties
when they are combined together.

2.1. Ferroelectricity

Ferroelectricity is defined as the property of materials in which a spontaneous electric
polarization P is present and can be reversed by the application of an external electric
field stronger than the coercive field Ec. This polarization is given by the intrinsic lattice
polarization of crystalline materials, originating from the lack of inversion symmetry.
Electric polarization has been proved to persist both in time and down to very small size
(∼ nm), allowing for developing applications in the field of memories [102] and other nano
devices. Some applications of ferroelectricity to electronics can be found in ferroelectric
transistors [18, 39] and ferroelectric tunneling junctions [114].
More than 700 ferroelectric materials have been already found [88], the most studied
of which are oxides perovskites (such as LNO, or BTO [59]), for their robustness and
practical applications 1, while semiconducting ferroelectrics, to which GeTe and SnTe
belong, are an emerging field of study of last decades.

1The above mentioned applications are mainly based on insulating ferroelectrics.
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2.1.1. Phenomenology

As a consequence of the change in orientation of the polarization P, an hysteresis loop P-E
is observed and a polarization state can be defined by discriminating the two considered
directions of P. This hysteresis loop can be characterized by two main properties, also
shown in figure 2.1b:

• Remanent polarization Pr, being the value of polarization corresponding to zero
external electric field.

• Coercive field Ec, being the field for which P = 0 and above which P changes
sign.

All ferroelectric materials also show piezoelectricity and pyroelectricity, meaning that
strain or temperature variations, respectively, can induce a lattice distortion and thus a
polarization, while the opposite is not true being ferroelectric materials a sub-class of the
pyroelectric ones, as schematically shown in figure 2.1a.

(a)

P

-Pr

-Ec
+Ec

+Pr

(b)

Figure 2.1: (a) Schematic representation of piezoelectricity, pyroelectricity and ferroelectricity on the
basis of crystal symmetry, adapted from [35]. (b) Example of polarization hysteresis loop showing the
characteristic parameters for ferroelectric materials, namely the remanent polarization Pr, the coercive
field Ec and the saturation polarization.

2.1.2. Theoretical frameworks: Landau-Devonshire model and

modern ab-initio theories

The phenomenological description of the paraelectric-ferroelectric phase transition can be
given, in analogy to the para-ferromagnetic one, by the Landau theory for second order
phase transitions (namely those transitions in which a thermodynamic quantity varies
continuously). Landau theory is a mean field theory, meaning that a high-dimensional
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stochastic system with many interacting components is studied by mean of a simpler
model in which different contributions are averaged, thus reducing its complexity to a
single-body problem. This approach neglects local fluctuations of thermodynamic vari-
ables in favour of an overall simpler description. It follows that Landau’s theory is only
capable of a macroscopic description, while a microscopic insight of this phenomenon
requires fully quantum mechanical calculations, as performed in the modern theory of
ferroelectrics by Resta and Vanderbilt [81], whose work goes beyond the scope of this
chapter.
For the case of ferroelectrics, the first application of Landau theory comes from Devon-
shire, from which the name of Landau-Devonshire theory [24]. Starting by considering
the thermodynamic state of a bulk ferroelectric material as a function of temperature
(T), polarization (P), external electric field (E) and strain, an order parameter of the
system must be introduced in order to give an analytical expression for the free energy.
This parameter is the quantity characterizing the phase transition (i.e. being zero in one
phase and different form zero in the other) and corresponds to the electric polarization
in ferroelectrics. The free energy of the system Fp is written as a function of the order
parameter, as reported in equation (2.1), and the equilibrium configuration for the system
is obtained minimizing it with respect of that same parameter:

Fp =
1

2
aP 2 +

1

4
bP 4 − EP (2.1)

with equilibrium condition

Eeq = aP0 + bP 3
0 (2.2)

The simplest expression for the a and b parameters, obtained empirically, is a = a0(T−T0)
and b = b0. A second order phase transition is predicted by these equations as for T ≥ T0

a single minimum with P = 0 is predicted, while for T < T0 two equal minima with
opposite polarization P ̸= 0 are present, as shown in figure 2.2a. The T0 is identified as
the Curie Temperature, Tc = T0, of the transition. While this first approach is useful
for the understanding and qualitative representation of the process, it doesn’t allow for
quantitative predictions, such as the values of polarization and Curie temperature, and
only provides a macroscopic view of bulk materials. Landau-Ginzburg theory further
develops the Landau-Devonshire theory by including local fluctuations of polarization
in the model [17]. In order to study low dimensional systems, boundary conditions are
included in the Landau-Ginzburg model, as shown in [19].
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(a) (b)

Figure 2.2: (a) Free energy for a continuous second order phase transition as a function of the electric
polarization, considered as the order parameter. The dotted line for T > T0 corresponds to the paraelec-
tric phase, while the solid line corresponds to the ferroelectric phase at T < T0. (b) Hysteresis loop for
the electric polarization in the ferroelectric phase, with the external electric field dependent curves of the
free energy. The remanent polarization Pr and the coercive field Ec are indicated on the figure. Adapted
from [19].

2.2. Rashba splitting and connected effects

Rashba effect is a relativistic effect caused by the spin-orbit coupling (SOC) in non-
centrosymmetric systems that leads to a momentum dependent energy shift for the two
states of spin polarization. This loss of spin degeneracy is more evident in heavy atoms,
which present a stronger SOC. The effect is activated by an externally applied electric
field, thus allowing for tuning of spin properties of the bands and so affecting the spin-to-
charge conversion (SCC) mechanisms.

2.2.1. Theoretical overview of Rashba effect

A first understanding of the Rashba Effect can be given by a two dimensional free electron
gas (2DEG) system, in which the inversion symmetry is broken by an externally applied
electric field perpendicular to the plane of motion of electrons. Electrons are confined
in the xy-plane and moving at relativistic speed v, so that they experience a magnetic
field, in their frame of motion, according to the Lorentz transformation between different
coordinate frames.

B =
E × v

c2
√

1− v2

c2

(2.3)

The magnetic field B defines the quantization axis for the electron and couples to its spin
magnetic momentum µs = −gsµBσσσ (where σσσ is the Pauli matrix for the spin operator
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S = 1
2
σσσ) through the Zeeman interaction2, having the following form:

HZeeman = −µµµs · B (2.4)

So that combining equation (2.3) and equation (2.4) one obtains the resulting form for
the SOC hamiltonian:

HSOC =
eℏ

4m2c2
(E × p) · σσσ =

= − eℏ
4m2c2

E · (σσσ × p) =

= αααR · (σσσ × k),

(2.5)

being p = ℏk for free electrons in a 2DEG. The Rashba field αααR = αR · z is proportional
to -E, depends on the considered system and its characteristic parameters (effective mass
of the electron, energy gap, intensity of SOC).
The electronic bands result from the solution of the eigenvalue problem of the total Hamil-
tonian including the Rashba term:

det(H − EI) = det[(H0 +HR)− EI] = 0 (2.6)

From which one obtains:

E± =
ℏ2k2

2m
± αR|k| (2.7)

being k the wave-vector of electrons, m their effective mass (being their rest mass in the
case of free electrons) and αR the Rashba parameter. The additional term in the total H
transforms the electronic bands of the 2DEG from a parabola with two-fold degeneracy
with respect to the spin, given by the first term in equation (2.7), to two parabolas split
in term of spin and wave-vector, as shown in figure 2.3c.

Given the eigenvalues, the eigenstates ψ± of the system can be computed from the
equation:

H |ψ+⟩ = E+ |ψ+⟩

H |ψ−⟩ = E− |ψ−⟩
(2.8)

The expectation value 3 for the spin vector is always orthogonal to the electron’s wave
vector, as presented in figure 2.3c, with a spin texture circulating in k-space with opposite
chirality for the E+ and E−. The components of the spin polarization are computed in

2The difference with respect to the actual Zeeman interaction is that in this case, no static externally
applied magnetic field is present and therefore also the outcoming hamiltonian for SOC will be similar
but not the same as for the Zeeman effect

3The expectation value for an observable A in a state ψ+ corresponds to ⟨A⟩ψ+
= ⟨ψ+|A|ψ+⟩
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(a) (b) (c)

Figure 2.3: (a) Reference frame for a 2DEG system with externally applied electric field in the z-direction.
(b) Electronic bands for the 2DEG before breaking the symmetry of the system by applying the electric
field as in (c).

equation (2.9), referring to one of the two Rashba bands (the other shows opposite sign).

⟨σx⟩ψ+
=
ky
|k|

= sin θk

⟨σy⟩ψ+
=
kx
|k|

= − cos θk

⟨σz⟩ψ+
= 0.

(2.9)

The presence of a directional relation between spin and momentum, also called spin tex-
ture, takes the name of spin-momentum locking of the energy bands.
From a practical point of view, this band splitting can be seen as a k-dependent effective
magnetic field which is affecting the carrier’s velocity depending on its spin, thus leading
to spin-to-charge conversion mechanisms (section 2.2.2).
The Rashba spin splitting can also be found as an intrinsic property for some semiconduct-
ing materials such as BiTeI [103] and GeTe [57]. These systems present Rashba splitting
in their bulk states, differently to most of Rashba systems that present the splitting in
their surface states, allowing for an increased robustness of the phenomenon. Moreover,
the bulk spin splitting is caused by an internal field resulting from the breaking of the
inversion symmetry in the crystal, also causing the ferroelectricity of the material, making
it non-volatile and tunable.

2.2.2. Coupling between spin and charge currents

Non magnetic systems presenting a strong SOC can be exploited for the generation of
spin currents from charge currents. High efficiency for SCC can be found in heavy metals
(Pt and Ta [84, 111]), Rashba systems [69] and topological insulators [61]. Being able to
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tune this interconversion by mean of external fields allows for reconfigurable spin logic
devices [63] and so makes these materials appealing for spin-orbitronics applications.
The model used to describe the spin and charge current has been developed by Valet and
Fert in 1993 [96] using the two channels approximation, in which the conduction takes
place in indipendent channels for the spin up (↑)andspindown(↓)electrons.
Definingthechargecurrent(Jc) as the net flux of charges through a surface S in the unit
of time:

Jc =
e

N

dN

dt
(2.10)

the spin up (down) current can be defined by analogy as the flux of spin:

J↑(↓) =
ℏ
N

dN↑(↓)

dt
(2.11)

In order to express the spin current with same units of the charge one, it must be multiplied
by the Josephson constant (2e/ℏ) and the net charge (J c) and spin (Js) currents can be
written as:

J c = J↑ + J↓

Js = J↑ − J↓
(2.12)

Going to the three dimensional case, charge current is represented by a vector, while
the spin current by a tensor both representing the flow direction and spin polarization
components. Differently from the charge current, the spin one is invariant with respect
to time inversion, making it a dissipationless current.
During propagation, electrons undergo scattering events that can both affect the charge
velocity and spin orientation (spin-flip events), determining a diffusive propagation for
both types of currents, described by the drift-diffusion model [27].
The effect of this propagation is the coupling between the two currents, leading to spin-
charge interconversion by the mechanisms of spin Hall and Rashba-Edelstein effect.

Spin Hall Effect

The Spin Hall Effect (SHE) consists in the generation of spin currents from charge currents
in paramagnetic SOC systems without the need of an external magnetic field. Considering
a slab of material in the xy-plane, the electric field on the x-direction generates a pure
spin current in the y-direction, with spin polarization along the z-axis (figure 2.4a).
This phenomenon has been first reported by M. I. D’yakonov and V. I. Perel [28] address-
ing the cause of the effect to spin-dependent scattering asymmetry due to SOC effect (e.g.
charge carriers with spin up (↑) have higher probability to scatter towards the negative y
direction than the spin down (↓)). The result is a spin accumulation on the sides of the
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(a) (b)

Figure 2.4: (a) Schematic representation of the SHE and (b) ISHE presenting the spin polarization along
the z-direction.

slab, without any Hall voltage.
The opposite of this effect, known as Inverse Spin Hall Effect (ISHE), is shown in fig-
ure 2.4b. ISHE consists in the generation of a charge current as a consequence of a pure
spin current flowing in the orthogonal direction. The origin for this effect is still the
spin-dependent asymmetry of scattering events in the materials due to SOC.
The combination of these two effects plays a fundamental role in spin-based technologies
[63] requiring generation and detection of pure spin currents, otherwise not detectable as
readable voltages/currents.
The conversion between spin and charge current according to SHE and ISHE can be
described as follows:

Jc,ISHE = θSHE Js × σσσ (2.13)

were the σσσ is the unit vector for the direction of the spin and θSHE is the spin Hall angle,
accounting for the conversion efficiency and proportional to the SOC intensity. In order to
obtain an expression for θSHE, the spin Hall conductivity tensor σkij has to be considered
(i, j, k can take values x, y, z):

σzxy = −
Jsy,z
Ex

θSHE =
σzx,y
σxx

(2.14)

with Jsy,z the tensor for the spin current and σxx the conductivity along the charge current’s
channel.
Being the spin Hall angle proportional to the intensity of SOC, high conversion efficiency
is found in heavy metals and their alloys (Pt, Ta, Au [53, 101]), but also in semiconductors
like GaAs [51] and ZnSe [93], and 2DEG materials such as (110) AlGaAs quantum wells
[89].
This effect can be differentiated by its origin:

• intrinsic, if caused by anomalous speed of electrons in the solid, depending on a
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peculiar feature of electronic bands structure of a symmetry-broken crystal defined
as Berry curvature [7].

• extrinsic, if caused by structural defects in crystals, causing skew scattering [36],related
to the asymmetric scattering due to SOC on the impurity which changes the wave-
vector direction, and side-jump scattering [56], preserving the wave-vector direction.

Rashba-Edelstein Effect

Rashba-Edelstein effect (REE) consists in the charge-to-spin current conversion in systems
having a fixed dependence between carriers momentum and spin, such as Rashba 2DEG
of the previous subsection. This effect has been initially discovered measuring a charge
current as a consequence of a spin injection in the system, corresponding to the Inverse
REE (IREE), and originally named Spin Galvanic Effect (SGE [32]). In such systems, a
non-equilibrium spin density S generates a charge current density JIREEc [62]:

JIREEc = − eαRz × S
ℏ

(2.15)

while the opposite effect, the REE can be expressed as:

S =
αRz × Jc

eℏ
(2.16)

Experimentally, the spin accumulation S in IREE can be induced either optically or elec-
trically [108].

(a) (b)

Figure 2.5: Representation of the Fermi contours of the Rashba bands for the (a) Rashba Edelstain Effect
(REE) and (b) Inverse REE, with the unperturbed state represented by the dashed line and the state
with currents flowing represented by the solid line. Adapted from [99].

The REE can be understood having a look at the Fermi contours of the Rashba bands
presented in figure 2.5a: a charge current (Jc) injected at the interface along negative x
induces a shift ∆kx = −(eτ/σℏ)J c of both Fermi contours, resulting in a spin accumula-
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tion polarized along the y-axis due to the inequivalence of the two contours. The opposite
happens in the IREE, figure 2.5b, in which spin current is injected perpendicularly to the
2DEG with the spin polarization along the y-axis, so that the bands have to shift in order
to accommodate the spin population, leading to a displacement of ±∆kx, corresponding
to a net charge current perpendicular to the spin polarization unbalance.

2.3. Topological Insulators

Topology is a branch of mathematics that studies the properties of objects that are in-
variant under smooth transformations, for which a trivial example is a doughnut that can
be transformed into a coffee cup, while it is topologically different from a solid sphere
(not presenting any hole in its structure). This topological distinction can be also applied
to solid-state physics and scientists started to classify phases of matter using topological
order [105].
In recent years, a new class of materials, namely Topological Insulators (TI), was pre-
dicted to have quite fascinating properties originating by its topology [31, 47, 48]. A
topological insulator (TI) presents, like ordinary insulators, a band gap in bulk states.
However, on the surface (edge) states, these materials present conductive states that are
protected by the time-reversal symmetry. Before introducing the Topological Crystalline
Insulators (TCI) involved in this work, it is worth mentioning what the origin of these
states is and what the protection of them by symmetry implies.

2.3.1. Morphology of Topological states

The characterization of whether a material is topological or not originates from band
structure theory [12] on the base of the integer number called Chern number n [68]. The
mathematical treatment of electronic bands in order to derive the Chern number goes
beyond the scope of this thesis and it is enough to mention that different values of it
identify different band structure topology. In order to understand the topological origin
of these states, it is effective to consider two materials with different n, e.g. one with even
n, being a trivial insulator, and the other with odd n, being a topological insulator.
When two such materials are put in contact, like in figure 2.6a, a discontinuity of n is
created at the interface. Since the band structures of the two cannot smoothly deform
one into the other, the system introduces some new states, localized at the surface, to
relax the discontinuity.
This is the case of a TI in contact with a trivial insulator, but it also take place when a
TI is in contact to vacuum, which is topologically trivial.



2| Ferroelectric Rashba semiconductors 15

SnTe PbTe

(a) (b)

Figure 2.6: (a) Band topology of two different material, being PbTe (trivial insulator) and SnTe (topo-
logical insulator). The bands symmetry (origin of the difference in Chern number) is highlighted in green
and yellow and the contact between the two leads to the formation of the surface states (SS) highlighted
in purple. In panel (b) the typical Fermi circle for a topological insulator is presented, with the spin
polarization revolving around the Dirac cone (arrows describing the direction of it). Adapted from [94]
and [37] respectively.

The origin of this topological difference resides in symmetry properties of a material, thus
giving to these states protection against small deformations and defects.
Three main characteristics can be highlighted for topological surface states (TSS), whose
example is reported in figure 2.6b:

• Gapless Dirac cones. TSS present the morphology of Dirac cones, with a energy
distribution of massless particles.

• Spin-momentum locking. They are not degenerated with respect of spin with
spin polarization rotating with the momentum k around the Fermi surface.

• Symmetry protection. They are protected by inversion P and time-reversal T
symmetry.

The implications following these properties are many. The band dispersion of massless
particles allows to obtain extremely energy efficient transport properties (theoretically
dissipationless). The 2D massless Dirac hamiltonian is:

H(k − K) = ℏvf (k − K) · σ⃗ (2.17)

with k the crystal momentum of electrons and K the momentum at the Dirac cone’s
centre.
The spin-momentum locking allows to obtain spin-to-charge conversion, e.g. using REE
(section 2.2.2). The difference with respect to Rashba materials shown in figure 2.5 is that
only one circular Fermi contour is shifting, thus giving even higher conversion efficiency.
The symmetry protection allows an electron in motion to be unaffected by the presence
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(a) (b) (c)

Figure 2.7: (a) ARPES intensity map for a k-space cut at the L point of the bulk 3D Brillouin zone for
Bi0.9Sb0.1 and (b) the momentum distribution curve corresponding to the intensity map. The Brillouin
zone for the considered sample is represented in panel (c). Adapted from [40].

of disorder since surface electrons cannot be localized as long as the bulk energy gap is
present [72]. The protection of these states remains independently of the smoothness of
an interface, because it originates from the change of the Chern number.
The first three dimensional TI to be identified has been the semiconducting alloy Bi1−xSbx
[40], whose particular band structure has been observed by ARPES and is shown in
figure 2.7. After this, it has been found that a main requirement for these material was
strong spin-orbit coupling (enough to modify significantly the electronic structure), thus
suggesting heavy metals with small bulk band gap.
The research for new materials culminated with the discovery of Bi2Se3 and Bi2Te3 [112]
showing the same behaviour as their ancestor at higher temperatures thanks to the bigger
bulk bandgap (> 0.1 eV).

2.3.2. Topological Crystalline Insulators and SnTe family

A new class of materials has been predicted in 2010 [30, 41], to show the topological
nature of electronic bands as a consequence of crystal symmetries. SnTe, in particular,
was predicted to show an even number of Dirac cones on high-symmetry points of the
Brilluoin zone and this was later demonstrated experimentally [94].
SnTe has a simple rocksalt structure and presents its bandgaps at the four equivalent L
points of the fcc Brillouin zone. In [41] the proof of SnTe being a TCI is interestingly been
performed by showing that PbTe has a trivial nature and using the topological argument
of their Chern number being different: as discussed in section 2.3.1, two materials with
different n belongs to different topological groups.
The difference in Chern number originates from their band structure (shown in fig-
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Figure 2.8: Experimental intensity maps, obtained through ARPES spectroscopy, for SnTe, showing
Dirac cone-like band dispersion, and PbTe, showing the opening of a bandgap. Adapted from [94].

ure 2.6a): valence band of PbTe presents a strong Te contribution while in SnTe the
strong Te contribution is found in conduction band, thus implying an inverted morphol-
ogy of the band structures. The trivial nature of PbTe is obtained by the fact that its
crystalline band structure can be smoothly connected to the atomic limit, in which Pb
orbitals are empty and Te ones filled. By contrast, this proves that SnTe belongs to TI
class, as also confirmed by the ARPES measurements shown in figure 2.8.
As it will be presented in section 2.5.2, the SnTe also presents a typical rhombohedral dis-
tortion along the [111] axis at low temperatures, making the crystal ferroelectric. In this
configuration, the symmetry-breaking only removes two out of four Dirac cones present
at different points of the Brillouin zone, therefore the material remains topological. The
presence of a ferroelectric state with spin-momentum locked bands makes SnTe suitable
as a FERSC material (section 2.4).
Topological insulators already found their application in spin-orbit torque (SOT) devices
for improvements in efficiency, beyond the bulk spin-orbit coupling in heavy metals [107].

2.4. FERSCs

In the quest for combining different properties into the same material, a new class of
materials has been found by density-functional theory [77]. These materials are the Fer-
roElectric Rashba Semi-Conductors (FERSC), particular materials hosting three different
as fundamental properties:

1. Ferroelectricity, allowing for the switchability of material’s polarization by an electric
field, as traditionally exploited in non-volatile memory elements,

2. Rashba effects, bringing in the spin-degree of freedom and opening the way to spin-
tronics and SCC mechanisms,
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3. Semiconductivity, granting the integration with existing semiconductor-based tech-
nology.

The interplay of these properties allows for new functionalities to be exploited, such as the
control of the spin texture by mean of the intrinsic polarization of the material [83]. In
order for a material to belong to this class, a quite difficult condition needs to be satisfied,
as suggested by Bahramy et al. [5, 45]: they pointed out that in order to have a large
Rashba splitting is required to have the same orbital character, meaning the same sym-
metry, for the states across the gap, mixed upon SOC (condition not easily met in usual
ferroelectrics, e.g. oxides). At the same time, a compromise needs to be found for the
bandgap, since a small bandgap increases the SOC, required for Giant Rashba splitting,
while the semiconductivity requirement pushes into the other direction. As a reference,
the father compound of this class, GeTe, presents Egap ∼ 0.8 eV [83].
The research for these materials is still ongoing and while a first group with possible mem-
bers are binary or ternary IV-VI chalcogenides (e.g. the ones investigated in this work,
SnTe, GeTe, BiTe and more [55]), other members could be found in known ferroelectrics
materials with "heavy" elements (for high SOC) and small bandgap.
The study of the ternary alloy GexSn1−xTe originates by this research, while also inves-
tigating the effects of the Ge doping on the SnTe crystal. The possibility of doping or
inducing strain effects to these materials would allow to tune their structural and elec-
tronic properties for further improvements. The main application for these devices, so
far, consists in energy efficient spin-to-charge conversion systems, easily implementable on
Si-based devices, thus making this approach fully compatible with the universal CMOS
technology.

Figure 2.9: Schematic representation of the physical properties of ferroelectric Rashba semiconductors
(FERSC), as reported in [77].
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2.5. Case studies: GeTe and SnTe

Chalcogenides already find their application in every day life being widely employed as
memory devices (e.g. in re-writable phase change optical memories [2]) and photovoltaic
materials [87]. A notable compound is Ge2Sb2Te5 (GST), used as a phase change material
[71] in non-volatile resistive memory devices (PCRAMS) with large ON/OFF ratio thanks
to great conductivity difference between the crystalline and amorphous phase (these two
phases can be reversibly obtained by the application of specific current pulses) [50]. The
new role of chalcogenides in spintronics arose only in the last decade, pushed by the
research for new energy-efficient spin-charge conversion materials [25, 49, 77]. With the
accent on this new focus, we’ll present on one side the GeTe, showing a Giant Rashba
splitting and being the father compound of the FERSC class of materials, while on the
other side the SnTe, showing topologically protected surface states and being the father
compound of the TCI class.

2.5.1. Germanium telluride

Germanium telluride is a prototypical crystalline ferroelectric, with two atoms in the
primitive cell [54]. It undergoes a Peierls distortion at a Curie temperature Tc of 720 K,
passing from a paraelectric cubic (β-GeTe, above Tc) to a reduced symmetry rhombo-
hedral phase (R3m or α-GeTe, below Tc), as presented in figure 2.10b. α-GeTe is the
stable structure at room temperature, which makes the characteristics of this phase more
relevant for applications: a ferroelectric polarization of ∼ 60µC · cm−2 results from the
shift of Ge and Te atoms from the cubic positions along the [111] direction[58].
GeTe is also a narrow gap semiconductor with Egap ∼ 0.8 eV and a strong p-doping
intrinsic character caused by Ge vacancies [15, 104], leading to a high density of hole
carriers p ≈ 2×1020 cm−3. The high conductivity of germanium telluride makes it similar
to a polar metal and also introduces high robustness of the spontaneous polarization to
external fields: the strong internal screening of the surface polarization charges generated
by free carriers minimizes the effect of the depolarization field, thus leading to a high
stability of the FE state. While making the FE state stable to external perturbation, this
also makes more difficult the external control of the polarization through gate voltages.
Nevertheless, it has been demonstrated that the applied electric field can sufficiently pen-
etrate thin enough polar metals/semiconductors [29], and this is also the case for GeTe,
as proved in [98] with gating experiments on micrometric structures.
This compound presents all the requirements for the Giant Rashba splitting:(i) lack of
inversion symmetry, (ii) the valence band maximum (VBM) and the conduction band
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(a) (b)

(c) (d)

Figure 2.10: (a) First brillouin zone of bulk GeTe and, on the right lower corner its surface brillouin zone.
(b) Structure of the two stable phases, α and β, of GeTe, showing the different position of the atoms
within the unit cell. (c) DFT prediction of the surface of GeTe for a (111) oriented crystal, clarifying
the origin of the hexagonal symmtry. (d) Bands diagram calculated by DFT, with the zoom on the right
presenting the region of interest for the experiments conducted, ZA and ZU , and the one on the left
presenting the band splitting along the LA′ and LU ′, showing how the rhomboedral distortion breaks
the equality between the brilluoin surfaces L and Z. Adapted from [57], [23] and [25].
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minimum (CBM) that have the same symmetry character, (iii) large SOC and (iv) a
narrow gap. So that it presents a large Rashba parameter (αR ∼ 5 eV Å) with respect to
other materials (e.g. BiTeI has αR ∼ 3.8 eV Å [5, 45]). Despite the Rashba effect being
usually found on metallic surfaces and interfaces, a Rashba Hamiltonian can arise also in
the bulk bands as a consequence of the structural distortion (along the [111] direction for
the GeTe case), leading to a structural inversion asymmetry (SIA). A giant Rashba split-
ting is found both in valence and conduction bands around the Z point of the Brillouin
zone, as shown in figure 2.10d, for the carriers with crystal momentum within the plane
orthogonal to the ΓZ direction, with the hexagonal shape delimited by the ZU and ZA

directions (see figure 2.10a as a reference for the reciprocal space directions).
The Rashba Hamiltonian in the bulk GeTe can be expressed as in equation (2.18), un-
der the k · p framework, with kx and ky corresponding respectively to the ZA and ZU

directions.
HR = α(σxky − σykx) + λ(k3+ + k3−)σz (2.18)

with k± = kx ± iky and the Rashba parameter corrected for the case of bulk systems,
αk = αR(1+ ak2), so that both the terms in the Hamiltonian present a cubic dependency
on the wave-vector. This Hamiltonian leads to an asymmetric band splitting (∆ES) on
the two axes ZA and ZU , such that it is maximum along the first and minimum along
the second, as obtained by equation (2.19).

∆ES = 2(α2
kk

2 + 4λ2k6 cos 3θ2)
1
2 (2.19)

where θ stands for the angle between k and kx (i.e. θ = 0 along ZA and θ = 90° along
ZU). The maximum energy splitting is ER ∼ 250meV, with kR ∼ 0.1Å−1.
The fact of the Rashba splitting and ferroelectricity being both connected to the struc-
tural deformation of GeTe has a relevant importance, since it allows to switch both the
polarization and spin texture of Rashba bands by inverting the distortion direction. As
previously mentioned, this can be performed on thin films by voltage gating in order
to obtain tunable Rashba spin-locked bands, extremely interesting for the spintronics
playground.

2.5.2. Tin telluride

SnTe is another notable chalcogenide and it is mainly known for showing topological
states. Its structure is quite similar to the one of GeTe, presenting a rhombohedral dis-
tortion at low temperature, giving rise to α-SnTe, while above this temperature it has a
simple rocksalt structure. The schematics of the two structures are shown respectively in
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(a) (b) (c)

Figure 2.11: (a) Rocksalt-like, paraelectric β phase of SnTe. (b) Rhombohedral, ferroelectric α phase of
SnTe. (c) First brillouin zone of bulk SnTe with the projections for the (111) surface.

figures 2.11a and 2.11b.
The Curie temperature for SnTe (Tc ∼ 100K) is much lower than for GeTe and, in partic-
ular, it also strongly depends on the carrier concentration: the growth of SnTe is affected
by the same vacancy problem of GeTe and the amount of Sn vacancies determines both
the p-doping character of the material and its Curie temperature (i.e. the Curie temper-
ature decreases with the increase of the p-doping, which is proportional to the density of
vacancies [44, 94]).
In the α phase, it is ferroelectric, with a predicted polarization ∼ 40µC cm−2 along the
[111] direction. In this phase, it also satisfies the conditions for a giant Rashba splitting,
but the low temperature required by this phase is a problem for applications. In 2016, it
has been proved that Tc could be raised up to ∼ 270K for the in-plane polarization of
ultra-thin SnTe, down to 1-Unit Cell limit thickness [20]. Nevertheless, for the purpose of
compatibility with GeTe, as for our studies, the interesting polarization is the out-of-plane
one, for which the issue still holds.
In its simple cubic structure, see figure 2.11a, SnTe has been demonstrated to show topo-
logically protected surface states in correspondence of the bulk band gap, as anticipated in
section 2.3.2. This takes place at the four equivalent X points, along the Γ−X direction,
corresponding to the (001) surface states (and other equivalent planes). Accounting for
the (111) surface plane, two Dirac cones are found along the Γ̄Z̄ axis, which are reported
in figure 2.11c. Even in the presence of the distortion typical of the α phase, the symmetry
along [111] axis is preserved and the topological surface states are still present.
The DFT work presented in [79] has shown how the distortion of the cubic structure
in the intermediate region between the α and β phases can effectively modify the band
dispersion of SnTe leading to the cohexistance of different states, from a Z2(TI)+FERSC,
to TCI+FERSC, until the pure FERSC state at full rhombohedral distortion, as shown
in figure 2.12. The λ parameter quantifies the rhombohedral distorsion along the [111]
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FIG. 1. (Color online) Ab initio DFT. (a) Topological phase diagram estimated from the evolution, as a function of λ, of the energy gaps
around Z ("Z) and to L ("L). The “minimal” energy gap (") over the whole BZ is drawn in black. The band structures in proximity to Z

(along the directions B → Z → P ) and L (along the directions # → L → B1), respectively, are shown in panels (b) and (c) for λ = 0.0, in
panels (d) and (e) for λ = 0.10, in panels (f) and (g) for λ = 0.25, in panels (h) and (i) for λ = 1.0. The orbital character of bands is shown by
color map going from dark blue (Te) to dark red (Sn), with 1/2 corresponding to the equally mixed anionic and cationic character. For clarity,
we report in panel (h) the graphical definition of the Rashba momentum offset, kR , and of the Rashba energy splitting, ER .

surface, usually a natural cleavage plane for rhombohedral
crystals. To calculate the (111) SS in the slab geometry, the
number of layers has to be sufficiently large to distinguish
the surface from the bulk states which makes ab initio
approaches prohibitive. We therefore resorted to an effective
tight-binding (TB) model for SSs. The TB hopping matrix
elements were determined by projection of the ab initio
VASP Hamiltonian onto the Maximally Localized Wannier
Orbitals (MLWOs) through the WANNIER90 package [15]. As
for structural parameters, we employed those optimized within
DFT-GGA. For the rhombohedral (cubic) structure, we used
lattice constants a = 6.475 Å (6.420 Å), rhombohedral angles
α = 58.8◦ (60◦), and atomic displacements (in internal units)
τ = 0.026(0) (see Sec. A and Table 1 of the Supplemental
Material [14]).

Bulk electronic structure. As already mentioned, the cubic
phase of SnTe is a TCI, while the rhombohedral phase
is FE (with a calculated polarization of ∼40 µC/cm2; see
Supplemental Material [14]). We here search for an inter-
mediate phase (allowed by symmetry) which exhibits both
ferroelectricity and RE, being at the same time topologically
nontrivial. In order to demonstrate the existence of such
a phase, we construct a path, parametrized by λ, linearly
connecting the structural parameters (i.e., in terms of lattice
constants and angles, atomic positions, etc.) of the cubic TCI
phase (space group Fm3m, λ = 0) to the rhombohedral FE one
(space group R3m, λ = 1). Our DFT calculations are reported
in Fig. 1, where we show the energy gaps at the Z and L points
of the rhombohedral Brillouin zone (BZ), along with a zoom
of the related band structures, for different values of λ.

Let us first discuss the FERSC behavior. As for GeTe [1],
SnTe meets all the necessary conditions pointed out to support
a giant RE. Specifically, the VBM and CBM, both at Z and
L points, have the same symmetry character coming from
an unusual band ordering close to the Fermi level. This, in
combination with a rather strong SOC, a very small gap,

and the lack of inversion symmetry, paves the way for a
huge electrically controllable bulk Rashba spin splitting [16]
(RSS); in the low-temperature phase (λ = 1), we calculated
a Rashba momentum offset, around Z, kR ≈ 0.08 Å−1. The
energy splitting at Z, ER [calculated as the energy difference
between the lowest conduction (highest valence) band at kR

and at the high symmetry points (HSPs) Z] is as large as 272
(172) meV for the conduction (valence) bands; see Fig. 1(h).
The Rashba parameter αR being as large as 6.8 (4.4) eV/Å
for the conduction (valence) bands, SnTe is unambiguously
proven to be an additional example of FERSC for all values
λ > 0 (see Sec. B and Fig. 1 of the Supplemental Material
[14] for further details). Moreover, differently from GeTe [1],
in SnTe the VBM and CBM at Z both belong to the j = 1/2
manifold (at variance with j = 1/2 and j = 3/2 for VBM
and CBM, respectively, in GeTe). Therefore, SnTe seems
even more promising than GeTe, as the large RSS occurs
both in the valence and in the conduction bands, opening
the routes towards an ambipolar behavior [17] of interest for
spintronics.

As for the topological properties, let us remark that, along
the whole λ path, SnTe is characterized by the presence
of a band gap among different Rashba peaks, kR , around
either L or Z. The key point is, however, the band structure
evolution, as a function of λ, of the Z and L points, the
two being different because of the rhombohedral/off-centering
distortions. By looking at the inverted orbital character (typical
for TIs), we note that the TCI phase survives the rhombohedral
distortion for quite long [up to λ = 0.16; cf. Fig. 1(a)]. In
this range, ferroelectricity coexists with a small RSS, mainly
located at Z; we therefore label this phase as TCI+FERSC.
For the critical value, λ = 0.16, the gap closes at Z. Upon
larger displacements, the gap at Z reopens without band
inversion, whereas at L the band inversion is still present.
In this range of λ, an extremely exotic phase exists: along
with the FERSC behavior, an odd number of band inversions
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Figure 2.12: Ab initio DFT. (a) Topological phase diagram estimated from the evolution, as a function
of λ, of the energy gaps around Z (∆Z) and L (∆L). The “minimal” energy gap (∆) over the whole BZ
is drawn in black. The band structures in proximity to Z point (along the directions B → Z → P ) and
L point (along the directions Γ → L → B1), respectively, are shown in panels (b) and (c) for λ = 0, in
panels (d) and (e) for λ = 0.10, in panels (f) and (g) for λ = 0.25, in panels (h) and (i) for λ = 1. The
orbital character of bands is shown by color map going from dark blue (Te) to dark red (Sn), with 1/2
corresponding to the equally mixed anionic and cationic character. For clarity, we report in panel (h)
the graphical definition of the Rashba momentum offset, kR , and of the Rashba energy splitting, ER.
Adapted from [79].

direction (λ = 0 for the β, λ = 1 for the α phase). Such bands show the possibility of
having both TCI and Rashba properties at the same time, but also the general possibility
of engineering the band structure of such a material.
Following these results, we here started investigating an alternative approach to SnTe
band engineering: introducing a band modulation and a lattice distortion by mean of
doping.
Considering the stable rhombohedral space group (R3m) of α-GeTe at room temperature,
we investigated whether a germanium doping in the SnTe matrix (presenting a cubic phase
Fm3m at room temperature) would induce a lattice distortion proportional to the amount
of doping. This corresponds to the study of the ternary alloy GexSn1−xTe with a variable
contribution x of Ge atoms. At the two extremes of this alloy are the GeTe (x = 1) and
SnTe (x= 0). The engineering of the alloy band structure has been performed in this
thesis work and presented in chapter 4 together with DFT calculations supporting the
results.
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3.1. LASSE

Most of the growth and characterization activities of this work have been carried out at
Polifab, a facility of PoliMi for micro and nanotechnologies fabrication. Here, the princi-
pal instrument that has been bused is LASSE (LAyered Structures for Spin Electronics).
LASSE is a multi-chamber system, working in high vaccum (HV) and ultra-high vacuum
(UHV) conditions [8], dedicated to growth and characterization of films and heterostruc-
tures for spin electronics. Different materials can be used for this purpose, from metals
to semiconductors and oxides (ferro-, ferri- and antiferro-magnetics, ferro-electrics, half
metallic).
In order to improve samples’ quality and reduce contamination, the system is kept in
UHV and HV (ranging from 10−10 mBar to 10−7 mBar) thanks to independent vacuum
pumps in every chamber: rotary, turbomolecular, non-evaporable getter (NEG) and ion
pumps.
LASSE is composed by five chambers (figure 3.1): the Introduction Chamber (IC), the
Pulsed Laser Deposition Chamber (PLDC), the Sample Preparation Chamber (SPC), the
Measurement Chamber and the Photocathode Preparation Chamber (PPC).
In order to preserve the UHV condition in the chambers, all separated by vacuum valves
and independently pumped, a first Introduction Chamber (IC) is used to interface the
vacuum system with the ambient at atmospheric pressure: a N2 flux is used to vent the
system in order to avoid contamination, while a first step of rotative pump (down to
∼ 10−3 mBar) and a second of turbomolecular pump are used to quickly restore the HV
conditions (down to 10−8 mBar). From IC, the sample can be moved, by magnetic arms,
to the two preparation chambers, SPC and PLDC.
SPC is dedicated to sample preparation (annealing and sputtering processes) and growth
of heterostrustures by Molecular Beam Epitaxy (MBE), performed in ultra-high vacuum
conditions (pressure lower than 10−9 mBar). The preparation of samples consists of an
ion beam sputtering process, using argon ions accelerated towards the sample surface
by a high voltage ( 1.5 kV), and/or an annealing process that can be used both for re-
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Figure 3.1: Schematic representation of LASSE (LAyered Structures for Spin Electronics) multi-chamber
system.

ordering/crystallization of disordered structures (e.g. after sputtering cleaning) or for
thermal de-capping of samples (e.g. in the case of capping more volatile than the struc-
ture beneath). Moreover, a Low Energy Electron Diffraction (LEED) tool is also available
and can be used to promptly investigate the surface crystallinity.
The PLDC, on the other side of IC, is dedicated to the Pulsed Laser Deposition (PLD)
growth technique in which a high energy pulsed laser beam (Nd-YAG) impinges on a
target, which vaporizes creating a high energy plasma of material that is deposited on the
sample. Reflection High Energy Electron Diffraction (RHEED) is present in this chamber
to either monitor the epitaxial growth quality or to investigate surface order, in a similar
way to LEED, in finished films.
From the SPC, the sample can be moved to the MC, entirely dedicated to measurements
of stoichiometry, structure and electronic properties. Here, many measurement techniques
are available, comprehending electron spectroscopies and diffraction techniques1: X-ray
and ultraviolet photoemission (XPS, UPS), spin-polarized inverse photoemission (SPIPE),
x-ray photoelectron diffraction (XPD).
The fifth chamber is the PPC, dedicated to the preparation of the GaAs photocath-
odes used to generate the electron beam employed in Inverse Photoemission Spectroscopy
(IPES) and Adsorbed Current Spectroscopy (ACS) (details in section 3.6). Being this
beam characterized by a spin polarization, up to 25%, it is possible to exploit it for spin
sensitive experimental techniques: spin dependent ACS (as in [10]) of magnetic materials
and membranes, spin dependent IPES [21] or novel experiments of spin-to-charge currents
conversion (e.g. Inverse Spin Hall Effect, ISHE) performed directly on samples grown in
UHV, without the need of capping layers. This new experimental technique related to

1both the mentioned techniques will be described in the following sections



3| Experimental Methods 27

spintronic reveals a new approach to this kind of experiments, usually performed after
capping and contacts deposition (e.g. four probes measurements), but requires some im-
provement of electron gun’s performances, which will be discussed in chapter 5, and the
addition of controllable contacts within the vacuum environment, not discussed in this
work.

3.2. MBE

Molecular Beam Epitaxy (MBE) is an epitaxial deposition technique carried out in Ul-
tra High Vacuum (UHV) conditions that allows the growth of high quality epitaxial
heterostructures of metals, semiconductors and insulators. The MBE (figure 3.2) is a
Physical Vapor Deposition Technique (PVD), in which the deposited material goes from
a vapor phase to the condensed one, while no chemical reaction occur in the gaseous phase
of materials to be deposited, differently respect to Chemical Vapor Deposition (CVD). It
is possible to define three main physical processes taking place during deposition, each
one of them confined by its spatial region(as shown in figure 3.2):

• Molecular beam generation, in which the material we want to deposit is heated up
to its evaporation or sublimation point, depending if the source is in liquid or solid
state;

• Propagation of the molecular beam towards the sample’s surface;

• Crystallization process, in which the depositant beam reaches the substrate surface
and interacts with it.

Molecular/atomic beam generation

In the MBE present in LASSE, Knudsen cylindrical cells (figure 3.3) are heated by elec-
tron bombardment guarantying small and controlled deposition rates, necessary for the
quality of epitaxial growth.
Effusion, within the evaporation phenomena, is described by a dynamic balance of emis-
sion and recondensation that is studied in the kinetic theory of gasses and synthetized in
the expression of the mass effusion rate, known as Hertz-Knudsen equation2:

dNe

Adt
= av(peq − p)

√
Na

2πMKBT
[m−2s−1] (3.1)

2Eq. 2.2 in ref [38]
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Figure 3.2: Schematic representation of an Molecular Beam Epitaxy setup.

where peq is is the equilibrium pressure at the surface of the material, p the pressure of
the environment and av is a parameter empirically introduced by Knudsen, such that it
represents the re-deposited fraction (1−av). M is the molecular weight of the evaporating
species, T the evaporating temperature and kB and Na are the Boltzmann and Avogadro
constants, respectively.
Given this equation, we can define a first evaporation mode, described by Langmuir 3

as evaporation from free surface. This mode makes use of low environment pressure and
material in a boat-like container in order to reach high evaporation rates: due to low
pressure, the vapor phase is considered in equilibrium with the material’s surface and
no re-condensation takes place (av = 1, p ≃ 0). This techniques usually presents higher
evaporation rates, with broad angular distribution.
A second evaporation mode, known as Knudsen technique, can be used: it is different
from the previous one due to the use of an isothermal enclosure with a small aperture
from which the material is evaporated. Within this container, which is called crucible, the
equilibrium pressure is maintained and the aperture works as an evaporating surface with
av = 1 (since no actual surface is present there for re-condensation to take place). This
crucible shape limits the angular distribution of the emitted material and improves the
stability and tunability of the temperature-controlled effusion rate given by the isothermal
enclosure. In order to have low deposition rates ( 1 nm/s), this second evaporation mode

3Eq. 2.18 in ref [38]
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(a) (b)

Figure 3.3: Image of an effusion cell, with the comparison between the schematic of it (b) and a real one
(a), namely the Co effusion cell used in LASSE, for which a rod of material is used. The filament is used
to produce electrons that are accelerated towards the crucible set at high voltage.

is preferred.
In the used setup (figure 3.3), a current of few amperes flows into a tungsten filament,
which emits electrons by thermo-emission. This cloud of electrons is then accelerated
onto the cylindric crucible thanks to the high voltage set to it. The power of electron
bombardment can be controlled either through the current applied to the filament or
the high voltage (few kV) applied to the crucible. The electron bombardment heating,
compared to a conventional resistive heater (a filament twisted around the outer walls of
the crucible), shows better time response of the evaporant to the heating source and lower
heating of the outer walls of the cell. Heating by irradiation and thermo-emission from
the filament is also present and can be enough to evaporate highly volatile material like
Tellurium without needing the high voltage.
Crucibles are used for materials that are liquid at the used vapor pressure (e.g. Au, Ag,
Sn) or solids in the form of powder/fragments (Te, Ge) or insulating materials (such as
MgO). For conductive materials that evaporate trough sublimation, it’s possible to use
directly a metallic rod (such as for Fe, Pt, Co).

Beam propagation and UHV condition

After the effusion, the beam propagates, through a hole in a shutter that limits its spatial
broadening, until the substrate mounted on a xyz vacuum manipulator. The cell-to-
substrate length is usually ∼ 20 cm, therefore it’s requested that the beam can propagate
this length without interactions. In order to have this condition satisfied, it’s important to
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consider the inelastic mean free path of the used atomic species at the chamber’s pressure.
This can be taken as the reference maximum distance for atoms to be crossed without
scattering events and it is expressed by [67]:

L =
1√

2πnp2
, with n =

p

kBT
(3.2)

Where p is the chamber pressure, kB the Boltzmann constant and d the molecule/atom
diameter. Therefore, a good estimate for it is:

L = 3.11 · 10−24 · T

pd2
(3.3)

This approximated calculation only accounts for a single particle propagating in the envi-
ronment, while a more precise model, also accounting for the density of particles emitted,
allows to compute more precisely the maximum residual gas pressure or, equivalently, the
mean free path of beam’s particles (Lb) required in order to neglect scattering events:

L−1
b =

√
2πnbd

2
b + πngd

2
bg

√
1 + v2g/v2b , with dbg =

1

2
(db + dg) (3.4)

Where nb, db and vb are concentration, diameter and average velocity of the beam’s
molecules, while the subscript g refers to the residual gas in the chamber.
Using this formula with standard parameters such as (1) room temperature (Ta = 300K),
(2) a typical semiconductor as Ga (db = 2.7 · 10−10 m), (3) a flux rate of roughly
nb = 2.6 · 1016 m−3, (4) Lb = 0.2 m, a N2 environments and considering the formula
for p in equation (3.2) we get pg(max) = 7 · 10−2 Pa equivalent to roughly 5 · 10−4 Torr.
From this, it is evident that scattering events are not a problem in the LASSE’s SPC
conditions (10−10 Torr) and can be neglected for both a single beam and two materials
in co-evaporation.
There’s another reason for which UHV is required, which is to avoid surface contamina-
tion: the sample’s surface is exposed to the residual gas in the chamber and therefore
some of it will deposit on it, until the formation of a monolayer of gas adatoms/contami-
nants. In order to maintain the required purity during growth, the time needed to form a
monolayer of contaminants tc must be much smaller than the one to deposit a monolayer
by evaporation tev (both considered for unit area):

tev ≪ tc (3.5)
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These parameters can be estimated by the rate of particles striking on the unit surface
for second. tev is inversely proportional to the evaporation rate set at the Knudsen cell,
whose standard values are 1019 m−2s−1 for growth rate of 1µm/h in the case of Ga, which
is close to the case of study. For tc, we need to consider the molecules randomly striking
on sample’s surface following the kinetic theory of gasses, so that:

w = pi

√
Na

2πkBMiT
(3.6)

where pi is the partial pressure of the considered contaminant (let’s say N2 molecules),
Na is the Avogadro number and Mi the molecular weight. For the nitrogen molecule at
room temperature, we get wi = 5.74 · 1022 · pi, so that it’s possible to see how controllable
this is through pressure.
With pi = 10−7 Pa (∼ 10−9 Torr) we get approximately tc = 104 tev. Furthermore,
we should consider the sticking coefficient of residual gasses (i.e., the probability of an
atom/molecule to stick on a surface after hitting it, usually ≪ 1), strongly playing in
favor of low contamination rates.
All in all, the vacuum condition of the used instrumentation is satisfying the require-
ments for extremely high purity of the grown samples, as it has been also verified with
spectroscopy techniques (XPS).

Deposition and crystallization processes

As said in previous paragraphs, the rate of atoms/molecules impinging on the substrate’s
surface is determined by the power used to heat the crucible and by geometry factors,
while it’s not affected by propagation through UHV.
In order to give an estimate of this rate, a quartz crystal microbalance can be positioned
in the deposition situ: this device employs a gold plated piezo crystal which oscillates with
its natural frequency, which is changing with the amount of material (mass) sticking on
its surface and that can be detected, up to a single layer precision, through the Sauerbrey
equation [86]:

∆f ∗

ff
= −2f

Zq
m (3.7)

with ∆f the change in frequency, ff the fundamental harmonic, Zq a parameter char-
acteristic of the crystal used and m the deposited mass. Developing the equation under
the approximation of solid thin films deposited, causing only a small change in frequency
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(e.g. < 5%), we can get the following estimate for the aerial density difference ∆Σ4:

∆Σ =
∆M

Area
= −C

∆f

n
, with C =

vqρq
2f 2

0

. (3.8)

where n is the number of harmonic frequency considered (fn = n·f0) and C the sensitivity
constant dependent on crystal properties.
Given the ∆Σ it’s possible to estimate the deposited thickness (t), by knowing the sticking
coefficient (S) the material’s density (ρ), with the formula:

t =
∆Σ · S
ρ

(3.9)

where parameters S and ρ are tabulated for the different materials.
The growth of material on the substrate is a process that takes place far from equilibrium,
governed by the kinetics of the surface mechanisms occurring when the impinging beams
react with the outermost atomic layers of the substrate.
During deposition, four main phenomena take place (presented in figure 3.4a): (i) adsorb-
tion of atoms(molecules) impinging on the substrate, (ii) surface migration and dissoci-
ation of deposited molecules, (iii) incorporation into the crystal lattice and (iv) thermal
desorption of not incorpored species.

(a) (b)

Figure 3.4: (a) Interplay of kinematic processes taking place during epitaxial growth, while (b) reports
the possible growth modes that can be achieved.

The adsorption process is composed by a first step of physical adsorption (weak bonding)
and a second of chemical adsorption in which the adsorbate is incorporated in the crystal
lattice. Depending on the dynamic of this process, partially controllable with working

4expressed in SI units of kg ·m−2
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temperature and evaporation rates, different modes of growth can be achieved, resulting
in three distinct surface morfologies (figure 3.4b):

• Layer-by-layer (Frank-Van der Merwe): growth through sequential monolayer for-
mation leading to the most homogeneous samples,

• Island-nucleation (Volmer-Weber): tridimensional clusters are formed on the sub-
strate during growth due to low mobility of adatoms or low wettability5 of the
substrate, resulting in irregular surface.

• Layer-plus-island (Stranski-Kranstanov): after few uniform monolayers formation,
clusters start to form. This effect is induced by mismatch strains and by the change
of surface energy while the substrate layer seen by adatoms is modified.

The first mode of growth is required in order to obtain high quality crystalline samples;
increasing the sample’s working temperature can favour this type of growth enhancing
the surface mobility of ad-species. The temperature increase also allows for the sample’s
structure reconfiguration in its most stable phase (the crystalline one), as seen for the case
of SnTe deposition ( T ∼ 200°C allows for crystalline growth while the amorphous phase
is obtain from deposition at ambient temperature). In order to avoid strain effects that
would lead to the Stranski-Kranstanov growth, the choice of the substrate is fundamental:
the mismatch between the lattice parameters of the substrate and grown layers should be
minimized in order to reduce strain effects and favour the single crystal growth.
In the case of multiple materials co-deposition, it must be considered how the different
evaporation temperatures affect the growth, since the single growth rate is not the same
of the multi-component one. This could lead to non-stoichiometric samples and therefore
the combined growth rate have to be double checked by XPS stoichiometry analysis in
order to correctly calibrate the single effusion cells temperatures. This could be the case
of GeTe growth, for which the higher evaporation temperature of Ge with respect to Te
leads to a Ge vacancy during crystal growth (higher temperature leads to higher mobility
and thus to higher probability for desorption). In order to compensate this effect, an
increase of Ge effusion rate is required.

5The wettability of a material, sometimes also related to the wettability potential [6], can be related to
the difference in bond strengths, that leads to the difference in surface energies between the two species.
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3.3. LEED

Elastic scattering/diffraction of electrons is a common technique used for obtaining struc-
tural information about surfaces.
Low Energy Electron Diffraction (LEED) is based on the collection of low-energy electrons
scattered by the Bragg planes at the surface of a single-crystal [75]. The experimental
setup for LEED consists of an electron gun producing a primary electron beam and a
system aimed for the observation of the Bragg diffraction spots.
The electron beam is produced by thermionic emission from a filament within the Wehnelt
cylinder6 and then accelerated and focused with electrostatic lenses.
Electrons back-scattered from the sample hit the fluorescent screen, aimed to the visual-
ization of the diffraction pattern, after being filtered by three retarding grids (necessary
to remove spurious signals coming from inelastically scattered electrons).
The high degree of surface sensitivity comes from the choice of electrons’ energies (typi-
cally 20 - 500 eV), giving a De Broglie wavelength comparable with the lattice parameter
(∼ 1 Å) and so a large elastic back-scattering cross-section of the atoms in the sample:

λ[Å] =

√
150.41

E[eV ]
(3.10)

Furthermore, we also have the minimum inelastic mean free path of electrons in the region
30 - 300 eV, guarantying high surface interaction 7.
The requirements for constructive interference at the fluorescence screen are given by

the Von Laue condition [4] for constructive interference:

ei(kout−kin)·R = 1 (3.11)

giving as a result energy conservation, demanding that the modulus of the incident wave
vector, kin, equals that of the outgoing one, kout, and that the components of these wave
vectors parallel to the surface satisfy the equation:

k∥out = k∥in + ghk , (3.12)

where the reciprocal lattice vector is:

ghk = hb1 + kb2 (3.13)

6cylindrical electrode used for control and focusing of an electron beam in thermionic devices [113].
7for this range of energies λIMFP ≃ 1Å.



3| Experimental Methods 35

(a) (b)

Figure 3.5: (a) LEED experimental setup and (b) Ewald sphere for elastic back-scattering on a two-
dimensional surface. Adapted from [106].

with b1 and b2 primitive translation vectors of the reciprocal lattice:

b1 = 2πa2 ∧ n/A

b2 = 2πa1 ∧ n/A
with A = a1 ∧ a2 · n (3.14)

where n is the vector normal to the considered surface.
The diffraction requirements are conveniently represented using a simplified version of the
Ewald sphere used for three-dimensional periodic systems as shown in figure 3.5in which
we use rods on the out-of-plane direction (being the conservation of the k⊥ not required).
The main drawback of this technique is that it requires UHV conditions in order to reduce
undesired scattering events and hence requires to be employed in vacuum apparatus. The
common use of it is to characterize surfaces during growth and preparation processes.

Figure 3.6: (a) Example of an hexagonal two-dimensional lattice and (b) its reciprocal. (c) LEED pattern
of a Si(111) presenting a 7× 7 surface reconstruction.
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3.4. Photoemission spectroscopy

Photoemission spectroscopy is an extremely versatile measurement technique that makes
use of photoelectric emission in order to investigate the binding energies of the atoms
constituting a material. This can be done for chemical characterization purposes as well
as for structure investigation and energy bands analysis.
A monochromatic soft X-rays beam is focused on the sample to excite a region of it (pho-

Figure 3.7: Scheme of a photoemission spectroscopy (PES) setup.

ton energies ranging from 8 to ∼ 1490 eV). As a consequence of energy conservation, some
electrons are emitted with kinetic energy Ek by the sample according to the photoelectric
effect equation:

Ek = hν − Eb − Φ (3.15)

where hν is the photon energy, Φ the work function of the investigated material and Eb

the binding energy of the electron involved (see also figure 3.8a). The requirement in
order to have emission of an electron from a bond level is hν > Eb + Φ.
The emitted electrons can propagate inside the material, before undergoing unelastic
events (phonon excitations, plasmon excitations or interband transitions), for a distance
comparable to the Inelastic Mean Free Path (λIMFP ), defined as the mean distance be-
tween to consecutive scattering events, that can be computed with the universal formula:

λIMFP [Å] =
1430

E2
k [eV ]

+ c ·
√
Ek[eV ] (3.16)

where c = 0.54 for metals and 0.72 for insulators.
According to the Lambert-Beer law, the contribution of emitted electrons intensity from
the depth z of a sample is:

I(z) = I0 · e
− z

λIMFP (3.17)
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(a) (b)

Figure 3.8: (a) Represents the photoelectric effect while (b) shows how the escape depth changes respect
to the collection angle θ.

resulting in a negligible intensity for z > 3 λIMFP . As a result, a good estimate for the
surface sensitivity of this investigation technique is the λIMFP , varying from few Å to few
nanometers.

In order to increase, when required, the surface sensitivity, it is possible to increase
the collection angle θ of the analyser with respect to the sample’s surface normal. For
0 < θ < π/2, the escape depth can be defined as:

dED = λIMFP cos θ (3.18)

as reported in figure 3.8b.
Once the electrons are emitted from the sample, they can be acquired by an hemispherical
electron energy analyzer, shown in figure 3.7, consisting in a first section of electrostatic
lenses to slow down electrons to the pass energy Ep, two hemispherical electrodes (in
order to only select electrons with the pass energy Ep) and an electron detector (e.g. a
channeltron detector) [60]. The emitted electrons intensity can be resolved8 in energy by
changing the pass energy of the hemispherical detector. By considering how the electrons
disperse in the orthogonal direction to the analyzer axis, e.g. along x in figure 3.7, and
using a position sensitive detector (e.g. a micro-channel plate), it is possible to resolve the
emission angle. This allows for the analysis of bands dispersion in the reciprocal space,
as in Angle Resolved PES (see section 3.4.3).

8The term resolution is often used in spectroscopy experiments to express the capability of distinguish
different quantities, e.g. energy, momentum or spin of the detected electrons.
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3.4.1. XPS

In X-ray Photoelectron Spectroscopy (XPS) high photon energies are employed to analyse
core-level electrons, to study the surface chemical composition and the electronic states
of a material. In the LASSE setup, the X-ray tube allows to choose between an Al−Kα

source, corresponding to a photon energies of 1486.6 eV, or an Mg − Kα source with
energy of 1253.6 eV. Both of them presents satellite peaks that has to be accounted for
when evaluating the spectra9.
The result of a measurement is a spectrum of electron counts vs kinetic energy in which
core-levels peaks are superimposed to the background of secondary electrons. CasaXPS
software has been used for spectrum analysis, allowing to subtract the background sig-
nal (Shirley or linear profile have been used in this work) and fit the peaks with their
components.

Figure 3.9: Example of Casa-XPS software spectrum analysis reporting Te and Ge peaks used for stoi-
chiometry and the components used during fitting. The figure also reports an example of Shirley back-
ground subtraction [100]-

.

Since every peak detected in the spectra is related to a core-level of an atomic species,
eventually presenting shift and deformations related to chemical and structural effects,
a qualitative analysis of intensity peaks allows, for example, to detect the presence of
contaminants in the sample (C residuals after exposure to environment or oxidation of the
surface). A quantitative comparison, on the other hand, allows for thickness calculation
(considering peaks attenuation through an overlayer) and stoichiometry computations.

9A satellite peak is a non negligible second emission line typical of an X-ray lamp, usually with intensity
of a few percentage (∼ 3− 10%) of the main peak, positioned within some dozens from it.
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The intensity of a peak can be expressed as:

Ii ∝ CiΦσiλiTi (3.19)

where Ci indicates the concentration of the atomic species i, Φ the photon flux, σi the
photo-emission cross section, λi is the inelastic mean free path of the photo-emitted elec-
trons and Ti is the transmission of hemispherical analyzer.
In actual stoichiometry computation, Φ is constant within a single measure, while when
comparing different acquisitions it can be accounted for by normalizing all the spectra to
a reference intensity peak (e.g. a Ta 4f peak is used at LASSE, since a tantalium foil is
present on the sample manipulator for this purpose, but other stable metals as Au could
also be exploited). Both the λIMFP and T are functions of the electron’s kinetic energy
Ek. For the common case of Ek,i ≫ 100eV 10, it is possible to approximate λIMFP ∝

√
Ek

and, being T ∝ 1√
Ek

for hemispherical analysers, it results λIMFPT = const. The σ is
tabulated as it both depends on the specific core level and on the used photon energy.

3.4.2. XPD

X-Ray Photoelectron Diffraction (XPD) is a diffraction technique employed to probe
the structural order of thin films. It typically works in the same energy range of XPS,
analysing the diffraction pattern of photoelectrons at a specific energy, associated to a
core level of a given atomic species. The main difference with respect to other diffraction
techniques is the ability of XPD to be chemically selective, allowing to analyse lattice
positions of single atomic species of the compound.

Figure 3.10: (a) Scheme of the forward scattering effect, giving highest intensity along the preferential
crystallographic axis. (b) Example of intensity modulation versus the collection angle θ for a simple cubic
structure.

10for all the considered i peaks
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Figure 3.11: (a) Scheme of the typical XPD experiment, with variation of the θ angle, while (b) shows
the different diffraction direction considered when tilting the angle ϕ.

In order to understand this technique is necessary to consider every atom in the excitation
volume as a scattering centre and electrons in their wave representation: depending on the
direction considered by the detector there will be constructive or destructive interference
of emitted electrons according to the lattice principal directions, as shown in figure 3.10a.
For high energy electrons, e.g. above 500 eV, the scattering amplitude is mainly in the
forward direction, leading to the so called "forward focusing", in which the intensity of
electrons increases along the particular directions in which there are more scattering cen-
ters. Thanks to this interpretation, the increase in the detected intensity is associated to
a preferential axis (low Miller indexes axes) of the lattice.
By tilting the sample along the angle θ (collection angle shown in figure 3.11a), is there-
fore possible to see this effect and retrieve the diffraction pattern. By changing the angle
ϕ, corresponding to a rotation in the surface plane of the sample investigated(see fig-
ure 3.11b), it is possible to perform diffraction along different crystallographic directions
(important in the case of two different main symmetry axes as in the case of GeTe, where
it necessary to distinguish between the ZA and ZU directions of reciprocal space).

3.4.3. ARPES and S-ARPES

Angle Resolved Photoemission (ARPES) is a leading surface sensitive technique that en-
ables to measure simultaneously both angle of emission (which, in oriented single crystals,
is related to the photoemitted electron momentum k) and kinetic energy of electrons, giv-
ing access to the band structure near the Fermi surface of solid materials.
This technique has been exploited during beamtime at Synchrotron Elettra in Trieste,
in collaboration with the staff of Advanced Photoelectric Effect (APE) beamline. The
purpose of the collaboration has been to investigate the band dispersion and the spin
maps of the ternary alloy GeSnTe grown at Polifab.
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Figure 3.12: (a) Scheme of ARPES: the difference with respect to traditional PES is the spatial dispersion
versus the k∥ component. (b) Schematic representation of momentum conservation of electrons escaping
into vacuum.

When a photoelectron is created inside the sample, due to momentum conservation:

kin = kbound − khν (3.20)

where kbound is the momentum of the electron in the bound state, kin the one of the
excited electron within the material [76].
The beam used at the APE Low Energy endstation (APE-LE) has energy in the range
8-100 eV, i.e. the photon momentum is much smaller than the momentum of one elec-
tron in the valence band of the material (khν = 2π

λhν
∼ 2π 108m−1, small with respect to

ki = 2π
a
∼ 2π 1010m−1): it is then possible to consider only transitions in which electron’s

momentum is conserved (direct transitions) inside the solid kin = ki = k.
An excited electron within the material, with energy Ek = hν −Eb −Φ, has to overcome
the step barrier given by the inner potential V0, originated by the symmetry breaking
along the normal to the surface 11, at the interface with vacuum. This surface barrier
truncates the periodicity of the crystal potential along the direction normal to the surface
(z), hence, only the component of the wave-vector parallel to the surface is conserved (k∥).
Considering the electron’s wave vectors and crystal momentum as presented in figure 3.12b,
with energy Ek = ℏ2(k∥+ k⊥)2/2m and spatial dispersion along the kx component (equiv-

11The inner potential V0 can be inferred experimentally observing the periodicity of the dispersion
E(k⊥) doing experiment at θ = 0 and varying the photon energy hν.



42 3| Experimental Methods

alent to probing at ϕ = 90°), one obtains [76]:

k∥,in = k∥,out = sin θout kx

√
2mE2

k

ℏ
≃ 0.5

√
Ek[eV ] sin θout Å−1 (3.21)

while for the component normal to the surface:

k⊥,in =
1

ℏ
√

2me(Ek cos2 θout + V0) ≃
1

ℏ
√

2me(Ek + V0) (3.22)

being the detected θout really small and so cos θ2out ∼ 1.
By using a both θx and θy dispersion, two dimensional wave-vector maps (Ek vs kx and
ky) can be built by fixing the kinetic energy of the acquisition. Introducing proper spin
detectors, it is also possible to perform spin-resolved ARPES (SARPES).
As dipole approximation holds, the spin is conserved in photoemission process thanks
to the selection rule ∆S = 0 and initial spin state can be inferred from polarization
measurements on the photo-emitted electrons [73]. The spin polarization of electrons
can be investigated using Very Low Energy Electron Diffraction (VLEED), present at the
Elettra synchrotron. This detection system is located after the hemispherical analyzer and
employs the spin dependent diffraction coefficient of electrons impinging on a ferromagnet.
The ferromagnetic target is a Fe(001)-p(1x1)O ([9–11]) whose in-plane magnetization M
can be switched through specific current pulses, leading to different reflection probabilities
whereas the spin of incoming electrons is aligned to the magnetization (lower reflection)
or not (higher reflection due to the absence of available states for absorption with same
spin within the material). This effect is caused by the exchange scattering cross section,
calculated by Kessler in [52] as:(

dσ

dΩ

)
exc

= I(θ)[1 + S(θ)excP · m̂] (3.23)

with P the electron beam polarization vector and m̂ the magnetization direction of the
scattering centers. S(θ)exc is the effective Sherman function, accounting for the asymmetry
performances of the specific target in the case of both a polarized electron beam and an
unpolarized one for a fixed geometry.
The reflected polarized beam of electrons is then collected by a channeltron detector
located close to the ferromagnetic target and the electrons polarization can be retrieved
comparing the electron current intensities detected for the opposite orientations of M (Iup
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(a) (b) (c)

Figure 3.13: (a) Scheme of the S-ARPES setup with the two VLEED targets in order to investigate the
3D distribution of spin polarization. (b) Example of a spin scan at a particular kx and ky and (c) a spin
map of Au(111) surface [95].

and Idown). The polarization is determined as:

Sp =
1

S(θ)exc

Iup − Idown
Iup + Idown

(3.24)

During experiments, the Sherman factor needs to be calibrated experimentally on a ref-
erence sample by a reference beam with a known degree of spin polarization as:

S(θ)exc =
1

Sp0

Iup − Idown
Iup + Idown

(3.25)

This powerful technique allows for the most complete analysis of energy bands, providing
either plots with the electron counts vs Eb for fixed kx and ky during acquisition, as shown
in figure 3.13b, or spin maps, like the one in figure 3.13c, in which only ky (or kx) is fixed
and counts are represented by means of colour intensity for the two spin polarizations.
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3.5. Ferroelectric characterization by current-voltage

methods

The ferroelectricity of samples can be investigated studying the sample’s polarization P
either locally (measurement area ∼ nm2) with Piezoresponse Force Microscope (PFM) or
on a larger scale (∼ 40× 40µm2) using an electric technique.
PFM consists of an opportunely modified Atomic Force Microscopy (AFM) in which a
conducting tip is used to sense the piezoelectric response of a material (exploiting the link
between piezoelectricity and ferroelectricity presented in section 2.1), with a space reso-
lution ∼ nm2 given by the size of the tip [1]. Since PFM measures a mechanical quantity
rather than a current, it suits both for insulating and semiconducting ferroelectrics [66].
Despite its potential, this technique was not used in our work, for which a large-scale
character of ferroelectricity in the samples was considered more relevant.
The second type of measurements, namely current-voltage, has been used in the work:
this type of analysis requires metallic contacts to be deposited on the sample (the size of
contacts determines the resolution scale of the technique) and a probe station to contact
the pads.

Si substrate

Ferroelectric film
SMU

Electrode 1

Electrode 2

P
n

Figure 3.14: Scheme of a typical current-voltage measurement setup, with the signals applied by mean
of a source measure unit (SMU).

The prototypical scheme for these measures is to place the ferroelectric film between
top and bottom electrodes, as presented in figure 3.14. By applying a voltage between
them, it is possible to change the polarization state of the film and detect this effect by
measuring the displacement current. The polarization P of a material is associated with
a charge distribution (surface σP and bulk ρP ), but in the case of ferroelectrics the only
charge density present is the surface one, located at the interface with the top and bottom
electrodes, P = σP n, where n is the normal to the interface. Therefore, any change in
time of P gives rise to a displacement current JD.
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This result can be directly obtained from Maxwell equations, considering the displacement
field D, along the direction perpendicular to the thin films surfaces, e.g. D = D u⃗z:

D = ϵ0E + P (3.26)

and the displacement current being:

JD =
∂D(t)

∂t
= ϵ0

∂E(t)

∂t
+
∂P (t)

∂t
(3.27)

For a paraelectric material P = ϵ0χE, with χ the dielectric susceptibility of the material,
so that equation (3.27) reduces to the capacitor equation J(t) = ϵ0ϵr

d
dV
dt

. For a ferroelectric
material instead, P = Pr + ϵ0χE, so that the remanent polarization gives rise to an
additional current term:

Jr =
∂Pr
∂t

(3.28)

Thanks to this last equation, is possible to retrieve the polarization variation by integrat-
ing, over a finite time interval, the displacement current:

∆Pr =

∫ tf

ti

Jr dt (3.29)

3.5.1. PUND

The commonly used current-voltage measurement technique is called Positive Up Neg-
ative Down (PUND) and it consists of a series of triangular voltage pulses applied to
the electrodes, in the order presented in figure 3.15a, while measuring the total current
(superposition of the capacitor current of the film and the displacement current). A first
negative voltage pulse is used to initialize the sample’s state. After this one, two positive
pulses are sent: the first one induces the change in polarization direction and produces a
current peak at the coercive field value, while the second is used as a reference background.
IU should be zero in an ideal dielectric, while it’s not in the case of leaky materials and
spurious effects. These effects are present both in IP and IU , so that they can removed by
subtraction. The remaining current Ir = IP − IU is normalized to the contact area and
used in equation (3.29) to retrieve the polarization. The same considerations hold for the
negative voltages, where Ir = IN − ID, so that the hysteresis loop for the polarization is
obtained.
An example of this procedure is presented in figure 3.15, for a sample of BaTiO3 taken
from [80]. The opening of the current loop in figure 3.15c is related to the equivalent
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Figure 3.15: Positive Up Negative Down (PUND) working principle. (a) Series of pulses applied to
electrodes, while in (b) the related currents (see respective colors) are reported: the peaks on the two
sides are the switching currents. (c) and (d) report an example of the measured current and hysteresis
polarization loop for a sample of BaTiO3, adapted from [80]. The integration of Ir can be performed
with respect to the voltage scale, being linearly proportional to time for voltage ramps.

capacitance of the system (e.g. wider opening corresponds to higher capacitance, since
I(t) = C · dV

dt
and dV

dt
= const for the applied voltage ramp).

This technique is fast and reliable for ferroelectric oxides, in which the current background
(namely IU and ID)12 is small (∼ 0.3µA) and the displacement current is high (typical
P ∼ 30µC/cm2), but it is not suited for conductive samples, in which the switching
current is buried in the background signal. For example in GeTe, the background current
is 105 times larger than the expected displacement current. This issue opens the way to
other current-voltage techniques, relying on a change in resistance of ferroelectric-metal
interfaces, which is presented in the following subsection.

12The values presented as a reference are the ones related to the BaTiO3 sample shown in figure 3.15,
for which (100× 100)µm2 electrodes were used.
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3.5.2. Macroscopic gating: bipolar resistive switching

In order to overcome the issue of conductive samples in PUND measurements, another
current-voltage technique has been developed during the study of GeTe-based devices in
the work of S. Varotto et al. [97, 98]. This method focuses on the specific resistance of a
metal-ferroelectric film interface.
When a semiconductor is interfaced with another material, its electronic bands experience
a bending as a result of the electrostatic potential barrier at the interface. Considering
the case of GeTe in contact with a metal, an Ohmic heterostructure is usually obtained
due to its high density of free carriers (p > 1019 cm−3). For a non polar semiconduc-
tor, the depletion region (region in which a band bending is present) that forms in the
semiconductor is:

Xd =

√
2ϵ0ϵrVbi
qN

(3.30)

Where ϵ0 is the dielectric permeability in vacuum, ϵr the relative dielectric permeability
(ϵr = 36 in GeTe), Vbi the built in potential caused by the difference between the work
functions of the two materials and N the dopant density.
The transport properties across the interface depends on the band structure, and the main
conduction mechanism for highly p-doped semiconductors is tunneling of carriers across
the barrier Vbi. The specific contact resistance can be expressed as:

ρc = ρc,0 · exp

(
2Vbi
h

√
ϵrm∗

N

)
(3.31)

Where ρc,0 is a constant depending on the materials. The dependency of ρc on the
potential barrier height Vbi and dielectric constant ϵr is the key to include the resistance
dependency on the polarization.
The interface resistance can be retrieved by theoretical models describing electronic bands
at the metal-semiconductor interface (known as a Schottky interface [91]) in the presence
of a polarization state, with polarization vector perpendicular to the junction. A general
model for transport properties of ferroelectric Schottky diodes was developed by P.W.M.
Blom in [13], and was found to be suitable also for highly doped semiconductors (as GeTe
and SnTe).
Such a model, whose detailed description goes beyond the scope of this thesis, predicts a
bistable and hysteretic behaviour of the metal/semiconductor interface barrier by deriving
a polarization dependent depletion width.
The result of this model is summarized in figure 3.16: the different orientation of the
polarization moves the surface charges in the semiconductor, leading to different band
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Figure 3.16: Schematic representation of the energy band profiles in a metal-semiconductor interface
(metal-GeTe) for the ferroelectric remanent polarization pointing towards the metal (a) and towards the
semiconductor (b).

bending at the interface. This results in a different depletion region (equation (3.30)) for
the two cases and so in two resistive states (see equation (3.31)).

Bipolar resistive switching

The experimental technique to measure the resistive switching introduced in the previ-
ous subsection is here presented. The resistive switching method preserves the working
configuration of electrode-ferroelectric film-electrode, but opens two different possible mea-
surement geometries, with respect to PUND measurements (section 3.5.1), which are both
presented in figure 3.17a: top-bottom gating, in which one electrode is located on the top
surface of the sample and the other is contacted to the substrate, and top-top gating, in
which both electrodes are contacted on the top surface of the sample.
When a top-top configuration is exploited, the bipolar switching is expected to take place
under both contact pads in an opposite way. The only measured resistive switch corre-
spond to unavoidable random asymmetries in the device. This leads this configuration less
suitable for gating with respect to top-bottom, in which the contributions are effectively
distinguishable. Nevertheless, this configuration could still be used in the case of rapid
test for the ferroelectric behaviour of a material, relying on the asymmetry of measured
pads (as a rapid test with no Ag-paste bonding of the sample required).
The probing technique consists of two different steps, presented in figure 3.17b:

• writing step, in which a rectangular pulse of variable intensity Vwrite (range ±15 V)
is used to modify the sample’s state (e.g. direction of the polarization P).

• reading step, in which a voltage ramp is applied to the electrodes while acquiring
the current with an ammeter. The maximum applied voltage Vread needs to be small
(e.g. < 1V) in order to not perturb the ferroelectric state.
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Figure 3.17: Overview of the bipolar resistive switching measurement method. (a) Reports the two
possible working scheme: top-bottom on the left and top-top on the right. (b) Intuitive picture of the
two steps of the measurement, writing step and reading step. (c) I-V curves for the two resistive states.
(d) Example of a hysteresis resistance loop. For pictures (c)-(d), red (blue) correspond to low (high)
resistance states.

The resistance of the system is then retrieved from the measured I(V) curves, reported
as example in figure 3.17c, and, as described in the previous section, the polarization
state can be inferred by this last. By changing the value of the writing potential Vwrite
it is possible to obtain R = R(Vwrite) showing an hysteretic behaviour for ferroelectric
materials, as reported in figure 3.17d It must be noted that the reading step allows to
read the non-volatile state of the system without perturbing it. This is an appealing
feature for memory applications, since in current technology the state-reading process is
usually destructive (e.g. FeRAMs [102]) and needs to be written again afterwards.

3.6. Spin polarized electron gun

The scope of this section is to present the working principle of the spin polarized electron
gun integrated in the LASSE setup (in the MC, see figure 3.1). The electron gun was
first designed in 1992 [22] and modified in 2004 for improved performances [16]. Its
original application was spin polarized inverse photoemission (SPIPE), in connection with
a photon detector. In this technique, the empty states right above the Fermi level are
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Figure 3.18: Scheme of the electron gun setup present in the Measurement Chamber (MC) at LASSE.

sensed by sending a beam of spin polarized low-energy electrons, which are absorded by
the sample releasing a detectable photon [46, 74]. Exploiting the spin polarization of the
electron beam, it has been possible to perform spin-sensitive absorption and reflection
experiments on magnetic films (e.g. on MgO/Fe(001) samples [9]) and spin-sensitive
transmission experiments on magnetic membranes [70].
The system is composed by a GaAs photocathode prepared in negative electron affinity
(NEA) condition, a laser used to excite the photocathode and an electron gun made of
two sets of electrodes (see also figure 3.18): the first section (composed by anode, Herzog
plate and spherical condenser) is used to accelerate the electrons in the lens system at the
right energy in order to obtain a collimated beam, while the second (composed by a set
of cylindrical lenses) is meant for beam deceleration and focusing.

3.6.1. Electron beam generation

In order to generate the electron beam by photoemission from the photocathode, this last
needs to be activated. The activation process prepares the GaAs photocathode to the
Negative Electron Affinity (NEA) configuration with a dedicated procedure in the Pho-
tocathode Preparation Chamber (PPC) (see figure 3.1), which consists of: (i) annealing
at 660 °C in order to desorb topmost layers, in order to remove all the contaminants,
and (ii) deposition of a thin film of cesium and oxygen (Cs:O) by alternating Cs thermal
evaporation and exposure to a O2 flux [78]. While the first step leads to a clean GaAs
surface, the second step leads to a thin layer of cesium oxide on top of the photocathode
in order to create a stable NEA surface [3, 34, 110].
The photocathode is then inserted in the Measurement Chamber (MC), where its surface
is excited with laser radiation of energy slightly larger than the GaAs gap (Egap = 1.422 eV
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Figure 3.19: GaAs Negative Electron Affinity (NEA) photocathode. (a) GaAs bands triggered during
laser excitation in order to produce a spin-polarized electron beam. (b) Energy scheme from electron
emission until collection at the sample, with Φp and Φp being respectively the work function of the
photocathode and the sample, Vs the difference in potential between the fermi levels of the two and Ek
the kinetic energy seen at the sample. Adapted from [70].

at room temperature, while hν ∼ 1.5 eV for λ = 808 nm) in order to trigger the transition
4p3/2 → 4s1/2. Thanks to the momentum conservation rules during photoemission and
a employing a circularly polarized light, it is possible to obtain a spin-polarized electron
beam.
The valence band maximum originates from 4p states of As, with a splitted band struc-
ture originating from SOC, while the conduction band minimum comes from 4s states of
Ga. The initial state has a fourfould degeneracy (±3/2,±1/2) while the final only has
twofold (±1/2). During photoemission, according to angular momentum conservation
rule, the only transitions allowed are the ones with ∆mj = 0, for linearly polarized light,
or ∆mj = 1,−1, respectively for right-handed (RCP) and left-handed (LCP) circularly
polarized light. It can be seen from the band scheme presented in figure 3.19a.
For instance, with left-handed circularly polarised (LCP) light, the only allowed transi-
tions are 4p3/2(mj = +3/2) → 4s1/2(mj = +1/2) and 4p3/2(mj = +1/2) → 4s1/2(mj =

−1/2). Despite both spin polarization are present on the excited state, an unbalance
between the two originates from the different transition probability, that are p[4s1/2(mj =

−1/2)] = 1/3 · p[4s1/2(mj = +1/2)], leading to a beam polarization P = (3− 1)/(3+1) =

0.5. This value defines the maximum obtainable polarization of 50%, while in real exper-
iments P ∼ 25% is obtained at the output due to the photon energy used, not perfectly
resonant with the gap, and the depolarization effects in the GaAs, due to the finite spin
coherence length, and in the electron gun.
The beam polarization can be switched passing from to LCP to RCP thanks to a Pockels
cell located between the linearly polarized laser and the photocathode, thus obtaining
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P = ±25%. The Pockels cell induces a phase shift of ±90° whether an high voltage of
1500-2000 V is applied in one direction or the other. Careful alignement of the incoming
polarization axis with the crystallographic axis of the cell is required in order to obtain
the right amount of phase shift.

3.6.2. Electron beam manipulation

Once emitted, the electrons are accelerated towards the electron gun by the anode (A)
and Herzog plate (HP) electrodes, as in the ray tracing scheme in figure 3.20b, up to 300
V. The high electric field in the A-HP region allows to obtain a parallel electron beam at
the entrance of the spherical condenser. This last is formed by two curved electrodes, Se
and Si, set at constant voltages in order to fix the pass energy at ∼ 300V. Their aim is
to rotate by 90° the electron beam propagation direction, while preserving its transverse
section area. The second section, composed by the electrodes E2-E5, constitutes the de-
celeration and focusing section. E2-E5 can be set to variable voltage (0-500 V) in order
to reach the best focus condition for every sample voltage Vs, whose meaning is explained
in figure 3.19b.

(a)
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Figura 7: Traiettorie simulate degli elettroni nel cannone elettronico: a) vista in sezione nel piano 

di moto degli elettroni; b) vista combinata con l’andamento del potenziale elettrostatico (asse z) 

 

L’andamento del fascio elettronico è riportato in Figura 7(a). Gli elettroni, emessi dal 

fotocatodo di GaAs (a potenziale Vfot = 0 V)(i) con E ≈ 0 eV, vengono accelerati attraverso l’anodo 

(A) e l’Herzog plate (HP) fino a circa 300 eV, corrispondente all’energia di passo del condensatore 

sferico definito dalle sfere interna (Si) ed esterna (Se). Lo spin degli elettroni emessi dal GaAs è 

perpendicolare alla superficie del fotocatodo, cioè diretto come il fascio (x); il condensatore sferico 

ruota di 90° la direzione del fascio (da x a y), mentre la direzione dello spin resta invariata (x): 

pertanto il fascio incide normalmente sul campione (y), mentre lo spin è parallelo alla superficie (x). 

Siccome la risoluzione in spin della SPIPE è legata al prodotto scalare tra P (vettore polarizzazione 

degli elettroni) e M (vettore magnetizzazione del campione), questa rotazione permette di avere 

P⋅M ≠ 0 nel caso di campioni magnetizzati nel piano (come tipicamente accade nei film sottili) e 

quindi misurare la struttura elettronica risolta in spin.  

I campi elettrici molto intensi nelle regioni dell’anodo e del primo HP rendono il fascio di 

elettroni parallelo quando entra nel condensatore sferico, cosicché all’uscita si ha un fuoco vicino al 
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Figure 3.20: (a) Beam characterization with respect to the voltage difference between the photocathode
and the sample Fermi levels Vs as reported in [16]. (b) reports the ray tracing simulation performed for
the standard working voltages of the electron gun setup. Adapted from [16].

The operational mode used in chapter 5 consists in keeping the photocathode grounded
while the voltage of the sample-holder Vs is modified (positive values) in order to change
the kinetic energy of electrons striking on it. A Faraday cup of diameter d = 0.5mm is
located on the high precision sample-manipulator and can be used for the beam size and
position characterization. In order to have electrons absorption on the manipulator, a
positive kinetic energy is needed to overcome the work function of the sample/Faraday
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cup (as shown in figure 3.19b, for Vs < (Φs − Φp) no electrons reach the target, since
they would have negative kinetic energy), thus setting a lower limit for Vs ≃ 5 − 25V.
Higher sample’s voltage improves both the transmission and focusing of the electron gun,
as showed in [16], reaching a stable transmission of ∼ 70% and beam spot size ∼ 1mm
for Vs > 15V.
These values are sufficient for IPE experiments, being the samples big enough, but a
smaller beam is needed when dealing with small samples, such as the suspended mem-
branes investigated in [70], with an active area of 1 × 2mm. A smaller spot size is also
needed for spin-injection experiments for vacuum STC conversion, since the size of devices
for these experiments would be small and the presence of contact pads would limit the
available area even more. In order to solve this issue, a laser with smaller spot size has
been used, together with a modified set of voltages for the electrodes, in order to obtain
better focusing. To this scope which a new control unit needed to be designed, improving
beam stability and beam size by exploiting a different configurations of electrode voltages,
larger than in the actual case. These improvements are shown in chapter 5.
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4| Growth and characterization of

GexSn1−xTe chalcogenide alloys

The principal scope of this thesis work has been the realization and characterization of
ultra-thin films of the ternary alloy GexSn1−xTe, with different germanium concentra-
tions, in order to explore new intermediate states, and their band structure evolution,
between the FERSC GeTe and the TCI SnTe. The work is inspired by the previous work
of Plekhanov et. al. [79] on the possible breakthrough in electronic bands engineering
obtained by adding a lattice distortion to the SnTe cubic crystal, for which we recall
section 2.5.2.
The experimental measures are supported by theoretical studies of the electronic bands
in this alloy performed by the team of professor Picozzi.
A first attempt of working with the combination of SnTe and GeTe thin layers in a epitax-
ial heterostructure has been performed in the group where the thesis has been done. The
deposition of thin layers of SnTe over a GeTe thin film has shown how the interdiffusion
of the Ge atoms in the SnTe matrix is not negligible. This diffusion process, activated at
T ≥ 250°C, has been then investigated as a way to prepare GeSnTe films with controlled
stoichiometry, in alternative to co-deposition of Ge, Sn and Te. The doping of the surface
layers can be controlled by the thickness of the deposited SnTe (e.g. lower concentration
of Ge for thicker SnTe layer).
The following chapter is divided as follows: section 4.1 is dedicated to the growth pro-
cesses and in-situ characterization performed at Polifab; section 4.2 reports spin- and
angle-resolved photoemission spectroscopy (S-ARPES) performed at the APE beam-line
of Elettra synchrotron in Trieste; in section 4.3 we present the ferroelectric characteri-
zation of the alloy while the final section 4.4 is dedicated to an overall discussion and
comparison of the obtained results with the theoretical predictions.
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4.1. Growth of samples and in situ characterization

In order to find an application in devices in its ferroelectric phase, SnTe would need to
be stable up to room temperature, but its Curie temperature is Tc = 100K. In order to
stabilize this phase, it has been exploited GeTe(111) as the underlayer for SnTe growth,
so that GeTe polarization could favour the α-phase of SnTe through dipolar interaction.
Both the polarization vectors for SnTe and GeTe, in their ferroelectric phase, are along
the [111] direction, corresponding to the out-of-plane direction.
A great advantage when growing similar crystals heterostructures is to have a small dif-
ference between the lattice constants, thus reducing crystal defects produced during the
process: in the case of SnTe deposited onto GeTe the mismatch is just ∼ 4%, being the
lattice constants aGeTe = 4.373Å and aSnTe = 4.537Å.
The growth of GeSnTe samples started from films of 18 nm thick GeTe grown by the
group of S. Cecchi and R. Calarco at Paul-Drude-Institut for Solid state electronics of
Berlin [14]. These samples are grown by physical deposition on a Si(111)(

√
3 ×

√
3)

reconstructed substrate; an Sb buffer monolayer is deposited on Si to allow subsequent
crystalline growth of GeTe(111) in its α-phase [104]. The GeTe is then capped with 20nm

of tellurium to protect it from air exposure.

4.1.1. Decapping procedure

Before starting the SnTe deposition, some pre-processing steps are necessary. The sample
is first cut in 5× 10 mm2 shape in order to fit on the sample holder and then it is cleaned
with two acetone and isopropanol rinses in order to remove organic contaminants. Once
the sample is inserted in the IC and moved to SPC (see section 3.1 for acronyms), the Te
capping is removed by a dedicated procedure.
While the usual decapping procedure consists in an annealing step, this cannot be done
directly on the GeTe samples. The evaporation temperature for the Te capping is ∼ 250°C,
temperature at which the oxygene atoms present on the surface (as TeOx) diffuse within
the inner layers and preferentially bonds with Ge atoms. The desorption of oxygen from
the GeTe structure would require temperatures higher than the evaporation threshold for
the GeTe itself (280°C), making the process not feasible.
The same procedure is applied also for decapping SnTe and GeSnTe samples (capped
with a 20 nm of Te) since the issue of oxygen interdiffusion is common to all the three
materials. The ad-hoc procedure consists of:

• Oxide removal. A rastering sputtering is performed with an Ar ion beam at grazing
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incidence, with 1.5 kV energy and Ar partial pressure of ∼ 2 · 10−8mbar, in order
to sputter the oxide layer and residual organic components;

• Annealing. 30’ annealing at 250°C in order to desorb the capping Te layer. A careful
control of the temperature is necessary to avoid the evaporation of GeTe layers at
∼ 280°C.

• Crystallinity check and stoichiometry. The decapped sample’s crystallinity is inves-
tigated through diffraction tools as low energy electron diffraction (LEED), reflec-
tion high-energy electron diffraction (RHEED) or X-ray photoelectron diffraction
(XPD). The stoichiometry of the sample is measured from the XPS peaks, upon
normalization, for the different elements, namely Ge3d and Te4d (and Sn4d for GST
samples).

Some additional stoichiometric analysis are done during the process in order to ensure the
complete removal of the oxide while preventing the undesired sputtering of the GeTe thin
film (figure 4.1). The presence of the capping layer can be deducted from a much stronger
Te4d with respect to the Ge3d (or Sn4d), being these two intensity peaks attenuated by
the presence of the overlayer.
This procedure can be used both at LASSE and at the synchrotron facility, with the only
difference of the XPS being done with different photon energies, thus requiring different
normalization coefficients for the XPS intensity peaks: the ionization cross-section, the
inelastic mean free path of electrons and the transmission of the analyser depend on the
kinetic energy of electrons and therefore on the excitation photon energy (as discussed in
section 3.4).
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Figure 4.1: XPS spectra for sample ST3 (see section 4.2.1) during the sputtering process. The second peak
in Te4d originates from the oxidized tellurium (after ambient exposure) due to chemical shift effect. In
the second spectrum (green), this peaks are removed and the absence of oxygen and organic contaminants
can be checked on their characteristic binding energies (on the two panels on the right).
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4.1.2. SnTe deposition

The SnTe is grown on top of the GeTe film (18 nm thick) by mean of molecular beam
epitaxy (MBE) from a single crucible containing SnTe fragments in the amorphous/ mul-
ticrystalline phase. In order to favour high crystal quality during growth, the deposition
rate needs to be kept low (∼ 2.4Å/min) and the temperature of the sample needs to be
∼ 200°C. Higher substrate’s temperature favours the surface mobility of the deposited
material, which leads to layer by layer growth (see section 3.2), but also increases the des-
orption rate, so that the optimal temperature of 200°C has been found for SnTe. Another
method that can be used in order to obtain crystalline SnTe is to perform the deposition
at room temperature followed by an annealing at 200°C in order to let the lattice relax
in the more stable configuration. This technique produces lower quality samples with
polycrystalline structure, therefore it has not been exploited.
The stoichiometry of SnTe is cross-checked by an XPS analysis, while its crystallinity by
XPD (reported in figure 4.2b), which allows to be chemically sensitive and characterize
the single element behaviour. The measurement on the sample before annealing shows a
similar geometrical distribution of Te and Sn atoms, corresponding to the ZA direction
of the sample. The presence of an added peak at ∼ 20° for Sn could be related to the
ferroelectric displacement of Sn atoms in the Te matrix. The presence of two different
polarization domains within the investigated region could lead to multiple available axes
for forward focusing (see section 3.4.2). This possibility is not excluded at this point,
since the sample is not forced in one state or the other during growth (apart from the
weak dipolar interaction of the GeTe underlayer), but it has been considered not crucial.
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Figure 4.2: (a) Cross section of a SnTe sample and main crystallographic axis for the angle of XPD
acquisition θ along the ZA direction. (a) XPD spectra for Sn and Te before and after the in situ
annealing. The considered peaks are Te4d5/2 at Eb = 41 eV and Sn4d5/2 at Eb = 25 eV. (c) Projection
of the three dimensional Brillouin surface on the (111) direction.
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4.1.3. Ge doping of SnTe

The presence of GeTe as underlayer allowed to exploit a quite unusual doping method:
diffusion of Ge atoms from the GeTe film within the SnTe matrix was driven by an
annealing at 250°C. Upon annealing, both Ge and Te atoms from the GeTe interdiffuse
in the SnTe, causing either a substitutional or interstitial doping. The growth of SnTe is
reported to show a high Sn vacancies concentration [94], also causing its p-doped character,
therefore the dopants can fill the vacancies during the diffusion process.
In order to verify the quality of the sample after doping, stoichiometry and crystallinity
are again investigated. Figure 4.2b reports the comparison of XPD spectra before and
after doping for the Sn and Te atoms, respectively in green and orange with darker colours
corresponding the post-doping, showing how the crystal structure of the SnTe matrix is
preserved upon annealing. The data for Ge are not reported because of the low signal
during the XPD acquisition: the Ge peaks are superimposed to the Te4d satellite, thus
making them difficult to quantify in low counts measurements like XPD.
The XPS spectra in figure 4.3 show the different steps of the process: a first spectrum,
figure 4.3b, is acquired to investigate the stoichiometry of the GeTe underlayer (thinner
lines highlight the peaks components used for fitting); a second XPS is taken, after growth
of SnTe in order to evaluate the stoichiometry before and after the doping process (the
example in figure figure 4.3c is related to SnTe thickness of 20 nm).
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Figure 4.3: The schematic representation of the doping process activated by annealing is reported in (a).
Both Ge and Te atoms tend to diffuse into the SnTe matrix. (b) XPS spectrum for GeTe underlayer
before SnTe deposition, while (c) shows the spectra obtained on a GST sample with 20 nm SnTe layer
before and after the doping process. (d) Spectrum used for stoichiometry of a GST sample with 5 nm of
SnTe. The effect of satellite peaks is here highlighted. All the spectra were acquired with uν = 1486.6eV.
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The final stoichiometry is obtained from equation (4.1), in which the intensity I of XPS
peaks is normalized by the cross section σ (depending on the atomic orbital and the
used photon energy), the inelastic mean free path λIMFP (depending on the material and
electron’s kinetic energy) and the transmission of the electron analyser T (depending on
the electron’s kinetic energy).

Ca
Ca + Cb + Cc

=

(
I

σλIMFPT

)
a(

I
σλIMFPT

)
a
+
(

I
σλIMFPT

)
b
+
(

I
σλIMFPT

)
c

(4.1)

where C indicates the concentration of element a, b or c, which are Te, Sn or Ge (respec-
tively considering the peaks Te4d, Sn4d and Ge3d).
The photon energy used for in situ stoichiometry evaluation is 1486.6eV, corresponding to
the Al(Kα) transition. For low binding energy peaks Ek > 103 eV and so λIMFP ≃ 3 nm
(from equation (3.16)): normal incidence acquisition probes the bulk concentration and
shows higher Ge contribution with respect to what expected on the outermost layers
(due to the diffusion profile). A partial compensation of this bulk sensitivity on the final
concentration estimates can be obtained by considering the attenuated contribution of
the GeTe film to the measured intensity peaks. This allows to split the two contribu-
tions (GeTe, GeSnTe) and obtain a better estimate for the GST overlayer. The intensity
of an electron beam propagating in a slab of material with thickness t is given by the
Lambert-Beer law:

Ii(t) = Iie
−t/λIMFP (4.2)

Both IGeTeGe and IGeTeTe present this attenuation (proportional to the deposited thickness
t), while the intensity of electrons coming from elements in the upper slab are:

IGeSnTei = CiNiΦTσi

∫ t

0

e−z/λi dz = CiNiΦTσiλi(1− et/λi), (4.3)

where i could be either Ge, Te, Sn. Therefore the measured peak intensities are ISn(t) =
IGeSnTeSn (t), IGe(t) = IGeSnTeGe (t) + IGeTeGe (t) and ITe(t) = IGeSnTeTe (t) + IGeTeGe (t) and it is
possible to retrieve the composition of the GeSnTe layer.
The used doping method allows to obtain different concentrations of Ge atoms in the
uppermost layers by a careful tuning of the thickness of the deposited SnTe.
This method also allows to both ensure the SnTe growth in the α-phase (the dipolar in-
teraction with GeTe underlayer is needed) and dope the sample. Post-processing analysis
has shown that the doping concentration distribution is satisfying for the purpose of the
work, as reported in section 4.2.1. The diffusion profile is expected to produce a vertical
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diffusion gradient in the sample, but since the spectroscopy techniques used are highly
sensitive to the outermost layers, this is not a relevant issue.
Before exposing the samples to atmospheric pressure (to transport them to the syn-
chrotron), a capping layer of 20 nm Te is deposited in order to prevent contamination.
This capping layer has been then removed at the Elettra synchrotron, with the same
decapping procedure shown in section 4.1.1, before the S-ARPES experiments.

4.2. ARPES and S-ARPES characterization

The grown samples with different Ge concentrations were characterized by mean of XPS
and S-ARPES in order to evaluate respectively the composition and the band structure.
The results of this analysis are presented in this section, by introducing the four samples
taken into account and finally comparing their Rashba bands with the ones predicted by
DFT modelling.

4.2.1. GexSn1−xTe samples

Four different samples were taken into account for the band structure characterization,
with a varying concentration x of Ge (GexSn1−xTe). As presented in the previous sec-
tion, the doping was performed by an annealing-driven interdiffusion: the doping can be
controlled by tuning the SnTe layer thickness.
Given the same GeTe film’s thickness of 18 nm, a varying thickness of SnTe, from 5 to
20 nm, was used to obtain x values between 31.3 % and 54.2 %. The samples are labeled
according to the increasing Ge concentration as ST1, ST2, ST3 and GT (this last being
the pure GeTe sample), and presented in table 4.1.

name SnTe thickness [nm] x (Ge fraction) [%] Te concentration [%]
ST1 20±1 31.3± 4.6 50.2± 4.8

ST2 10±1 43.0± 3.0 51.2± 5.1

ST3 5±1 54.2± 1.4 48.6± 4.9

GT 0 100 50.0± 1.5

Table 4.1: Ge-doped SnTe samples with the relative concentrations of Ge of the final compound
GexSn1−xTe. The thickness of the SnTe layer and the estimated total concentration of Te are also
reported in right columns. The sample GT is taken as a reference from previous studies of the team
([83, 98]).
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Figure 4.4: (a) LEED image for the sample ST3 taken at the Elettra synchrotron. (b) Interpretation of
the LEED considering the atoms on the surface for the (111) orientation. Vectors a1 and a2 define the
direct lattice, while b1 and b2 the reciprocal lattice, which is observed by LEED.

Before the ARPES experiments, the samples were decapped applying the dedicated pro-
cedure presented in section 4.1.1 and a LEED image was taken to verify that the crytal-
lographic order of the GST surface was preserved during transport and decapping. An
example of the LEED pattern is reported in figure 4.4a.
After decapping, other XPS measurements were performed in order to check the stoi-
chiometry of samples, with a synchrotron radiation at hν = 70 eV and hν = 425 eV, for
which the IMFP is respectively λIMFP (70 eV) = 0.48 nm and λIMFP (425 eV) = 0.95 nm.
The small λIMFP allows to obtain higher surface sensitive estimate of the stoichiome-
try with respect to the in-situ analysis without the GeTe underlayer contribution (being
talloy > 5 λIMFP for all samples).
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Figure 4.5: (a) XPS spectra for the sample ST1, ST2, ST3 at the photon energies of 70 eV. The intensities
are normalized at the Te4d5/2 peak. The germanium concentration x estimates for the three samples
are reported in panel (b) as a function of the photon energy. The error bar is here defined as the range
of values obtained from different models/tabulated data for the σ, when available. For the energy 1486
eV (due to the higher IMFP of electrons), a suitable model has been used in order to account for the
underlayer contribution.

For samples ST1 and ST2 it was also performed a measurement at 800 eV (λIMFP =
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1.5 nm) in order to verify the bulkier concentration of Ge (this was not performed on ST3
since its smaller thickness makes the analysis less interesting). The estimated concentra-
tions are reported in figure 4.5 as a function of the photon energy and the ones at 70 eV
are reported in table 4.1. The reduction in Ge concentration observed at 800 eV is quite
unexpected, since the Ge concentration should be higher in the underlayer. This suggests
that the obtained samples, upon annealing (in-situ) and decapping (ex-situ), present a
higher Ge concentration on the surface with respect to the immediate underlayer.
The stoichiometry obtained with 70 eV is taken as a reference in this discussion since it has
the most similar surface sensitivity to ARPES measurements, in which hν = 16 − 25 eV.
The XPS spectra comparison at the photon energy hν = 70 eV is reported in figure 4.5a.
The peaks are normalized to Te4d5/2 intensity and the difference in height is also related
to the element specific cross section of photoionization σi. Ge peaks in sample ST1 and
ST2 do not show a single doublet, but a superposition of two of them. This is possibly
related to a different chemical bonding in the samples: part of the Ge atoms may present
a different chemical environment due to substitutional or interstitial doping, thus leading
to the presence of the observed weak chemical shift. No further clarification has been
possible from this point of view, due to the limited duration of the beamtime. Further
investigation, focusing on the type of doping obtained and using a set of samples with
similar characteristics, would be needed to clarify the doping dynamic (whether substitu-
tional or interstitial) and the related chemical environments obtained.

4.2.2. Band structure analysis by angle-resolved PES

The band structure analysis for the set of samples has been performed during different
beamtimes at the APE beamline in the Elettra synchrotron in Trieste with the support
of the APE beamline staff.
The aim of these measures was to investigate the type of bands present in the alloy and
whether the contribution of the doping was relevant. In order to do so, the energy bands
were investigated at different photon energies (to distinguish between bulk and surface
states, figure 4.6) and different temperatures (to evaluate the robustness of the band
structure characteristics, figure 4.8).
The bands of interest for the alloy GexSn1−xTe are located on the ZAU plane of brillouin
zone (BZ) (figure 2.10a), where the bulk gaps of both GeTe and SnTe open and the
topological states of SnTe reside. Remembering equations (3.20) to (3.22), the excited
electrons have crystal momentum determined by their kinetic energy, which is in turns
related to the photon energy used. Therefore, for a correct investigation of the ZAU
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plane, photons with energy from 14 eV to 25 eV have been used 1.
In figure 4.6, the ARPES spectra of ST1 (x=31.3%) are reported for the different photon
energies and T = 77K. In a typical ARPES dispersion map of binding energy vs kx(ky),
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Figure 4.6: Photon energy dependent ARPES measurements for sample ST1. (a-f) Carpets along the
ZA direction for hν spanning from 14 eV to 25 eV. Green dotted lines highlight the two sets (darker
and lighter green) of surface states (SS), present at all the photon energies, but enhanced only on the
18 eV and 25 eV spectra as a reference. Red parabola-shaped lines highlight the Rashba bands (RB),
whose bulk behaviour is evident from the rigid shift of their intersection (dotted red line) with the photon
energy.

bulk bands present a shift in energy with the photon energy, while the surface states are
fixed. This same behaviour is recognizable in figure 4.6, in which two distinct features are
visible:

• Rashba bulk bands RB. The bulk bands highlighted in red take the shape typical
of Rashba bands. The crossing point is visible only at hν ≥ 20 eV , while at lower
energies only the sides of the parabola-shaped bands are visible.

• Surface states SS. Some bands do not shift with the photon energy and are high-
lighted in green. These states have a cone like dispersion (darker green), whose
centre lays around at Eb ≃ 1.5 eV , which recall the topological states of SnTe.
Other surface states are present, showing an almost flat dispersion at Eb ∼ 1.7 eV

(lighter green), which are less distinguishable due to the crossing with bulk states.

The sets of bulk and surface states depicted for ST1 in figure 4.6 can also be found in
ST2 and ST3, with the signal coming from the "conic" surface states vanishing with the
increase of x. This trend of the surface states suggest their SnTe origin, corresponding to

1previous calculations on GeTe showed that the momentum at 3ΓZ is k = 2.73Å−1 and the photon
energy suitable to probe the ZAU plane is hν = 18eV [83], similar to the values used in this work.
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the topological states of SnTe. The almost total absence of this cone can be seen in panel
figure 4.7d, reporting the GeTe case. In GeTe, surface states are located closer to the A
and U points in the ZAU plane as reported in [83].
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Figure 4.7: (a-d) ARPES carpets for four different samples with different Ge concentrations (written in
brackets). The measurements are performed at hν = 20 eV and temperature T = 77K along the ZA
direction. The surface states with conic shape are highlighted with the dashed green line at positive k
and left visible at negative values of k for the comparison between different figures. The bulk Rashba
bands are highlighted and a broadening trend is visible increasing the concentration. Sample GT has
been analysed in previous work [83].

Experiments conducted at the temperatures of 150K and 320K showed a similar be-
haviour of bands, with a lower resolution given by the increase of thermal noise. In
figure 4.8 the constant energy cuts are presented (i.e. with both ky and kx dispersion)
for two different photon energies, being hν = 20eV in figure 4.8a and hν = 25eV in fig-
ure 4.8b. From this representation it is possible to recover the hexagonal symmetry of
energy bands and verify the alignment of the sample with the electron analyzer in order
to find the ky = 0 and kx = 0 points (identifying the ΓZ direction in BZ).
Referring to the presented isoenergy cuts, the kx and ky axis correspond to the ZA and
ZU directions respectively. At 20 eV it is possible to see higher density of states in the
proximity of the Fermi edge (lowest binding energy) along the ΓZ direction with respect
to the 25 eV case. This last shows a wider gap, related to the fact that we are sampling
electrons located below the ZAU plane, as previously seen in the carpets vs photon energy
(figure 4.6).
For what concerns the temperature dependence, no evident sign of band modification can
be noted from the measurements. Overall, this proves the stability of the band structure
at room temperature. Being the presence of Rashba bands strongly related to the distor-
tion of the lattice, the stability of Rashba bands at RT implies the presence of a structural
distortion in the GeSnTe alloy samples, thus proving the stabilization of α-SnTe by dop-



66 4| Growth and characterization of GexSn1−xTe chalcogenide alloys

ing with Ge atoms. At low concentration of Ge (e.g. ST1, x=30%, and ST2, x=43%),
both the topological states originated from SnTe and the Rashba splitting caused by the
lattice distortion are proved to be present.
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Figure 4.8: (a) ARPES data relative to ST1 obtained at hν = 20eV while (b) at hν = 25eV. The
reported figures show the carpet along the kx(a.1-b.1) and ky(a.2-b.2) with the colored lines highlighting
the binding energies of the isoenergy cuts presented in (.3-.6) panels for either (a) and (b). The panels
in (.3-.6) show the isoenergy cuts at varying sample’s temperature going from 77 K to 320 K, at binding
energies of 0.1 (a.3),0.4 (a.4), 0.75 (a.5) and 1 eV (a.6) for hν = 20eV and 0.05 (b.3),0.3 (b.4), 0.5 (b.5)
and 1 eV (b.6) for hν = 25eV.
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Figure 4.9: SARPES measurements relative to ST1. Working conditions: hν = 20 eV, T = 77K. (a)
ARPES carpet along the ZA direction, with highlighted lines corresponding to the three spectra acquired
at fixed momentum kx and ky. (b-c-d) Spin dependent measurements performed with a VLEED detector,
in the upper panels Iup and Idown are shown, while the spin polarisation is presented in the bottom
panel, calculated with equation P = A/S, where A is the asymmetry and S the Sherman function (see
equation (3.25) for its expression).

4.2.3. Spin resolved band structure analysis by S-ARPES

The availability of a spin-resolved spectroscopy allows for a deeper understanding of the
previously seen bands. In this work, the spin-resolved ARPES (S-ARPES) was used in
order to observe the spin polarization in the bulk Rashba bands. Some spin-resolved
spectra at fixed ky and kx were acquired (also called spin scan) sampling the relevant
points along the ZA direction, therefore at fixed ky = 0.
The spin sensitivity is obtained thanks to the VLEED detector showed in figure 3.13a.
The intensity of upward (downward) oriented spin polarization electrons is obtained by
two consecutive spectra acquisition, between which a magnetic field pulse is applied to
the detector in order to switch the spin sensitivity. The effective polarization has to
be computed afterwards accounting for the experimental coefficients characteristic of the
VLEED, represented by the Sherman coefficient (see equation (3.25)).
Three of these spin scans, acquired at T = 77K and related to the sample ST1, are



68 4| Growth and characterization of GexSn1−xTe chalcogenide alloys

reported in figure 4.9. The choice of kx is driven by the interest in the spin-polarization
of energy bands at opposite values of momentum, while the kx = 0 acquisition is needed
to verify the correct alignment of the detector with the ΓZ direction.
Some relevant features can be remarked:

• At kx = 0 (corresponding to ΓZ direction), the spin polarization is almost absent,
as expected by symmetry for the Rashba bands (e.g. figure 2.3c).

• The spectra at θ equal to +4.5° and - 4.5° show opposite sign of the spin polarization,
as expected the Rashba model.

• At larger binding energy (Eb ∼ 1.4 eV) the spectra intersect the cone-shaped surface
states and also here an opposite direction of spin polarization is measured for the
two opposite acquisition angles.

It can be noted that the obtained polarization values, shown in figure 4.9b-d, are more
reliable in the regions with a larger counting rate, above the Fermi energy, since the noise
contribution gets dominant for fewer counts.
The same analysis, involving spin-resolved spectra (spin scans), has been performed for
all samples in order to confirm the spin-polarization characteristic of bands. The results
concerning ST3 are reported in figure 4.10. In this case, three different spin scans relative
to positive k-vector are reported, in order to highlight the dispersion of spin-polarized
bands with respect to k. The same unpolarized structure is find along the ΓZ direction
(kx = 0), while it can be noticed that the spin-polarized bands tend to split increasing the
momentum k. Two distinguished bands with opposite spin polarization can be identified
and are highlighted in figure 4.10a with the dashed yellow and green lines, respectively.
The analysis on ST3 also consisted of a spin-resolved carpet acquisition, shown in fig-
ure 4.11, with the focus on a limited area of the BZ due to the extremely time-consuming
type of measure. In the reported spin map, it is possible to recover the characteristic trait
of Rashba bands, with two parabolas having opposite spin-polarization that cross each
other. The crossing point is located at Eb ≃ 0.3 eV, while the k-vector at the maximum of
the parabolas is |kedge| = kr = 0.05Å. This type of measurement offers a straightforward
characterization of the spin-polarization in the band structure (much easier to interpret
with respect to spin scans previously shown), thus allowing to retrieve the Rashba pa-
rameters kr and αr. These parameters are used to quantify the intensity of Rashba band
splitting and comparing different materials, as will be done in section 4.4.
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Figure 4.10: SARPES measurements relative to ST3. Working conditions: hν = 22.5 eV, T = 77K. (a)
ARPES carpet along the ZA direction, with highlighted vertical lines corresponding to the three spectra
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polarized band dispersion. (b- c-d) Spin dependent measurements performed with a VLEED detector, in
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calculated as in figure 4.9.
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4.3. Ferroelectric characterization

Once found the Rashba bands in the alloy samples, it is interesting to verify whether they
present also the ferroelectricity character typical of FERSC. For this scope, electrical
measurements were performed on the sample ST3 in order to investigate its out-of-plane
spontaneous polarization.
Typical ferroelectric materials are oxides, and therefore the PUND technique is usually
employed to this scope (see section 3.5). As shown for GeTe [98], also SnTe presents an
issue with this type of measurement due to its high conductivity (caused by the p-doped
character). Therefore the ferroelectric characterization was performed by bipolar resistive
switching measurement (see section 3.5).
A grid of Ti pads (∼ 40 × 40µm2, thickness of 100 nm) was deposited on the GeSnTe
surface as electrodes. The measurement was performed at a probe station, with small
needle contacts (shown in figure 4.12a), where the voltage pulses are applied to the elec-
trodes by a source measure unit (SMU). Considering the heterostructure of our samples,
some considerations on the relevant interfaces in this experiment can be done for both
configurations.
In the top-bottom scheme, the current flows perpendicularly to the heterostructure, en-
countering three main resistive terms (shown in figure 4.12b): (i) Rmet-SC = Rmet-SC(P),
representing the Schottky interface between the semiconductor (SC) and metal pad, which
is the interesting term for bipolar switching, (ii) Rint, being the internal resistance of the
SC, negligible with respect to the interfacial contributions, (iii) RSC-Si, for the SC-silicon
interface, including also the Sb buffer layer (this term is expected to be smaller with
respect to Rmet-SC since the contact surface is much larger, but still not negligible due to
the insulating character of Si). The contribution of the SC-metal interface plays the most
relevant role, being the only term affected by the switching process, while RSC-Si leads
to a backgorund in the measurements. For the top-top scheme, the current within the
sample flows parallel to the surface, allowing to neglect internal interfaces contributions
(due to the relatively high conductivity of the SC). The relevant resistances terms are
now: (i) Rmet-SC(1), (ii)Rmet-SC(2) and the negligible (iii) Rint. The contribution of (i) and
(ii) should be opposite, representing them two counterposed Schottky diodes, so that no
resistive switching should be measured. Nevertheless, due to the stochastic variance of
the resistance for different pads, it can happen that the difference between (i) and (ii)
allows one of the two terms to be dominant (higher absolute resistance leads to an uncom-
pensated switching). This second method prevents the current to flow in the Si substrate,
thus avoiding the additional resistance RSC-Si.
Both top-top and top-bottom configurations were used and the results for the first one
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Figure 4.12: (a) 2-probe setup for top-top measures of ferroelectric resistive switching. (b) and (c) report
the schematic of the two probing configuration, respectively top-bottom and top-top, for the GST alloy
films grown in this work. The relevant resistances are reported in figure for the two cases, with Rmet−SC
the variable resistance with the sample polarization.

are reported in figure 4.13. For both cases, the probing technique consists of two steps,
presented in figure 4.13a:

• writing step, in which a pulse of variable intensity Vwrite and duration ton is used
to modify the sample’s state (e.g. the direction of P). Typical values are Vwrite =
[−10 : 10]V and ton = [0.2 : 5]ms.

• reading step, in which a positive and a negative triangular pulses, with peak voltage
Vread = [−0.2 : 0.2]V, are applied. A characteristic I(V) is recorded in order to
retrieve the resistance value. Low applied voltages are needed in order to both stain
in the linear resistance region of the Schottky diode and avoid any perturbation of
the polarization state.

Recording the estimated resistances as a function of Vwrite, we obtained the hysteresis
loop of the resistance.
The ton can be used in order to evaluate the speed of response of the process, while it
should be kept as low as possible in order to avoid local over-heating (e.g. the working
value used are 1÷ 5ms). For ton < 0.2ms, no polarization-switching was recorded, while
more repeatable measures were performed with ton = 2ms, as the example presented in
figure 4.13.
The results obtained for ST3 show an hysteresis loop with ∆R ∼ 170% and a coercive
voltage Vc = 2.05V , shifted towards positive values by the presence of built-in potential
Vb.i. ∼ 0.9V .
These preliminary studies confirm the ferroelectric nature of the sample at room temper-
ature. The choice of the top-top scheme for the analysis aims to exclude the contribution
of the GeTe underlayer. In order to support the results obtained so far, measurements
on a sample not presenting the GeTe underlayer are needed. This would allow to exploit
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Figure 4.13: (a) Voltage pulses scheme for a bipolar resistive switching measurement, in which Vread
varies in order to perform an hysteresis loop. The current (b) and resistance (c) measured as a function
of Vread show the hysteretic loop expected for the sample ST3 in top-top configuration.

also the top-bottom configuration and isolate the pure contribution of the alloy GST.
The aim is to find support of these preliminary results with measurements on samples of
GexSn1−xTe directly grown by co-evaporation MBE.

4.4. Discussion of the results

The results shown in previous sections have been compared to Density Functional Theory
(DFT) calculations, performed by co-workers of the author, in order to support the ex-
perimental data. The ARPES measurements presented in section 4.2.2 demonstrated the
possibility to engineer the band structure of the alloy thanks to the control of Ge doping.
The possibility of reaching an intermediate state between the cubic SnTe, not presenting
any Rashba splitting, and the fully distorted rhombohedral structure of GeTe, presenting
Giant Rashba splitting, proves the tunability of these bands upon doping. The pres-
ence of the ferroelectric phase was verified by the current-voltage measurements shown
in section 4.3 after the evidence for bulk Rashba bands to survive at room temperature
(figure 4.8).
A common estimate for the Rashba splitting is the Rashba k vector kRashba, representing
the k vector at which valence Rashba bands reach their maximum. The values retrieved
from this work are reported in figure 4.14a in comparison with the values predicted by
DFT. A steep increase of kRashba is present at the concentration of ST3 (x ∼ 54%) and
in the pure GeTe sample. Further investigations are still needed, anyway we notice that
the increasing trend of kR vs. %Ge qualitatively agrees with calculations.
Unfortunately, the resolution of ARPES measurements was not enough to retrieve pre-
cisely the Rashba bands crossing point, therefore not allowing to compute the αRashba (see
section 2.2).
In figures 4.14b to 4.14e are also shown the DFT-calculated bulk bands at different values
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Figure 4.14: Density Functional Theory (DFT) results compared with experimental data. (a) Shows
the exp. data for the Rashba k vector (i.e. the k vector at which the valence band has its maximum)
compared to the ones predicted by DFT. Panels (b-c-d-e) show the predicted bulk bands for DFT at
germanium concentration x of 10% (c), 20% (d) and 100% (e). The experimental ARPES carpet for
sample ST1 (hν = 22 eV, T=77 K) is reported in (b) together with the predicted bands at a similar
concentration of Ge (x = 25%). The yellow and green lines highlight the spin polarization of the bands.

of the Ge concentration x (GexSn1−xTe). The comparison between the ARPES measure-
ment for ST1 (x ≃ 30%) and the DFT bands for x = 25% is reported in figure 4.14b
and shows a good agreement between the two. The spin-resolved analysis also allowed to
determine the spin polarization of the two bands presented in the figure, highlighted with
different colors (see also figure 4.9).
We so far observed the presence of bulk Rashba states and surface topological states (at
x<40%), but new peculiar band structures are predicted to be appear reducing the x. It
is worth noting as both the bandgap at the Z point and the splitting of bands decreases
by reducing the amount of germanium. At low concentrations of Ge (e.g. x < 20%)
the bandgap vanishes, originating non trivial bulk conducting states. Therefore, close to
the Fermi edge, are expected both bulk and surface states with topological non-trivial
properties (contributing to conduction properties), thus opening new captivating paths of
further investigation.
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5| Electron gun control unit:

design and realization

The scope of this chapter is to present the design, implementation and characterization of
the control unit (CU) for the electron gun available in the Measurement Chamber (MC)
at LASSE. The electron gun is a fundamental component for electron beam manipulation
in the instrumental setup. The electrons are first generated by photoemission from a
GaAs photocathode, excited by a laser with energy close to its energy gap (λ = 808 nm,
corresponing to hν ≃ 1.5 eV> Egap = 1.42 eV), and then accelerated into the electron
gun, whose scope is to transport and focus the electrons to the sample’s position. The
electron gun is constituted by a set of electrodes, to which a voltage is applied (ranging
from 10 to 500-700 V) that is controlled by the CU. The complete working principle is
presented in section 3.6.
The previously used CU was composed by a set of voltage generators, analogically con-
trolled by high precision potentiometers. The electrodes require stable voltages over all
the operating range (0-700 eV) since small variations could affect the beam shape and/or
orientation, reducing the output current (e.g. a ∆V = 1V at one of the electrodes Se or
Si can lead to a change in transmission of the overall system ∆T ∼ 20%).
The beam deflection caused by a wrong potential set leads to the scatter of electrons on
the electrodes (and consecutive adsorption) instead of their propagation across them. The
adsorption of electrons can be readily measured by reading the current flowing between
the electrodes and the power supply (that in principle should be zero being the electrode
an open circuit), as depicted in figure 5.1. This measure is performed at a potential higher
than ground (the one of the considered electrode itself) and therefore has to be requires
a floating ammeter. The overall transmission of the system can be then improved by
reading and minimizing the current at the electrodes. The previously used control unit
(CU) did not allow for current readings at the electrodes, for which a temporary solution
was found by reading some values with an external multimeter (which is floating), but
that requires to be operated at high voltages by the end-user.
Moreover, a reason for the development of the new CU was found aiming at reducing
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Figure 5.1: (a) Example of an electron beam correctly propagating through the electron optical system
and (b) a wrongly focused beam leading to a readable current at the electrodes that adsorb part of the
electrons. The potential is set by the voltage generator V, while the current is read by the ammeter A in
series with the electrode, whose value is expressed in µA.

the beam diameter: the beam diameter gets monotonally smaller while increasing the
potential on the electrode E2, limited at 430 V for the previous CU, therefore suggesting
an improvement in the beam focusing with higher voltages availability.
Building a new control CU also allows to improve the easiness of use of the present system,
passing from an analogic control to a digital one, software controlled.
Therefore, the requirements for a control unit (CU), taken into account during the design
process, are: (i) stable output voltages, (ii) extended voltage range, (iii) possibility to
read the current on the electrodes and (iv) easiness of use.

5.1. Structure of the control unit

The control unit is digitally controlled via computer through a USB port. Two power
generators are needed at the input in order to provide the maximum value for the output
voltage: one at 700 V is used for the electrodes requiring particularly high voltages, a
second one at 500 V used for all the other electrodes.
The unit was realized with discrete components, accounting for a total cost of ∼ 1400BC
including the cost of 2 high voltage supplies (∼ 500BC each), to be compared with industrial
high voltage generators costing ∼ 500BC each (thus leading to a minimum cost of the unit
of 7 · 500BC = 3500BC, to which additional rack components needs to be added, e.g. case,
switches, connectors, wires, etc . . . ).
The CU working principle is depicted in figure 5.2a and can be divided in five blocks:

• Matlab interface. A Matlab-designed app is used in order to set the electrodes
voltages and to read the corresponding currents.
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Figure 5.2: (a) Schematic of the control unit for the electron gun. The unit is controlled by a software
interface and receives a constant High Voltage (HV, 700 V) from an external supply. The digital signal
is converted in the control unit and set at the electrodes of the electron gun. The current sensed at the
electrodes is also acquired by the internal circuitry with a floating ammeter. (b) Rack configuration of
the CU, with the two Ortec power supplies mounted beneath. (c) Inside view of the CU.
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• Arduino Mega. It is used as microcontroller (µC) for the CU in order to control the
digital communication with the seven different electrodes-dedicated PCBs.

• Electrode Voltage control. For every electrode, a PCB is used to control the output
voltage taking as input the fixed high voltage (700 V) and the reference value from
the µC (0 - 700 V).

• Electrode Current reading. For every electrode, a second PCB connected to the
previous one is used as floating micro-ammeter (∼ µA) to sense the current. The
digital signal is then sent to µC through a digital communication isolator.

• Electronde Current reading by shunt resistance. The current can also be read by
measuring the voltage drop across the shunt resistances present at the "current
access point".

For what concerns the software, the Arduino script is presented in the appendix A, to-
gether with the preview of the software interface and some useful tables for troubleshooting
(command table and error messages table).

5.2. Design of the circuits

The circuit design for the voltage control PCBs started from an analog circuit presented
in [33, 85], where it was used for similar purposes to ours (analogically-controlled high-
voltage supply for acceleration of an ion beam in a sputtering gun). Its characterization,
by previous authors, showed a good stability of the output voltage (≤ 0.5%) after 30 min
warm-up and ripple of less than 300 mV for output Vout = 2 kV, therefore well above the
voltages used in the considered case (presented in section 5.3).
The upgrades introduced by the author regard the additional digital control and the
development of the current read circuit, added ex-novo in order to solve the issue of
current detection on the electrodes. The full list of components used in the project is
reported in appendix B, while the circuit characteristic are presented in the following.

5.2.1. Voltage control PCB

The analog circuit for the voltage control is a voltage amplifier which takes a reference
voltage Vref , in the 0-5 V range, at the input and multiplies it through a feedback loop.
The circuit schematic is shown in figure 5.3a, while the PCB design in figure 5.4a. The
maximum output is set by the arbitrary supplied High Voltage (VCC in figure 5.3a)
provided by the external HV power supplies. In order to control the circuit from the µC,
a 12-bit Digital to Analog Converter (DAC) is used to set the Vref , whose value is checked
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by the µC through a 12-bit Analog to Digital Converter (ADC). The digital to analog
(and viceversa) conversion section is highlighted in a blue dashed line in the schematic.
DAC and ADC communicate with the µC through an SPI bus made of three shared lines
(SCLK, MISO, MOSI) plus individual chip select (CS) lines to select every device (either
a DAC or an ADC).
The output voltage is obtained by the simple resistance partition:

Vout =
R1 +R2

R2

Vref ≃
R1

R2

Vref (5.1)

being usually R1 ≪ R2. The gain can be tuned by varying the value of R2 during the
testing phase and used values are G ≃ R1/R2 = 100 ∼ 200.
The optocouplers role is to isolate the low-voltage side from the high-voltage one (as
separated by the orange line in figure 5.3a), while limiting the current flowing from HV
to Vout. As a matter of fact, this current control is essential to limit the output value:

Vout = Iopto · (R1 +R2) (5.2)

The number of optocouplers is set by the choice of HV, considering that their breakdown
collector-emitter voltage is limited to ∼ 100V and more of them in series are needed to
avoid their breaking. For example, considering a worst case scenario of VHV = 500 V and
Vout = 0, all the voltage drop falls on the optocoupler series, so that the safety requirement
for the system is:

Vtot,breakdown = N · Vbreakdown < VHV (5.3)

In the used setup, being Vbreakdown = 100V, we used 7 optocouplers.

5.2.2. Current read PCB

The values of current flowing at the electrodes, as mentioned above, give information on
the position of the electron beam. The typical electron beam current in the experiments
is 10µA, so that the PCB, whose schematic is shown in figure 5.3b, needs to sense Ie =
0 − 10µA (in the worst case scenario all electrons are adsorbed by one electrode, therefore
setting the maximum current that the circuit is able to read). In order to do so, a shunt
resistor Rs = 10 kΩ is inserted in series with the output of the voltage control PCB,
leading to ∆Vout,max = 100mV. The voltage drop across Rs is amplified by a non-inverting
amplifier with gain G = 30 (highlighted by the blue dashed contour in figure 5.3b)and
fed into a 12 bit ADC with input range 0-4.096 V, thus obtaining a least significant bit
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Figure 5.3: (a) Schematic for the voltage control PCB while (b) the schematic for the current read PCB.
Inputs of the PCBs are set on the left side, while the output on the left. The signal GNDA in the two
schematic is shared and stands for the ground value of the system, while GND signal in (b) is the floating
ground plane, set at the output voltage Vout. The orange lines in both cases separe the High Voltage
(HV) side from the Low Voltage (LV) side. The components names are labeled in figure and the main
building blocks are also highlighted by the colored dashed lines.
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Figure 5.4: PCB designs for the voltage control (a) and current read (b) boards, realized with a 2-layer
structure. The reported dimensions are expressed in mm.

(LSB) value of ∼ 3 nA. A section of the circuit (left side in figure, or "HV side") has
the requirement of being floating, due to the current measurement taking place at the
variable voltage Vout, so that a 9V battery is used as power supply, coupled with voltage
regulators at 5V and 4.096 V for the supplies of the integrated components.
The ADC digital output signal passes from the floating part of the circuit to the real
ground side (and to the µC) thanks to a low-power triple-channel digital isolator: this
component allows to isolate two circuit sides up to 2500VRMS while transferring the digital
signal referred to the respective ground levels and supplies of the two sides.
Considering for example an electron current of Iel = 2µA flowing into Rs, the voltage
drop would be Vs = Iel ·Rs = 20mV, therefore negligible for the stability requirements of
the electrode voltage. This voltage drop is amplified by G = 30 and fed into the ADC,
Vin,ADC = 600mV. The output digital signal is sent across the digital isolator and received
by the µC.

5.3. Performances characterization

The test procedure for the control unit consisted in a first part of benchmarking in which
the PCBs were tested from the point of view of output stability, communication stability
with the µC and single components performances. The gain coefficients were manually
tuned by mean of a trimmer and the software interface opportunely tested. A second part
was instead dedicated to the electron gun performances evaluation.
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5.3.1. PCBs benchmarking

For what concerns the benchmarking of voltage control, the output voltage stability has
been analysed through an oscilloscope, showing a quite high time constant for the Vout,
t = RC ≃ 1 s, due to the high output capacitance Cout = 1.1µF . This limits the dis-
charge time of electrodes, but it also reduces the output ripple, which wasn’t observed to
be measurable with the used instrumentation. The low ripple is also obtained thanks to
the high stability of the used HV supply (Ortec 556 high-voltage power supply), thus the
circuit was proved to not add any contribution on it.
The stability of the output was also tested and it was observed a drift ∼ 0.3% in the
first 10/15 minutes after setting Vout. This phenomenon was attributed to the thermal
stabilization of the circuit: the Temperature Coefficient of Resistance (TCR) in R1 has
a strong influence on the output gain, thus causing a drift during warm-up, dependent
on the current flowing Iopto (equation (5.2)). After 30 minutes no more evident drift was
observed, with a resolution of 0.03% (e.g. 100mV over 300V output).
Therefore, some minutes wait is needed when significantly changing the electrode voltage,
while this is not necessary for small voltage variations (e.g. < 20V).
For the current read PCBs, two tests were performed: (i) test of the correctness of the
digital transmission and stability of the read values and (ii) test for the quality of isolation
of the two sides of the board. Both tests were considered successful and the few errors in
digital transmission are compensated by the software oversampling.

5.3.2. Overall performance of the control unit

Once integrated in the LASSE setup, the performances of the electron gun were tested
from the point of view of the total transmission and size of the electron beam. In order
to do so, the electron gun was used in the configuration with grounded photocathode and
positive Vs applied to the manipulator, which was located at the output aperture of the
electron gun, as shown in figure 5.5.
To measure the total transmission, a varying voltage Vs was applied to the manipulator
and the total current of electrons striking on it was measured.
To characterize the beam size, we used the Faraday cup located on the sample holder, with
entrance diameter of 0.5mm, set at a fixed voltage of 28V while varying the manipulator
voltage Vs between 10 and 20 V. The electron beam’s shape was characterized along two
perpendicular axes, keeping a fixed distance between the Faraday cup and the electron
gun’s output of x = 10mm and calibrating the manipulator angle in order to have the
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manipulator

Faraday 
cup

A

Figure 5.5: Setup for the beam size and transmission characterization. The Faraday cup located on the
manipulator is set at 28 V by a battery, while the current absorbed is measured by an ammeter inserted
in series.

Name Acronym voltage [V]
Photocathode PC 0
Anode A 230
Herzog plates HP 305
Internal sphere SI 355.4
External sphere SE 233.8
Electrode 2 E2 505
Electrode 3 E3 83
Focus F 50
Retina E5 10
Faraday cup FC 28

Table 5.1: Electron gun’s electrodes potentials used for the setup characterization.

Faraday cup entrance aligned with the beam direction.
The reference quantities for these tests were the ones from [16], also presented in fig-
ure 3.20a, showing a minimum spot size of ∼ 1mm and a transmission of ∼ 70% at
Vs > 12V. It was noticed that the voltages needed for a good beam propagation depends
on the position and orientation of the photocathode, therefore they may be slightly dif-
ferent in future experiments1. The used electrodes potentials are reported in table 5.1.
During the characterization process, at different Vs, the voltage for the focus was slightly
changed, within 48 and 53 V, in order to maximize the central spot intensity (higher
values of focus were used for lower Vs).
Looking at figure 5.6a, it is possible to note that the renewed setup brought an improve-
ment on the spot size, passing from a best spot size of 1mm with the previous control
unit to 0.5mm with the new one. For what concerns the total transmission at variable

1This issue mainly affect the electrodes SI and SE, which are more sensitive to small variations.
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Figure 5.6: Characterization of the electron beam with the new control unit and laser (λ = 808nm) in
comparison with the values stated in [16]. (a) Comparison of the spot size, while (b) is the comparison
of the overall transmission.

Vs, presented in figure 5.6b, an improvement has been obtained at Vs > 17V, while a
performance worsening was obtained at lower potentials. The aim is to improve this last
result by exploiting a different set of voltages used for the electrodes. On this point,
investigation is still in progress.

5.4. Discussion of the results and further improve-

ments

These preliminary results on the characterization of the control unit prove its correct
working functionality. Some considerations can be done recalling the fundamental re-
quirements introduced at the beginning of the chapter: stability of the output, extended
voltage range, current reading possibility, easiness of use.
The stability of the CU output voltages has been proved to be satisfying for the require-
ment of a stable electron beam current on the sample manipulator. The presence of a
drift during warm up makes the stability of the CU slightly worse than the one of an
industrial power supply, which presents internal compensation circuits, but nevertheless
satisfying for the purpose of this application.
The increased voltage range for the electrodes, from 0-430 V to 0-700 V, allows for stronger
electric fields inside the system and for a smaller spot size of the beam (since before it
was limited by the potential of electrode E2, set at the maximum available voltage, which
can now be raised up to its optimal value of 505 V).
The possibility of reading the electron currents absorbed by the electrodes through an
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internal floating circuit constitutes an extremely safe way to monitor the beam deflection
correctness. Furthermore, these currents (7 electrodes) can be now acquired in parallel,
allowing for a much easier and faster interpretation of the measured values.
The easiness of use is guaranteed by the software interface, that allows to set the electrode
voltages, thus making the calibration process repeatable, and to read the electron currents
absorbed by them, thus allowing for a more rapid tuning of the calibration. The digital
control represents a strong improvement with respect to the previous analogical unit from
the point of view both of repeatability of the experiments.
Overall, the tests performed on the CU showed how the low cost component CU (cost
≤ 1500BC) can be used for an electron gun system, with satisfying results, instead of a
more complex and costly CU made by independent high-voltage power supply modules
(rough cost estimate ∼ 4000BC).
The improvement in performances opens the way to new experiments of electron trans-
mission, exploiting the smaller spot size obtained. The electron beam presents a spin
polarization, obtained by using circularly polarized light on the GaAs photocathode, and
experiments on the polarization using a Fe-p(1x1)O target confirmed the correct behaviour
of the system.





87

6| Conclusions

The overall result of this thesis concerns the two distinct but related topics of GexSn1−xTe
(GST) characterization and instrumental-tool improvement. GST belongs to the FERSC
family and is a promising material for spin-to-charge conversion (SCC).
The growth and characterisation of GexSn1−xTe presented in chapter 4 allowed to in-
vestigate an intermediate region between two already known materials, namely GeTe and
SnTe, looking for a combination of them that would mix and engineer their band struc-
ture, in particular combining the Rashba (GeTe) and topological (SnTe) characters.
It was demonstrated that the Ge doping is beneficial for the stabilization of the ferro-
electric phase of SnTe, otherwise requiring T<100 K. This phase was proved to resist up
to room temperature, as verified by the current-voltages measurements of ferroelectricity
and by the presence of Rashba bands in the ARPES spectra from T=77 K up to T=320 K
(in the FERSC class of materials, both Rashba bands and ferroelectricity originate from
the structural distortion, so that they are coupled).
The novel doping technique adopted, consisting in an annealing-driven interdiffusion from
of Ge atoms from the GeTe underlayer, provides an innovative method to both induce
the ferroelectric phase in the overlayer (by dipolar interaction with the out-of-plane po-
larization of GeTe) and dope it with Ge atoms.
The ARPES and S-ARPES analysis allowed to confirm the spin-momentum locking of
Rashba bands in the investigated samples. Furthermore, the analysis provided evidence
for the modulation of the giant Rashba splitting with the different concentrations of ger-
manium. The experimental results showed the increase of the Rashba wave-vector kr with
the increase in Ge doping x, from kr = 5Å−1 at x ≃ 30% to kr = 11Å−1 at x = 100%

(pure GeTe). The same trend was confirmed by independent DFT calculations for the
Rashba wave-vector kr as a function of the Ge doping (figure 4.14a), thus supporting the
experimental results.
The interest for FERSC materials characterization by SCC experiments inspired the de-
velopment of a new experimental tool. This exploits a spin-polarized electron beam for
spin-injection in the material, while measuring the current flowing due to SCC. In order
to do so, better performances for the existing electron gun setup, corresponding to smaller
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spot size and easiness of use, were required and so implemented in this work. Other issues
with this measurement technique are still under investigation, e.g. the implementation of
contact electrodes in the vacuum system, and are not discussed in the present work.
The development of the new control unit for the electron gun electrodes was presented in
chapter 5. This CU is controlled via software and has the role of setting the voltages
of the electron gun’s electrodes, while acquiring the current flowing at these electrodes
(current reading performed with a floating dedicated circuit).
The performed tests provided satisfying results in terms of the easiness of use, stability
of the voltage outputs and the shape of the output electron beam, which was reduced in
spot size by 50% with respect to the previous setup (from 1 mm to 0.5 mm).
The solution developed in this work constitutes an extremely economic alternative to the
use of seven independent industrial high-voltage power supplies, allowing to split the two
input high-voltage power supplies towards multiple output channels independently con-
trolled.

The perspective of this work are several. The ARPES experimental data obtained so far
are in agreement with DFT calculations over the region investigated (x > 30%). This
set the foundation for new studies investigating the lower Ge concentration region (e.g.
x < 20%), expecting similar experimental confirmation. This region is expected to show
both Rashba states originating from the lattice distortion and the topological conducting
surface states typical of SnTe, combined to a smaller bandgap which could result in in-
teresting outcomes for the transport properties of these materials.
For what concerns the perspectives on electron gun’s applications, the electron beam could
be used to test the novel technique of spin-injection in vacuum, representing the final aim
of the improvements carried out. This kind of measurement would be of paramount
importance for the spin-charge characterization in spintronic materials, allowing to in-
vestigate their conversion efficiency without the indirect spin-injection processes through
ferromagnetic layers (which introduces spurious effects and interface issues).
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A| Script appendix

The Arduino code consists in a set of variables which are shared with the Matlab interface
app. This app has the only function to update its variables values by getting them from
arduino, while it can also set the output voltages at the arduino. The ramp function and
all the data reading procedures (from PCBs) are performed by the µC. In this appendix
the Arduino code (C++) is first reported, followed by the preview of the software interface
and of the trouble-shooting table.

A.1. Arduino code
1 /*copyright Federico B.

2 last update 22/02/2022

3 sketch to allow communication from Matlab to Arduino through Serial port

4 Matlab sends voltage values that Arduino write to the DAC.

5 Arduino reads the ADC values and send them back to Matlab

6 */

7
8 #include <MCP_DAC.h>

9 #include <SPI.h>

10 #include <String.h>

11 // Pin connections.

12 #define SCLK 52 // connected to ADC pin 7 and DAC pin 3

13 #define MISO 50 // connected to ADC pin 6

14 #define MOSI 51 // connected to DAC pin 4

15
16 // being "Device" from 1->8:

17 #define DAC 19 // so DACs are DAC+3*Device-->[22,25,28,31,34,37,40,43]

18 #define ADC 20 // ADC are ADC+3*Device-->[23,26,29,32,35,38,41,44]

19 #define CUR 21 // CUR are CUR+3*Device-->[24,27,30,33,36,39,42,45]

20 #define EN_CUR 22 // EN_CUR are CUR-Device--> [21,20,19,18,17,16,15,14]

21
22 //properties vectors 9 elements

23 int MaxDevices=7;

24 float VoutMAX[MaxDevices]= {300,300,300,300,300,300,300};

25 float VoutSetpoint[MaxDevices]= {0,0,0,0,0,0,0}; //setpoint to be reached

26 float VoutActual[MaxDevices]= {0,0,0,0,0,0,0}; //Actual value fed at the DAC

27 float VoutRead[MaxDevices]= {0,0,0,0,0,0,0}; //value read and converted from ADC

28 float G1[MaxDevices]= {100,100,150,150,150,100,100}; // gain on DAC

29 float G2[MaxDevices]= {124,123,185.5,184,186.5,124,124}; // gain on ADC

30 float G3[MaxDevices]= {1,1,1,1,1,1,1}; // gain on CUR

31 int SamplesPerReading[MaxDevices]= {5,5,5,5,5,5,5};

32 float RampRate[MaxDevices]= {5,5,5,5,5,5,5}; //ramprate set in V/s

33 boolean verbouse=LOW;

34 float CurrentRead[MaxDevices]= {0,0,0,0,0,0,0}; //I_read values

35
36 //operative variables

37 byte ReturnedByte1 =0x00;

38 byte ReturnedByte2 =0x00;

39 int Device=0; // index to acces the HV desired 1->9

40 boolean Set=LOW; //LOW to get values, HIGH to set

41 int Input=0; //value in mV read from ADC

42 String Command="EMPTY"; //acquisition from serial Code
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43 String CommandValue="EMPTY"; //acquisition from serial Value

44 String CommandDevice="EMPTY"; //acquisition from serial Device

45 boolean CommandSuccess=LOW;

46 float Delta=0;

47 float Step=1;

48 long int t1[9]; //ramp managment

49 long int t2[9];

50 long int t3; //update output values management

51 long int t4;

52 int ii=1;

53 int jj=1;

54 float Value=0;

55
56 boolean newData = false;

57 const byte numChars = 32; // limit to char acquisition on single command

58 char receivedChars[numChars];

59 char endMarker = ’\n’;

60
61 void setup() {

62 Serial.begin(115200);

63 //Serial.println(__FILE__);

64 for (ii=1;ii<(MaxDevices+1);ii++){// all pins from 22 to 48 are Chip Select

65 pinMode(DAC+(3*ii), OUTPUT);

66 pinMode(ADC+(3*ii), OUTPUT);

67 pinMode(CUR+(3*ii), OUTPUT);

68 pinMode(EN_CUR-ii,OUTPUT);

69 digitalWrite(DAC+(3*ii), HIGH);

70 digitalWrite(ADC+(3*ii), HIGH);

71 digitalWrite(CUR+(3*ii), HIGH);

72 digitalWrite(EN_CUR-ii, LOW);

73 if (verbouse){

74 Serial.print("HV");

75 Serial.print(ii);

76 Serial.println(" activated");

77 }

78 }

79 SPI.begin();

80 delay(10);

81 for (ii=1;ii<(MaxDevices+1);ii++){

82 DACwrite(DAC+(3*ii),0,0);

83 t1[ii-1]=millis();

84 t2[ii-1]=t1[ii-1];

85 }

86 t3=millis();

87 }

88
89 void loop (){

90 if (Serial.available()>0){

91 // requires a message in the form "ABC:1234" or "ABC?"

92 Command= recvWithEndMarker();

93
94 if (newData){ //full message received

95 if (Command.substring(3,4)==":"){

96 CommandValue=Command.substring(4); //takes from index 4 to the end

97 Set=HIGH;

98 CommandSuccess=HIGH;

99 }else if(Command.substring(3,4)=="?"){

100 Set=LOW;

101 CommandSuccess=HIGH;

102 }else{

103 Serial.println("INCORRECT_FORMAT");

104 CommandSuccess=LOW;

105 }

106 if(CommandSuccess){

107 CommandDevice=Command.substring(2,3); //takes the index 3

108 Device=CommandDevice.toFloat();

109 if (verbouse){

110 Serial.print("device selected->");

111 Serial.println(Device);

112 }

113
114 Command.remove(2); // Command only contains the "AB" commands

115 if(Device==0){

116 //test mode, do the desired controls here

117 if (Command.compareTo("CN")==0){ //connection check

118 if (verbouse){
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119 Serial.println("11");

120 }else{

121 Serial.println("10 ");

122 }

123 }else if(Command.compareTo("VR")==0){

124 verbouse=1-verbouse;

125 Serial.println(verbouse);

126 }

127 }else{

128 if (Command.compareTo("GP") == 0) { // get the set parameters

129 Serial.println(G1[Device-1],2);

130 Serial.println(G2[Device-1],2);

131 Serial.println(SamplesPerReading[Device-1]);

132 Serial.println(RampRate[Device-1]);

133 Serial.println(VoutMAX[Device-1]);

134 Serial.println(VoutSetpoint[Device-1]);

135
136 }else if (Command.compareTo("GS") == 0) { // Get state, composed by AV,SP,RV

137 if(Set){ //Set==HIGH, error

138 Serial.println("GS_SET_ERROR");

139 }else{ //Set==LOW, get the actual values

140 Serial.println(VoutActual[Device-1]);

141 Serial.println(VoutSetpoint[Device-1]);

142 Serial.println(VoutRead[Device-1]);

143 Serial.println(CurrentRead[Device-1]);

144 }

145
146 }else if (Command.compareTo("SP") == 0) { // Setpoint

147 if(Set){ //set the new value

148 Value=CommandValue.toFloat();

149 if(Value<VoutMAX[Device-1]){

150 VoutSetpoint[Device-1]=Value;

151 Serial.println(VoutSetpoint[Device-1]);

152 }else{

153 VoutSetpoint[Device-1]=VoutMAX[Device-1];

154 Serial.println("LIMIT_REACHED");

155 }

156 }else{ // get value

157 Serial.println(VoutSetpoint[Device-1]);

158 }

159
160 }else if (Command.compareTo("RR") == 0) { // RampRate

161 if(Set){ //set the new value

162 RampRate[Device-1]=CommandValue.toFloat();

163 Serial.println(RampRate[Device-1]);

164 }else{ // get value

165 Serial.println(RampRate[Device-1]);

166 }

167
168 }else if (Command.compareTo("G1") == 0) { // G1

169 if(Set){ //Set==HIGH, so we set the new value

170 G1[Device-1]=CommandValue.toFloat();

171 Serial.println(G1[Device-1]);

172 }else{ // get value

173 Serial.println(G1[Device-1]);

174 }

175
176 }else if (Command.compareTo("G2") == 0) { // G2

177 if(Set){ //set the new value

178 G2[Device-1]=CommandValue.toFloat();

179 Serial.println(G2[Device-1]);

180 }else{ // get value

181 Serial.println(G2[Device-1]);

182 }

183
184 }else if (Command.compareTo("SR") == 0) { // SamplesPerReading

185 if(Set){ //set the new value

186 SamplesPerReading[Device-1]=CommandValue.toFloat();

187 Serial.println(SamplesPerReading[Device-1]);

188 }else{ // get value

189 Serial.println(SamplesPerReading[Device-1]);

190 }

191
192 }else if (Command.compareTo("AV") == 0) { // VoutActual

193 if(Set){ //Set==HIGH,ERROR

194 Serial.println("AV_SET_ERROR");
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195 }else{ // get value

196 Serial.println(VoutActual[Device-1]);

197 }

198
199 }else if (Command.compareTo("RV") == 0) { // VoutRead

200 if(Set){ //Set==HIGH, ERROR

201 Serial.println("RV_SET_ERROR");

202 }else{ // get value

203 Serial.println(VoutRead[Device-1]);

204 }

205
206 }else if (Command.compareTo("VM") == 0) { // VoutMAX

207 if(Set){ //set the new value

208 VoutMAX[Device-1]=CommandValue.toFloat();

209 Serial.println(VoutMAX[Device-1]);

210 }else{ // get value

211 Serial.println(VoutMAX[Device-1]);

212 }

213
214 }else if (Command.compareTo("AC") == 0) { //ActualCurrent

215 if(Set){ //Set==HIGH, ERROR

216 Serial.println("SET_CURRENT_ERROR");

217 }else{ // get value

218 digitalWrite(EN_CUR-Device, HIGH);

219 delay(100);

220 CurrentRead[Device-1]=readMultiple(CUR+(3*Device),G3[Device-1],SamplesPerReading[Device-1]);

221 digitalWrite(EN_CUR-Device, LOW);

222 }

223 }else{

224 Serial.println("INVALID_COMMAND");

225 }

226
227 }

228 }

229 Command="EMPTY"; CommandValue="EMPTY"; CommandDevice="EMPTY";

230 CommandSuccess=LOW; Set=LOW; newData=false;

231 }

232 }

233
234 //ramp:

235 //update the value in the ramp if needed differently.

236 for (Device=1;Device<MaxDevices+1;Device++){

237 t2[Device-1]=millis();

238 if(VoutActual[Device-1]!=VoutSetpoint[Device-1]&&(t2[Device-1]-t1[Device-1])>(1000/RampRate[Device-1])){

239 Delta=VoutSetpoint[Device-1]-VoutActual[Device-1];

240 if(Delta>0){

241 Step=1;

242 if(Delta<Step){

243 VoutActual[Device-1]=VoutSetpoint[Device-1];

244 }else{

245 VoutActual[Device-1]=VoutActual[Device-1]+Step;

246 }

247 }else{

248 Step=-1;

249 if(Delta>Step){

250 VoutActual[Device-1]=VoutSetpoint[Device-1];

251 }else{

252 VoutActual[Device-1]=VoutActual[Device-1]+Step;

253 }

254 }

255 DACwrite(DAC+(3*Device),G1[Device-1],VoutActual[Device-1]);

256 delay(10);

257 VoutRead[Device-1]=readMultiple(ADC+(3*Device),G2[Device-1],SamplesPerReading[Device-1]);

258 digitalWrite(EN_CUR-Device, HIGH);

259 delay(5);

260 CurrentRead[Device-1]=readMultiple(CUR+(3*Device),G3[Device-1],SamplesPerReading[Device-1]);

261 digitalWrite(EN_CUR-Device, LOW);

262 t1[Device-1]=t2[Device-1];

263 }

264 }

265
266 t4=millis(); // refresh output values once every 1.5s

267 if (t4-t3>200){

268 if(jj==(MaxDevices+1)){

269 jj=1;

270 }else if (jj>(MaxDevices+1)||jj<1){
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271 Serial.println("ERROR_REFRESH");

272 }else{

273 DACwrite(DAC+(3*jj),G1[jj-1],VoutActual[jj-1]);

274 VoutRead[jj-1]=readMultiple(ADC+(3*jj),G2[jj-1],SamplesPerReading[jj-1]);

275 digitalWrite(EN_CUR-jj, HIGH);

276 delay(5);

277 CurrentRead[jj-1]=readMultiple((CUR+(3*jj)),G3[jj-1],SamplesPerReading[jj-1]);

278 digitalWrite(EN_CUR-jj, LOW);

279 jj=jj+1;

280 }

281 t3=t4;

282 }}

283
284
285 /*****************************************************
286 FUNCTIONS

287 *****************************************************
288 */

289 String recvWithEndMarker() {

290 static byte ndx = 0;

291 //char endMarker = ’\n’;

292 char rc;

293 while (Serial.available() > 0 && newData == false) {

294 rc = Serial.read();

295 if (rc != endMarker) {

296 receivedChars[ndx] = rc;

297 ndx++;

298 if (ndx >= numChars) {

299 ndx = numChars - 1;

300 }

301 }

302 else {

303 receivedChars[ndx] = ’\0’; // terminate the string

304 ndx = 0;

305 newData = true;

306 }

307 }

308 String output=String(receivedChars);

309 return output;

310 }

311
312 /********************************************************************/

313
314 void DACwrite(int DAC_CS_PIN, float G1,float Vout) {

315 float mVDAC=Vout*1000/G1;

316 uint16_t value=(uint16_t) mVDAC; // convert to mV (from V)

317 uint16_t data = 0x1000 | value; // gain=2-> [0:4096]->[0:4096] gain=1-> [0:4096]->[0:2048]

318
319 digitalWrite(DAC_CS_PIN, LOW);

320 SPI.beginTransaction(SPISettings(5000000, MSBFIRST, SPI_MODE0));

321 SPI.transfer((uint8_t)(data >> 8));

322 SPI.transfer((uint8_t)(data & 0xFF));

323 SPI.endTransaction();

324 digitalWrite(DAC_CS_PIN, HIGH);

325 }

326
327 /********************************************************************/

328
329 float readMultiple(int ADC_CS_PIN, float G2, int numOfReadings){

330 float Vread=0;

331 int Input=0;

332 int ii=0;

333 for(ii=0 ; ii<numOfReadings ; ii++){

334 if (ii==0){

335 Input= Input+ (int)ADCread(ADC_CS_PIN,HIGH);

336 }else{

337 Input= Input+ (int)ADCread(ADC_CS_PIN,LOW);

338 }

339 delay(1);

340 }

341 Vread=Input;

342 Vread=Vread/numOfReadings;

343 Vread=Vread*G2;

344 Vread=Vread/1000; //conversion from mV to V

345 return Vread;

346 }
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347
348 /********************************************************************/

349
350 uint16_t ADCread(int ADC_CS_PIN, boolean FirstRead) {

351 uint16_t result;

352 int output;

353 digitalWrite(ADC_CS_PIN,LOW);

354
355 SPI.beginTransaction(SPISettings(100000, MSBFIRST, SPI_MODE3));

356 byte returnedByte1 = SPI.transfer(0); // first byte, with LSBs

357 byte returnedByte2 = SPI.transfer(0); // second byte, has LSB in the 7MSB

358 SPI.endTransaction();

359 digitalWrite(ADC_CS_PIN,HIGH);

360 result=returnedByte1; // composition of the two bytes:

361 result=result<<8;

362 result=result|returnedByte2;

363 if (FirstRead){

364 result=result>>2;

365 }else{

366 result=result>>1;

367 }

368 result=result & 0x0FFF; // cuts the 4 MSB

369 return result;

370 }

Figure A.1: Overview of the software interface. E1-E7 electrodes voltages can be set using the left boxes,
while the current and voltage values acquired are showed in the central column. The figure bar plot
shows the potentials set at the electrodes. The parameters box shows parameters relative to the selected
electrode.
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A.2. List of commands and errors

Name Description Electrodes Set/Get
GP get working parameters (G1,G2,SR,RR,VM,SP) 1 - 7 get
GS gets actual state (SP,AV,RV,AC) 1 - 7 get
SP set/get SetPoint 1 - 7 get/set
RR set/get RampRate 1 - 7 get/set
G1 set/get G1 of DAC writings 1 - 7 get/set
G2 set/get G2 of ADC readings 1 - 7 get/set
G3 set/get G3 of CUR readings 1 - 7 get/set
SR set/get SamplesPerReading 1 - 7 get/set
AV get the output voltage at DAC 1 - 7 get
RV get the read voltage at ADC 1 - 7 get
VM set/get VoutMAX 1 - 7 get/set
AC get actual current for device set 1 - 7 get
CN check connection 0 get
VR change verbouse state 0 set

Table A.1: List of commands allowed by the µC.

Message Description
INCORRECT_FORMAT The command received is not in the form "XYD:1234"

or "XYD?"
GS_SET_ERROR Set option not allowed for the Get State command
LIMIT_REACHED Maximum value allowed for Sepoint reached
AV_SET_ERROR Set option not allowed for the Actual Voltage com-

mand
RV_SET_ERROR Set option not allowed for the Read Voltage command
AC_SET_ERROR Set option not allowed for the Actual Current com-

mand
INVALID_COMMAND The command received is not supported
ERROR_REFRESH Indexing error during the outputs refresh

Table A.2: List of errors that µC may send to the computer.
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electron gun’s control unit

In this appendix, the list of all components used in order to build the control unit are
presented. The number of components of table B.2 and table B.3 are referred to the
single PCB, while 8 of each were realized. The components present in table B.1 are
instead necessary for the rack box assembly or are shared by all the control unit. All
components were supplied by RS components and the components can be searched on the
website by copying the order code from the tables.

Part Quantity Designator Supplier Order-code Part number

microcontroller 1 arduino 715-4084 A000067

PCB holder 10 guide RS PRO 500-550 952-223616

connector 7 terminal black RS PRO 423-201 423-201

connector 7 terminal red RS PRO 423-239 423-239

switch 7 switch amazon

BNC_connector 2 BNC RS PRO 564-4897 564-4897

power supply1 1 supply5V

power supply2 1 supply12V

Table B.1: Components required for the control unit. Data for power supplies are not given since they
were reused from previous projects.
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Part Quantity Designator Value Supplier Order-code Part number

DAC 1 DAC Microchip 770-9798 MCP4821-E/P

ADC 1 ADC Microchip 379-2364 MCP3201-BI/P

op amp 1 OP Texas Instruments 661-0530 LM324N

optocoupler 7 opto Vishay 773-3693 VO615A-5

capacitor 2 C1 2.2 uF RS PRO 520-1321 UVR2W2R2MPD

capacitor 3 C2, C3, C4 0.1uF Vishay 181-6538 K104M15X7RF53H5

capacitor 1 C5 2.2 uF RS PRO 711-2012 RS225-400V-RL8x11

trimmer 2 R2, R12 0-50 k Bourns 769-2195 PV36W503C01B00

connector 2 con6 M RS PRO 897-1272 CTB9359/6

connector 2 con6 F RS PRO 897-1228 CTB9209/6

connector 1 con3 M RS PRO 897-1266 CTB9359/3

connector 1 con3 F RS PRO 97-1212 CTB9209/3

connector 1 con2 H Phoenix Contact 193-0592 1729131

IC socket 7 Zdip4 Preci-Dip 702-0644 110-87-304-41-001101

IC socket 2 Zdip8 ASSMANN WSW 674-2435 A 08-LC-TT

IC socket 1 Zdip14 ASSMANN WSW 674-2438 A 14-LC-TT

resistor 1 R1 1 M RS PRO 707-7903 707-7903

resistor 5 R4, R6-9 100 K RS PRO 707-8388 RS-Carbon-100k-5%-0.5W

resistor 1 R10 33 K TE Connectivity 135-960 CFR16J33K

resistor 1 R11 1 K RS PRO 707-7666 707-7666

resistor 2 R3, R5 220 TE Connectivity 135-819 CFR16J220R

Table B.2: List of components needed for a single voltage control board.

Part Quantity Designator Value Supplier Order-code Part number

op amp 1 OP Texas Instruments 661-0530 LM324N

ADC 1 ADC Microchip 379-2364 MCP3201-BI/P

digital isolator 1 ISO Silicon Labs 753-2232 Si8431AB-D-IS1

voltage regulator 1 VREF5V 5V DiodesZetex 885-5423 AS78L05ZTR-E1

voltage regulator 1 VREF4.1V 4.096V Microchip 681-1083 MCP1541-I/TO

IC socket 1 Zdip8 ASSMANN WSW 674-2435 A 08-LC-TT

IC socket 1 Zdip14 ASSMANN WSW 674-2438 A 14-LC-TT

package adapter 1 adapter amazon

connector 2 con2 Phoenix Contact 193-0586 1729128

connector 1 con6 M RS PRO 897-1272 897-1272

connector 1 con6 F RS PRO 897-1228 897-1228

resistor 2 R2-R3 33 K TE Connectivity 135-960 CFR16J33K

resistor 1 R1 10 K RS PRO 707-7745 707-7745

trimmer 1 TRIM1 1.2 M Bourns 785-9723 3296W-1-125LF

capacitor 4 C1 0.1uF Vishay 181-6538 K104M15X7RF53H5

capacitor 1 C2 2.2 uF RS PRO 520-1321 UVR2W2R2MPD

capacitor 1 C3 1 uF AVX 699-5137 SR215E105MARTR2

battery holder 1 PB RS PRO 185-4797

battery 1 B 9V

Table B.3: List of components needed for a single current read board.
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