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1. Introduction
Exoscopes represent a promising visual solution
in the neurosurgical field aimed at offering an
improved field of view and ergonomics to the
surgeons compared with traditional surgical mi-
croscopes. However, manual repositioning in ex-
isting models can interrupt surgery, leading to
longer operation times and reduced efficiency
[1]. To further reduce the surgeon’s workload,
minimizing the need for direct intervention in
camera control is desirable. Various techniques
have been explored for automatizing the cam-
era motion. Among these, the markerless in-
strument tracking approach stands out as one
of the most widely used methods. It enables
fast and precise reconstruction of the surgical
instrument’s 3D position, seamlessly integrating
into robotic control frameworks . This approach
has been successfully implemented in multiple
camera systems, ensuring smooth and controlled
movements [2].
This thesis work presents an innovative hy-
brid tracking module designed to guarantee real-
time tool tracking through a robot-assisted au-
tonomous exoscope.

2. Materials And Methods
The proposed system is divided into three mod-
ules: a tool detection module (Sect. 2.1) that
can recognize a selected surgical instrument, a
hybrid tracking module that tracks and predicts
the future position of the target tool (Sect. 2.2),
and a visual-servoing controller responsible for
zeroing the error between the desired and the
actual pose of the robot (Sect. 2.3). The overall
system is illustrated in Figure 1.

Figure 1: Overall System: images acquired by
the stereo camera are sent to a CNN which de-
tects the surgical tool. The 2D position of the
tool is sent to a tracking module, then a predic-
tion module estimates the future position of the
tool in the image space. Finally, the 3D position
of the tool is extracted from the predicted posi-
tion and is fed to a visual-servoing controller.
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2.1. Tool Detection Module
A pre-trained CNN YoloV5 [3] was fine-tuned for
target detection. The CNN received downsam-
pled RGB images of size 640x640 from a stereo
camera and provided the position of the instru-
ment’s tip through a bounding box. The center
of the bounding box in the right and left images,
(XR, YR), (XL, YL), denoted the position of the
instrument in the camera space.

2.2. Hybrid Tracking Module
To address the CNN’s low-speed performance in
tool detection, a hybrid tracking module was in-
troduced. The module consisted of two key com-
ponents: the Optical Flow (OF) tracking and a
modified particle filter. By leveraging the OF,
we achieved efficient tool tracking between con-
secutive frames. Additionally, the particle filter
played a crucial role in predicting the tool’s fu-
ture position, effectively reducing system delays.
The OF tracking module offered by OpenCV
[4], which exploits the Lukas-Kanade method
with pyramids, was chosen for this study. In
this work, the position of the instrument in the
camera space, (XR, YR), (XL, YL), was sent to
the OF together with eight surrounding points
to lower the risk of losing the tool position be-
cause of partial occlusions or small changes of
the pixel intensities. The tool position was thus
detected using the CNN on the first frame and
then the OF was used to track the tool’s posi-
tion, (XRof

, YRof
), (XLof

, YLof
), in the follow-

ing, with exceptions made when the OF lost
the points to follow or appeared to be track-
ing the wrong point in the image. The CNN
was used also every 15 seconds to confirm the
precise tracking of the intended target.
A modified particle filter was introduced to get
an estimate of the future tool position in the im-
age space, on the basis of the previous position
and of the speed and orientation of motion. The
particle filter allows to effectively handle com-
plex and non-linear systems such as the motion
of a surgical instrument. Every time the tool
position, (XRof

, YRof
), (XLof

, YLof
), was com-

puted, our particle filter acted as follows:
1. The direction, ht, and the speed, vt, of the

movement of the tool were computed.
2. The heading of each particle, hi, was dis-

tributed normally around the direction of
the movement of the tool, ht.

3. The future position of the particles was pre-
dicted in both images. In particular, if the
modulus of the variation of the direction of
the tool, |∆h|, was under a certain thresh-
old, the Runge–Kutta odometry was used:

XR,i = xt + vt · dt · cos
(
hi +

∆h · dt
2

)
YR,i = yt + vt · dt · sin

(
hi +

∆h · dt
2

)
where hi is the heading of the ith particle,
dt is the prediction horizon, xt and yt are
the x and y coordinate of the tool respec-
tively, coming from the tracking module, vt
is the estimated velocity of the tool, and i is
the number of the particle. When |∆h| was
above a certain threshold the exact odome-
try was used:

XR,i = xt +
vt[sin (hi +∆h · dt)− sin (hi)]

∆h

YR,i = yt −
vt[cos (hi +∆h · dt)− cos (hi)]

∆h

For simplicity, we provided the equation for
the right frame; however, the same holds
true for the left frame as well.

4. The weighted average of the particles’ posi-
tions was computed to determine the future
position of the tool:

XRpart =

∑N
i=1wR,i ·XR,i∑N

i=1wR,i

Y Rpart =

∑N
i=1wR,i · YR,i∑N

i=1wR,i

with N number of particles and wR,i weight
of the ith particle.

5. The weight of the particles was updated as
follows:

wR,i =
max (disti)− disti∑N

i=1 (max (disti)− disti)

where i indicates the ith particle and disti
takes into account the Euclidean distance
between the predicted particle position and
both the actual tool position and a potential
future position of the tool. This additional
term was intended to assign more weight to
the direction of the motion being tracked.

The predicted positions in both images
(XRpart , Y Rpart), (XLpart , Y Lpart) were used to
extract by triangulation the 3D position of the
tool that was then sent to the robot controller.
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2.3. Robot Control Module
The 3D predicted position of the tool is sent to a
visual servoing controller. In this work, the type
of camera motions taken into account were two:

• Translational motion with fixed orientation
(Position Control);

• Rotational motion around a fixed point
(Orientation Control).

The considered frames are illustrated in Figure
2.

Figure 2: Positions and reference frames. {C}
indicates the camera reference frame, {B} the
robot base reference frame, and {T} the tool
reference frame. PC

T and PCdes
T are the posi-

tions of the surgical tool in the actual and de-
sired camera space, respectively. PB

T is the po-
sition of the tool, PB

C is the actual position of
the camera, and PB

Cdes
is the desired position of

the camera, all with respect to the robot’s base
reference frame.

2.3.1 Position Control

In this case, since the goal was to keep the in-
strument near the center of the camera image
with a distance d, the position of the tool with
respect to the desired position of the camera was
PCdes
T =

[
0 0 d 1

]
. So, the desired position

of the camera was obtained as:

PB
Cdes

= PB
T (PCdes

T )
−1

and the Position error was thus given by:

epos = PB
Cdes

− PB
C

2.3.2 Orientation Control

When the Orientation strategy was used, the
concept of remote center of motion [5] was ex-
ploited to compute the desired orientation of the
camera, RB

Cdes.

From RB
Cdes, the Orientation error was com-

puted as follows:

eor = qorC · q−1
orCdes

where qorC and qorCdes
were the current and de-

sired quaternions.
The feedback errors epos or eor were then fed
into a resolved-velocity controller [6] which as-
sumes that the manipulator acts as an ideal po-
sitioning device and that computes the vector of
joints’ velocity profiles as follows:

q̇des(t) = J#
AW

(q)Ke (1)

where q̇des(t) is the vector of desired joints’ ve-
locity profiles, J#

AW
(q) is the weighted pseudo-

inverse of the analytical Jacobian of the robot,
function of the joints’ position, K is a positive-
definite gains matrix and e is the vector of the
feedback errors. Knowing that q̇des ≈ q̇, thanks
to the assumption of ideal positioning device,
and that ė = −JA(q)q̇, the equation 1 becomes:

ė+Ke = 0

This equality, for a positive definite matrix
K, allows demonstrating through the Lyapunov
method that the equilibrium e = 0 is globally
asymptotically stable.

3. Experimental Setup
To simulate the exoscope system, a 7-Degrees-
of-Freedom (DoF) redundant robotic manipula-
tor (LWR 4+ lightweight robot, KUKA, Ger-
many) with an eye-in-hand stereo camera config-
uration (JVC GS-TD1 Full HD 3D Camcorder)
was used. Moreover, to validate the developed
strategies and fine-tune the controller a sec-
ond 7-DoF redundant robotic manipulator (LBR
IIWA lightweight robot, KUKA, Germany) was
considered to move the surgical tool with high
repeatability, as shown in Figure 3.

Figure 3: Experimental setup of validation tests
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Then, a User Study was organized to evalu-
ate whether the developed autonomous exoscope
was more effective than the traditional strategy
in reducing the user workload.

3.1. System Validation
The performance of the tracking and the control
module was investigated in relation to the tar-
get’s velocity, representing the surgical instru-
ment’s movement. To validate the effectiveness
of the hybrid tracking module, an analysis that
compared the system with (Hybr) and without
(CNN) [2] this module, was conducted. In this
validation phase, only the Position Control was
used. The strategies were tested within two dif-
ferent velocity scenarios to study the robustness
of the system against different conditions. The
two velocities were chosen on the basis of a study
carried out with neurosurgeons about the typi-
cal speeds reached during brain surgeries: the
system was thus tested with the tool moving at
about 2.5 cm/s (low speed) and about 4 cm/s
(high speed). The camera had to follow the
tool that was moved in a constant trajectory de-
scribed in Figure 4.

Figure 4: Trajectory travelled by the tool during
the experiments

All the tests were repeated five times for each
strategy and for every scenario. During these
tests, the robot controller was based on a pro-
portional gain equal to 1.
The performance analyzed indexes are the track-
ing error (TExy), defined as the distance be-
tween the camera and the tool:

TExy = ||PB
C − PB

T || [mm]

and the center error (CE) defined as the dis-
tance between the tool position in the camera
frame and the center of the image (Cx, Cy):

CE = ||Xt − Cx, Yt − Cy|| [mm]

After the validation phase, the robot position
and Orientation Controllers were fine-tuned, re-
sulting in the selection of the following propor-

tional gain for the Position Control:

Kpos =

4.0 0.0 0.0
0.0 4.0 0.0
0.0 0.0 1.0

 Krot = 1.0 · I3

and for the Orientation Control:

Kpos = 0.0 · I3 Krot = 0.7 · I3

where I3 is the 3× 3 identity matrix.
Following that, the system was further tested us-
ing the updated parameter in the same experi-
mental setups (in Position and Orientation Con-
trol mode). In the Orientation mode, instead of
the above described TExy, the tracking errors
TEr and TEp, measuring the distance between
the desired and actual camera angles, were con-
sidered:

TEr = min(|eroll| , 2π − |eroll|) [deg]

where eroll = rollcam − rolldes is the difference
between the camera’s actual roll angle, rollcam,
and the camera’s desired roll angle, rolldes. The
tracking error of the pitch angle, TEp, was com-
puted in the same way, while it was not calcu-
lated for the yaw angle since it was kept fixed.

3.2. User Study
During the User Study, 12 users employed three
camera control modes (manual control, Position
and Orientation autonomous control) while exe-
cuting a bimanual pick and place task of a hid-
den object in the setup shown in Figure 5.

Figure 5: User Study Setup (left): everything
the users employed during tests; the robot to
move the camera, the stereo camera, the exter-
nal monitor to look at the scene, the workspace
where to accomplish the task, two surgical tools
and a pedal, to decide when to move the robot
in the automatic control modes. The User Study
Workspace (right): it was divided into four
different targets, a release zone, and the ini-
tial/final position of the surgical instrument.
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All the users provided informed consent before
participating. The experimental protocol was
approved by the ethics committee from Politec-
nico di Milano, Italy (No.2023-5069). The tests
started with the tools in the initial position.
Then, the users had to look for a plastic ring
hidden under one of the four targets and, once
they found it, they had to grasp it with the surgi-
cal instrument and release it in the release zone.
To conclude the test, they had to take back the
tools to the initial position. During the tests,
the users were asked to look only at the exter-
nal monitor showing the images coming from the
stereo camera and to keep both the surgical tools
in the center of the image. While users were
employing the automatic modes, to decide when
to move the robot, they had to press a pedal.
They were required to accomplish the task using
all the camera control modes doing three repe-
titions for each strategy. To avoid that an even-
tual learning curve could affect the performance,
the order of the strategies followed by each user
was chosen from the set of permutations of the
three strategies.
The performance indexes evaluated during the
tests are:

• A score assigned on the basis of the dis-
tance, d, of the tool from the image center:

d = ||Pt − Pc||

where Pt and Pc are the positions of the tool
and the image center respectively. If d was
greater than 5 cm, -1 point was assigned,
while if the tool was outside the field of view
of the camera, -5 points were assigned. The
score was normalized before the data anal-
ysis.

• The duration of the movements between
two consecutive targets;

• The path length travelled by the tool be-
tween two consecutive targets. The length
of each movement is computed as:

l(M) =
∑
k

||Pt(k)− Pt(k − 1)||

where Pt(k) is the position of the tool at
the kth instant.

• A NASA Task Load Index survey for each
control strategy;

• A questionnaire.

4. Results & Discussion
4.1. System Validation
The performance indexes, TExy and CE, for the
two strategies in the two different scenarios, can
be appreciated in Figure 6.

Figure 6: Tracking Error (left) and Center Error
(right). (**, p-value < 0.01)

The system with the hybrid tracking module
consistently demonstrates the lowest tracking er-
ror in both the slow and fast scenarios. This
indicates that the Hybr strategy is effective
in accurately tracking the surgical instrument’s
movement compared to the other strategy. Ad-
ditionally, the Hybr strategy displays low stan-
dard deviations in both tracking and center er-
rors, showing its consistency and robustness in
tracking and centering of the surgical instrument
across varying scenarios.
The evaluation of different performance metrics
was examined through the Wilcox signed-rank
test, with statistical significance established at
a threshold of p < 0.05. In Figure 6 can be no-
ticed also a statistical difference in both track-
ing error and center error. This reinforces the
observation that the Hybr strategy consistently
delivers superior performance.
The performance of the Hybr strategy after the
fine-tuning can be observed in table 1.

Table 1: Metrics’ means and standard deviations

Metrics Low speed High speed
Position Control

TExy [mm] 9.84 ± 0.08 13.11 ± 0.39
CE [mm] 16.14 ± 0.14 20.80 ± 0.16

Orientation Control
TEr [deg] 4.29 ± 0.06 5.68 ± 0.08
TEp [deg] 4.63 ± 0.08 5.65 ± 0.08
CE [mm] 22.41 ± 0.39 27.62 ± 0.43
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4.2. User Study
On the data measured during the User Study, a
Kruskal - Wallis test was performed (with sta-
tistical significance established at a threshold of
p < 0.05). After computing the average of the
repetitions grouped by user and control strategy,
the results reported in Figure 7 were obtained.

Figure 7: Score (left), Duration (center) and
Path length (right). (**, p-value < 0.01; ***,
p-value < 0.001;)

These data demonstrate that the automatic
strategies allow to keep the tool at the image
center more effectively than the manual control
and they reduce the duration and the tool path
length needed to accomplish the task, which is
important in surgical operations that can last
many hours. From the NASA - TLX (Figure 8)
the automatic strategies result to be less frus-
trating and less mentally, physically and effort
demanding with respect to the manual reposi-
tioning of the camera. In the end, the quali-
tative questionnaire highlights that users think
that the automatic strategies facilitate more the
task accomplishment (in particular the Position
Control mode, that also guarantees the best field
of view).

5. Conclusion
This study introduces a novel hybrid track-
ing module for a position-based visual-servoing
control approach applied to a robotic camera
holder. The integration of the OF tracking mod-
ule and a particle filter, was introduced to fur-
ther optimize system performance by predicting
future tool positions. Overall, the tracking sys-
tem follows the motion of the surgical tool with
a relatively low tracking error and its use is ap-
preciated by the users. In future work, the sys-

Figure 8: NASA - TLX results

tem should be evaluated in scenarios that better
mimic the real world.
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