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1. Introduction

Control allocation studies how a control action
shall be distributed among a set of redundant
actuators, subject to hardware limitations on
their produced output, called effort. The main
feature of control allocation is to split the loop
into two independent blocks. The low level con-
trol takes the action generated by the high level
one, represented by a certain control logic, and
distributes it among the actuators effort. This
division simplifies the control definition, as it en-
ables the user to separate the controller from the
actuators architecture, thus giving more flexibil-
ity in the scheme design, as multiple iterations
and corrections may change it. It also high-
lights the physical features of the actuators in
exam, namely minimum and maximum outputs,
as control logic may not manage them [14].

1.1. Work innovations

Spacecrafts for in-orbit applications are
equipped with redundant actuators because
they can cope with the potential failure of some
of them (reliability) and perform accurately
a wide span of different manoeuvres, while
minimizing key cost functions (flexibility).
These actions must be performed with low

computational effort. However, present litera-
ture consists of individual papers that describe
a specific strategy tailored to a theoretical
mission [10, 15, 16] that focuses more on the
cost minimization than CPU time. In addition,
the literature regarding space control allocation
is thinner and less organized with respect to
the aeronautical field. The innovations that
the presented work brings pertain to two
different aspects. From a theoretical point of
view, a more rigorous and plain organization
of different allocating strategies is outlined,
along with the clear selection of performance
assessing parameters, which are accuracy (error
between produced and required actions), cost
minimization, CPU time and ability to cope
with unattainable input actions. From a tech-
nical view, an overall transposition of simple,
reliable, computationally efficient algorithms
from aircraft attitude control [9, 11, 13] into
space environment is conducted with a reformu-
lation of all the involved quantities. Moreover
a comparison between strategies is carried out
in order to define a discerning tool that can
help an AOCS designer to select the optimal
method. Then, an allocating scheme is deter-
mined for a developing mission conducted with



the Company, that proves not only the wide
span of manoeuvres the allocation can undergo
with mild modifications that are completely
decoupled from the controller, but how the high
number DOFs optimum problem, that is not
treated as rigorously as in aeronautics, that
involves actuators limitations, is simplified into
a robust and efficient element that completely
disregards the controller and whose test on
a real mission development gives a great and
prompt response.

2. Control Allocation theory

Control allocation studies how the vector of re-
quired action m € R", output of the high level
control, can be mapped over a set of actuator
DOFs, represented by uw € R™. The two spaces
where m and w lie, the moment space R" and
control space R are linked together through
a function called effectiveness B : R — R™.
In the analyzed framework, B is assumed to be
linear and time-invariant. The first hypothesis
states that the effectiveness can be seen as a set
of gains, that defines how "effective" is a spe-
cific actuator in the action generation. The sec-
ond aspect, instead, means that the actuators
disposition does not change over time. Hence,
B can be represented as an n X m matrix. The
studied case will consider m > n, which implies
that the linear system m = Bwu has an infinite
number of solutions. The problem can be stated
as reported in Equation (1).

residual m — Bu =0

find u s.t. pis minimum (1)

Umin <u < Umaz

Where p may represent a key mission parame-
ter to minimize, such as propellant consumption.
Umin aNd Umae define the feasible enclosed sub-
space of the control space named 2, admissible
control set. The subspace is closed and bounded
and represents a geometrical m-D polyhedron,
envelope of feasible control DOFs. If a linear
mapping is considered, it is possible to define the
n-D subspace ® which corresponds to €2, called
attainable moment set, which is the action enve-
lope the system can generate through its actua-
tor configuration. Being B linear time-invariant,
also @ is an enclosed and bounded subspace.
In the next section, the studied methodologies

are reported and evaluated in terms of accu-
racy, which is the ability to fulfill the equation
m — Bu = 0, optimality (ability to minimize p)
and computational time, for attitude control ap-
plication, thus m € R3 is the high level control
required torque.

2.1. Allocation methods description

The investigated algorithms can be divided into
methodologies that compute the solution focus-
ing on the accuracy and indirectly influencing
the cost minimization, and vice versa. Belong-
ing to the first group, the Generalized Inverse
(GI) [4] involves the generation of a matrix P
which satisfies BP = eye(n), identity matrix.
P forms a basis for an n-D subspace of R™,
called P,. Since this basis contains the origin,
and if it is contained within €2, these two ele-
ments are guaranteed to intersect. A simple and
effective way to specify the Generalized Inverse
is through the implementation of the pseudo-
inverse, which computes v by minimizing its
{5 norm. The solution found takes the form
P = BT(BBT)~!. If the algorithm is able to
rapidly compute a solution, the pseudo-inverse
does not include directly cost minimization and
feasible ranges. Therefore if a GI would solve the
allocation with unfeasible output, it is required
a post process to enforce the actuators ranges on
the solution. To cope with these issue the Cas-
cade Generalized Inverse (CGI) [4] exploits the
intrinsic redundancy of the system, computing
sequential allocating problems. The CGI calcu-
lates the first solution through a GI, then if u;
exceeds the valid range, it is brought to satura-
tion, and the residual m — Bu is computed. This
residual is fed again in the allocation problem,
while omitting the i*" column of saturated B,
and the process is repeated as long as m—n > 0.
To take into consideration feasible ranges, Direct
Allocation (DA) [4] is implemented. It is able to
compute an optimal solution, which indirectly
influences the cost minimization. DA method
considers the direction of the required torque in
®, it projects the unitary vector onto the control
space in € and scales the magnitude to match
||m|| or to intersect the boundary 092. To ap-
ply the method ® must contain the origin, be
convex and points on 0¥ correspond to unique
points on 0€). Instead of inefficiently computing
the whole envelope ®, it is possible to exploit the



geometry of the problem. Considering n =3, m
direction intersects d® on a plain. The same ap-
plies for u and 92, where each plain is defined
by m — 2 fixed variables and 2 varying. It is pos-
sible to search through each couple and detect
the one that generates in ® the plain of inter-
section with m. Once the correct direction is
found, it is just necessary to scale the magni-
tude to meet ||m/|| or, if unattainable, 9®. The
method is able to compute the exact allocating
solution with feasibility constraints, but is char-
acterized by tight assumptions. The aforemen-
tioned hypothesis can be loosen for a general
case in expense of accuracy loss, as the required
control direction is going to be approximated.
The second family of methods selects as a driver
the minimization of the scalar function p (e.g.
fuel consumption) while taking into considera-
tion the feasible inequality constraints and the
allocating equality ones. The considered algo-
rithm, the Linear Programming (LP) [3], solves
the following problem:

L T Umin < U < Umay
minimize, f'u s.t
Bu=m

In this case, p is represented by a weighted sum
of actuators efforts. For example, if RCT are
considered, the thrust is linked to the propel-
lant mass consumption. The problem is solved
through the Matlab function linprog.m. The
main advantage of this approach is that an op-
timal solution is found while considering multi-
ple constraints on w. On the other hand, the
method is computationally extremely slow, and
the output may be imprecise when dealing with
unattainable moments. Once the two families
have been analyzed, it is possible to define a
method such that both aspects, accuracy and
optimization, are considered at the same time.
The Weighted Least Square algorithm [11], in
fact, merges the two drivers in a unique cost
definition as:

U = arg miny,,;, <u<umas .
fyHWa(Bu—m)HZ—i- (3)
+[Wp(u — up)]|

The above problem statement declares that the
solution will be a trade-off between the two 2-
norm cost functions. The first part represents
the accuracy of the solution. The second part,
instead, represents the cost minimization, stated

as the difference between the control command
set u and the desired one u, = 0. Concerning
space applications, the actuators effort can be
generally linked to the parameter that is neces-
sary to minimize, such as power or propellant
consumption. By reducing the overall intensity
of the variables in w, it will eventually reduce
the cost. The combination of the two contri-
butions shows the great utility of the method:
the freedom the user has to select, depending on
the mission requirements, the characterization
of the allocator. Each quantity in Equation (3)
is then multiplied by a weighting factor, respec-
tively W, € R™"™ and W, € R™ ™. Each
states how a single variable is to be prioritized
with respect to the other. Generally, these ma-
trices are diagonal and have the same values if
no prioritization is required. < is an additional
constant that highlights the accuracy total cost
with respect the other one, as the output may
approach the null, but feasible solution. To solve
the WLS, an Active Set Algorithm is used [11].

2.2. Strategies comparison

All the described methods have their own points
of strength and weakness. It is necessary to
highlight them through an actual implementa-
tion. The simulation consists of an attitude
tracking problem for a spacecraft equipped with
the set of redundant actuator at disposal. The
simulation is ran for each algorithm, considering
different working orbits and, as evaluating pa-
rameters, the cost optimization, accuracy, com-
putational time and the behaviour when dealing
with unattainable moments. The methodologies
are applied onto RW and RCT. For the sake of
brevity, only the reaction wheels case is here il-
lustrated, specifically in a circular SSO Dawn-
Dusk orbit at 500 km of altitude. In Table 1,
the optimization of each algorithm, represented
by the final storage is reported. It is clear to
see that the DA and WLS are more capable
of minimizing the cost. Concerning the accu-
racy, the residual ||m — Bul| is practically 0 for
each method, thus only attainable torques are
encountered. The last quantity represents the
ratio between the methods computational time
and the maximum of these (WLS for 48.92s for
50000s of simulating time). Therefore, it is pos-
sible to state that GI and CGI calculate a fast
rough solution, while the other two are able to



refine it in expense of more computational cost.
LP was implemented instead on the RCT case,
and it emerged that the solution, even though
optimized, required an extremely high compu-
tational cost.

GI CGI DA WLS
ht, [Nms| ~ 20.79  20.79  20.57 19.17

Mres [Nm|  ~0.00 ~0.00 ~0.00 ~0.00
teom || 090 090 099  1.00

Table 1: Performance evaluation for SSO case
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Figure 1: Residual as the required torque grows

In conclusion, in Figure 1 the ability to cope
with unattainable moments is shown. The resid-
ual is plotted with respect an increasing torque.
GI performs the worse, while the other are more
capable of delaying the failure condition with re-
spect the ideal, unbounded case.

3. Mission simulation

In this section a real developing in-orbit servic-
ing mission is presented. The application is used
to demonstrate the effectiveness of the control
allocation scheme, its robustness and flexibil-
ity to cope with different types of manoeuvres.
Moreover it shows how to navigate in the alloca-
tor selection depending on the mission require-
ments. The spacecraft Module A (MA) shall
carry the client Module B (MB) to target posi-
tion. The two, then, separate. After the detach-
ment, a movable thrust vector, mounted on MB,
is activated and its effects have to be counter
acted by a pose control system. The overall
spacecraft, excluding the thrust appendage on
MB is modelled as shown in Figure 2.

Both parts are equipped with the same sets of
redundant RW (m = 4) and RCT (m = 24).

Figure 2: MAMB attached spacecraft model

In addition, the actuators effort is assumed to
be continuous and WLS strategy is implemented
due to its inherent flexibility required as the
spacecraft perform different operations. The
working orbit is an equatorial GEO. For com-
putational efficiency, the control action is gener-
ated through a PID controller, since it is com-
pletely decoupled from the actuators architec-
ture. Concerning environmental elements, SRP
and gravity gradient are implemented. Addi-
tionally, the state vector for Phase IV is rep-
resented by the pose, while for the other by the
angular velocity.

3.1. Phase I - MAMB phasing

The satellite shall bring the client spacecraft to
a target orbit. This operation translates into a
tracking problem by means of reaction wheels
effort, to save propellant. The characteristic in-
ertia is rather consistent, so the control effort
is distributed among MA and MB wheels. To
keep MB storage as low as possible to avoid
pre-loading before the operations in Phase II, a
weighting vector is defined. It ensures a greater
percentage of the total required torque to be as-
signed to MA. However, if the wheels on MA will
reach torque or storage saturation, also MB will
fully contribute to the control effort definition.
In Figure 3 it is evident the different loading be-
tween the two sets of RW.

3.2. Phase Il - MB desaturation

Before the separation, it is necessary to empty
the momentum storage accumulated during the
previous phase in MB. First, the control author-
ity is shifted to MA, while MB takes, as an in-
put, a virtual torque that is necessary to allow
the wheels to deplete their stored energy. Of
course it is clear to understand that, if the re-



RWs storage for MA-MB

Z 20f ! !
Z 0
$.20
S
S 40t
= i i i i ‘
0 05 1 15 2 25
t[s]
= 20F I
= 10
s Oﬁ_\d
510
= : : : : :
0 05 1 15 2 25 3
t[s] x10°

Figure 3: MA and MB reaction wheel storage

action wheels are damping out the storage, they
are transmitting an undesired torque that has
to be counter acted by the other available ac-
tuators. As the manoeuvre occurs, the control
authority is shifted from the MA reaction wheels
to MB RCT, linearly over the course of 100 s.
This transfer is executed because the thrusters
are able to provide a higher net torque compared
to the RW set. Moreover, it is the first procedure
to decouple the two satellites in terms of control
authority and distribution. At this stage and in
the next ones, the spacecraft is required to point
inertially a fixed orientation, with the target at-
titude matching the last targeted orientation in
the previous phase.

Accuracy of the allocation
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Figure 4: Required-provided torque residual

In Figure 4, ||m — Bul|| is shown, demonstrating
the necessity of the authority shift, as the RW
are not able to cope with the required torque.

3.3. Phase 11l - MAMB separation

Phase III consists in the separation between the
two spacecrafts. Once the storage in MB is emp-
tied, it detaches from MA, following a straight
trajectory parallel to the z axis. This manoeu-
vre is modelled as an instantaneous division be-
tween MA and MB, in which an impulsive vari-
ation of the mass and inertia properties is intro-
duced. Here, the attention is brought onto the

first spacecraft due to possible impact between
solar wings and MB. To assess the performance,
an impulsive perturbing torque is applied to MA
to simulate the separation load, instantaneously
at 50s during the simulation, drawn randomly
from an interval of 450N in the three direc-
tions. Regarding control, the high-level block
is disabled for a brief period as the separation
occurs. As Figure 5 reports, the impulse load
introduction is clearly visible at ¢ = 50s, where
the pointing error is subject to an almost dis-
continuous variation.

Attitude error expressed with Rod parametres
T T T T T T T

I I I I I I I I I
0 50 100 150 200 250 300 350 400 450 500
tls]

Figure 5: MA attitude error

3.4. Phase IV - MB thrust vectoring
compensation

The client spacecraft MB has to execute a set
of operations that require a thrust vectoring ac-
tion. The resultant effects on the spacecraft
are a reaction torque and force applied to MB
centre of gravity. In order to maintain fixed
position and attitude, a pose control system is
implemented, thus n = 6 and Bror € R6*24,
At low level control, the required action is split
into torque and force. The first quantity is dis-
tributed among the RW and, if unattainable mo-
ment is detected, RCT will receive the residual.
Concerning the control force, it is managed en-
tirely by the thrusters. In Figure 6 the daisy
chain approach is represented: the RCT are ac-
tive when the load is unbearable for the RW.
While in Figure 7 the CoG drift is illustrated,
which is in reasonable range, thus proving that
the allocation can cope even with pose control
with simple modification in the allocator.

3.5. Robustness analysis

The next step is to assess the robustness of
the allocator when uncertainties and noise are
present during the simulation. Therefore, dis-
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Figure 6: RW and RCT provided torque
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Figure 7: CoG drift from nominal position

turbances are introduced in the angular velocity
measurements and hardware parameters, such
as CoG position, are scattered. A Monte Carlo
simulation is performed to study the control al-
location capabilities in this frame work. Clearly,
it is expected a general performance decrement
in terms of fuel consumption and pointing accu-
racy. From the simulation, scalar key elements
are plotted with a CDF, while arrays are studied
considering the envelope, defined by the worst
case trend, the best one and the average evo-
lution. These quantities are analyzed to assess
AOCS mission requirements compliance. In Fig-
ure 8 an example of CDF for the consumed pro-
pellant in Phase IV is shown. In Figure 9, the
envelope of the accuracy in Phase I is presented.

Phase IV propellant mass CDF

17 1.75

Figure 8: CDF for the consumed propellant
mass in Phase IV
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Figure 9: Accuracy in Phase II

4. Conclusions

Through the investigation, it has become ap-
parent that there is no one "perfect" strategy
among those proposed, as each has its own fea-
tures that prioritize a specific aspect of the al-
location. The optimal solution depends on the
mission scenario, architecture, environment and
requirements.  Straightforward solutions such
has the GI compute a fast, rough solution, while
DA spends more time to refine the output. The
presented work did not limit in the simple de-
scription and evaluation of the different meth-
ods, but also showed that a clear re-definition
of the allocation statement generated a power-
ful tool that extremely simplifies the problem
resolution with a flexible and robust characteri-
zation. This is demonstrated in the application
of the control allocation in real mission scenario.
In Ph. I computational efficiency for long time
span simulation is demonstrated, in Ph. II the
flexibility of the allocation, in Ph. III the ability
to manage sharp state variation and in Ph. IV
the allocation for pose control. In the design, it
was necessary to apply mild modification to per-
form multiple and different operations, which is
the innovative and strong aspect of the work:
the complete definition of a simple block, de-
coupled from the control logic selection, that
can solve a multi-dimensional optimum prob-
lem with feasible ranges in a prompt and ef-
fective way. Naturally, the next steps involve
improving control allocation performance, dis-
covering new customized solutions, and incorpo-
rating time-varying effectiveness matrix into the
analysis. To sum up, the proposed inquiry es-
tablishes the initial phase for the AOCS subsys-
tem design and constructs a useful instrument
to effectively handle and enhance the control al-
location in the closed loop control system.
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